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Recent advances in wireless networking and mobile computing technology coupled with the increasing proliferation of portable computers have led development efforts for mobile systems toward distributed and mobile computing — a new dimension for future generation of mobile computing networks. Wireless and mobile technology is being used to link portable computer equipment to corporate distributed computing and other sources of necessary information. Many researchers and scientists from both academia and industry are undertaking efforts to explore new technology for mobile computing and wireless communication, in a heterogeneous wireless and wired network environment, with mobile computing applications.

Most of the available literature in this technology concentrates on the physical aspects of the subject, such as spectrum management and cell reuse, just to mention a few. However, in most of the literature, a description of fundamental distributed algorithms that support mobile host in a wireless environment is either not included or briefly discussed. As such, there is a need to emphasize other aspects of wireless networking and mobile computing systems. Another important requirement for successful deployment of mobile and wireless applications is the careful evaluation of performance and investigation of alternatives algorithms, prior to implementation. Consequently, research in the emerging wireless communication and mobile computing field needs to cover a wide area of topics and scenarios.

The primary goal of this book is to focus on several aspects of mobile computing and in particular algorithmic methods and distributed computing with mobile communication capability. We believe that these topics are necessary to set the background and build the foundation for the design and construction of future generation of mobile and wireless networks, including cellular networks and wireless ad hoc, sensor, and ubiquitous networks. This book comprises 43 chapters written by a group of well-known experts in their respective fields. All chapters cover a variety of topics, and provide not only a good
The rest of this book is organized as follows. In Chapter 2, we discuss the convergence between communication and computation, followed by the basic background in wireless networks and a brief overview of different wireless technologies. Chapter 3 introduces the basic techniques of medium access. Medium access control (MAC) protocols for centralized network architectures, such as cellular networks, paging systems, and satellite networks, are overviewed. A discussion of MAC protocols in distributed network architectures such as mobile ad hoc networks (MANETs) and sensor networks is provided. The protocols are largely classified according to whether time is viewed as continuous or discrete, giving rise to contention (or random access) and allocation (or scheduled) protocols, respectively. Research issues for MANETs are explored since these networks are among the least mature. Chapter 4 takes an in-depth look into distributed scheduling (also called topology-dependent, or spatial reuse TDMA) protocols for MANETs, providing an example of node-activation, link-activation, as well as a hybrid. In addition, a throughput analysis is provided for each protocol, as well as its channel access probability compared to basic random access protocols. A throughput comparison obtained through simulation is also presented.

While Chapters 3 and 4 focus on a single broadcast channel shared by all the nodes in the network, Chapters 5 and 6 extend the protocols for the case when multiple channels are available; this may arise response to applications demanding higher bandwidth. Specifically, Chapter 5 summarizes extensions of several contention and allocation MAC protocols proposed for wireless networks to the multichannel case. Chapter 6 focuses more narrowly on multichannel MACs for MANETs, and primarily on dynamic channel selection in multichannel MAC protocols.

Chapter 7 addresses several important algorithmic issues arising in mobile ad hoc computing environment, and highlights the main differences to classical distributed computing. Unlike cellular and satellite networks wireless and mobile ad hoc networks are rapidly deployable networks that do not rely on a pre-existing infrastructure. MANET finds applications to search and rescue operation, law enforcement efforts, and on-the-fly collaborative environments such as, multimedia classrooms where the participating students, equipped with laptops, self-organize into a short-lives MANET for the purpose of exchanging class notes or other teaching related material. However, before MANETs become a common place, several technical challenges must be overcome. Chapter 8 presents an in-depth analysis of the basic information dissemination protocols via location awareness in wireless ad hoc networks. Chapters 9 and 10 present several key routing protocols that have been proposed for one-to-one (unicast), one-to-many (multicast), and one-to-all (broadcast) communication in wireless ad hoc networks. A more detailed look at some of the recent work on cluster-based, power-aware, and hierarchical unicast routing protocols is presented in Chapter 10, and multicast and broadcast routing protocols are discussed in Chapter 11. Chapter 12 present cross layers optimization mechanisms for energy efficient information processing and routing.

In cellular networks, the presence of the infrastructure has a twofold effect. On the one hand, it allows the effective exploitation of the still limited resources at the wireless access. On the other hand, the system cannot rely on protocols dynamically adapting to the network and traffic conditions, but, rather, careful planning and design of mobility management, location management, and resource allocation strategies are needed. Chapter 13 reports on a number of analytical models for the design and planning of cellular systems. The models allow the prediction of the system performance subject to given input traffic specifications and user mobility profile. By means of performance predictions, the comparisons between system configurations can be easily done, as well as the computation of the number of radio resources required to meet some design objectives. Thanks to theirs simplicity, the models can be tailored to describe different scenarios, which include users with different degree of mobility, system configurations with channel reservation to handovers, systems providing services with different bandwidth requirements. In these scenarios, a proper exploitation of the knowledge of the hosts’ geographic location may partially compensate the lack of infrastructure and the variable topology in wireless ad hoc networks.

Basic geographic services and protocols are described in Chapters 14–15, which focuses on network layer services and presents three families of geographic protocols. The first family of protocols are about geographic routing. These protocols consist in using location information to efficiently discover the path
from a source node to a destination; they require nodes to maintain knowledge of the location of both their neighboring nodes and the destination node. As a second kind of service, geocasting protocol is described. Geocasting is used to deliver to all nodes in a given area some information relevant for the area itself. Finally, geographic rendezvous mechanisms are reviewed. In this case, resource and service discovery, as well as efficient data dissemination, are performed by means of rendezvous based on geographic location. Chapter 14 deals also with the location-based services, where knowledge of the position of the nodes is exploited in routing protocols so that a number of benefits can be achieved. Location information services are classified in two categories: proactive and reactive location services. According to proactive schemes, nodes periodically exchange location information; on the contrary, location information is exchanged only when needed in reactive services. Two families of proactive schemes can be further identified. Proactive location database systems, in which some nodes act as servers of a distributed database system, and proactive location dissemination systems, in which all nodes periodically receive updates on the nodes' location. Chapter 16 discusses the use of biological inspired techniques to solve the location management (or cell planning) problem. The goal mobility tracking or location management is to balance the registration and search operation so as to minimize the cost of mobile terminal location tracking. Chapter 17 presents an in-depth analysis of location privacy.

Next generations of Wireless Cellular Networks (WCNs), including 3G and 4G technologies are envisaged to support more mobile users and variety of Wireless Multimedia Services (WMSs). WMS enables the simultaneous transmission of voice, data, texts, and images through radio links by means of the new wireless technologies. With an increasing demand for WMSs, better Radio Resource Management (RRM) is needed to improve system performance by maximizing the overall system capacity and maintaining the Quality of Service (QoS) of multimedia traffic. RRM in present cellular systems has essentially been optimized for voice services. However, this is not valid if WMSs are to be supported, since these have different traffic characteristics (voice, data, or video) that need to meet their QoS requirements. These QoS can be parameterized as throughput, delay, delay variation (jitter), loss and error rates, security guarantees, etc. Therefore, the need for new RRM strategies to satisfy diverse QoS requirements of WMSs becomes more important. Chapters 18 and 19 address the problem of developing efficient resource management techniques for next generation WCNs. These chapters discuss some representative research works in this area. Chapter 20 presents several well-known channel and resource allocation protocols for wireless and mobile networks.

The next three chapters investigate issues related to mobility with the goal to devise techniques to keep associated uncertainties under control. Chapter 22 identifies the uncertainty due to user mobility as the complexity of the location management problem in cellular environment and presents a set of optimal location tracking protocols based on the information theory paradigm. Chapter 21 addresses issues related to mobility control in MANETs. It focuses on two localized protocols, one form connected dominant set and the other for topology control. Chapter 23 presents a set of self-organization algorithms for wireless networks.

The limited energy mobile devices constitute another challenging issue that needs to be taken seriously before wireless and mobile network become a common place. Chapter 24 provides an up-to-date state of the art of power management algorithms for mobile and pervasive computing environments, and highlights some open issues. Whilst, Chapter 25 presents well-known collision avoidance, contention control and power saving in IEEE 802.11 wireless LAN.

The next three chapters in this book, address other important aspects of QoS provisioning in wireless networks. Specifically, Chapter 26 discusses enhancements to the IEEE standard 802.11 MAC protocol to enable it to provide some elements of QoS at the MAC layer. The original version of IEEE 802.11 was notorious for lacking in the areas of both fairness and QoS provisioning. Later enhancements have addressed this deficiency to various degrees. Chapter 27 addresses a companion problem — namely that of providing QoS support in MANET. Chapter 28 presents an in-depth analysis of QoS provisioning in multiclass multimedia wireless networks.

The next two chapters compare and contrast a number of wireless TCP proposals. Infrastructure and ad hoc networks are environments with varying characteristics unlike those of wired LANs, which TCP was
originally designed for, and as a result TCPs wireless performance is less than optimal. Several alterations and additions to TCP have been proposed in literature to allow its smoother and more efficient operation over wireless media and Chapter 28 provides a concise and up-to-date overview of wireless TCP. Specifically, Chapter 28 issues and proposed solutions in wireless environments that presuppose existing infrastructure to some degree, whilst Chapter 30 deals with the challenges and optimizations for TCP in MANETs.

The two chapters are complementary, although each may be read and understood on its own.

Chapter 28 and 32 review fundamental algorithms for Bluetooth wireless personal area networks (WPAN). Bluetooth is an emerging standard for WPAN: short range, ad hoc wireless networks. However, the number of possible uses of Bluetooth have increased, which includes several networking tasks as illustrated in Chapter 31. Fundamental intra-piconet polling algorithms in Bluetooth are presented in the same chapter. Chapter 32 describes both the asymmetric and symmetric link establishment procedures for piconet formation, and present a set of well-known scatternet formation algorithms for Bluetooth's short wireless personal area networks.

The next three chapters investigate future voice and video access networks. Chapter 33 provides an overview of recent work in the area of real-time VoIP over Bluetooth, whilst Chapter 34 discusses a novel approach to support real-time VoIP through the General Packet Radio Service (GPRS) that interworks with the NTP VoIP testbed. Chapter 34 reviews current cross-layer algorithms for video transmission over wireless networks, including application-based, network-based, and cross-layer approaches.

Chapter 36 describes protocols and algorithms that are used to provide a variety of services in wireless sensor networks. Wireless sensors have received a great deal of attention in recent years, mainly due to their diverse applications and their ability that connects the physical world to the virtual world. Chapter 37 reviews information fusion algorithms for wireless sensor networks, while Chapter 38 presents fundamental node activity scheduling algorithms that have been proposed in the literature. In Chapter 39, distributed collaborative computation in wireless sensor systems is discussed.

It is well-known that the future of wireless networks depends greatly on how the security and privacy will be overcome. Chapter 40 discusses the existing and proposed WLAN security technologies designed to improve the 802.11 standard including some of the current proposals coming from IEEE 802.11 working group. Whilst, Chapter 41 provides a general understanding on the security issues in wireless ad hoc networks.

The last two chapters investigate two potential applications in pervasive computing and mobile e-commerce. Chapter 42 describes the problem of motion coordination in pervasive computing scenarios, while Chapter 43 addresses several technical challenges in mobile commerce including infrastructure issues, location management, and transactions’ support.

The Editor believes that this book covers the basic and fundamental algorithms and protocols for wireless and mobile networks that can be used as a textbook for a number of computer sciences, computer engineering, and electrical engineering undergraduate and graduate courses in wireless networking and mobile computing.

Special thanks are due to all authors for their thorough chapters and the reviewers for their hard work and timely report, which made this book truly special. Last but certainly not the least, our thanks to Prof. S. Sahni, for his encouragement, support, and guidance throughout this project.
In 1860s, the Scottish physicist James Clerk Maxwell predicted the existence of propagating electromagnetic waves, which were first demonstrated by the German physicist Heinrich Rudolf Hertz in 1888. This was just the beginning of a long list of achievements by other scientists and engineers in more than 100 years of wireless communication.

While wired communication networks have been the dominant technology used since the beginning of the Arpanet, during the last decade, we have seen a fast convergence between wired and wireless data communications. The field of wireless and mobile computing emerges from the integration among personal computing, distributed computing, wireless networks, and Internet applications. This convergence is supported by a plethora of devices and wireless networks, which is based on a continuously and increasing interaction between communication and computing. The success of mobile data communication lies in the vision to provide different services to users anytime and anywhere.
Currently, there are different kinds of wireless networks spanning from the well-known infrastructured cellular networks to infrastructureless wireless networks. Typical examples of the former class are 2G, 2.5G, 3G cellular networks and wireless local area networks, and of the latter class are mobile ad hoc networks and sensor networks. This scenario raises a number of interesting and difficult algorithmic issues in different areas such as routing, location management, resource allocation, information retrieval, network connectivity, reliability and security, and energy consumption. This book is intended to cover contributions of different algorithms in the context of mobile, wireless, ad hoc, and sensor networks.

### 2.1 The Convergence between Communication and Computation

The current infrastructured wireless technology extends the reach of the Internet but provides a limited mobility to users because of the limited coverage, that is, users are still connected to a fixed location. This may be acceptable in many situations but there will be scenarios where users will desire to stay connected to the Internet even as they move around. It is the user’s demand for mobility and computation that will forge this convergence. In this scenario, the challenge is to design new applications and services for mobile users that will enable broadband wireless communications on a wide scale. This is an important point to be considered since the current 1 billion Internet users are increasingly demanding wireless Internet access.

Probably there will be no single technology that will dominate the world of wireless communications. We can expect to have coexisting and overlapping technologies that will create a wireless high-speed communication infrastructure to Internet access worldwide, where each technology is important in a given segment. For instance, Wi-Fi is strengthening its presence in hotspots and will likely become a standard interface while using laptops and PDAs.

Handset manufacturers will likely integrate multiple wireless technologies into their mobile devices to maximize user ability to stay connected. Thus, for instance, we can expect the emergence of dual-mode cellular and Wi-Fi phones, given the support from chip vendors and handset manufacturers and the interest from telecom operators in these hybrid type of devices. Users will probably mix and match mobile devices and wireless technologies to meet their own requirements, thereby, enabling them to stay connected virtually anytime and anywhere.

Mobility and convenience are basically the main benefits of wireless communication provided to users [?]. Handheld devices and laptop computers are currently available with wireless network cards that allow them to stay connected at the office, home, and other places without needing to be wired-up to a traditional network. On the other hand, data throughput in wireless networks is much slower when compared to a wired network such as a Gigabit Ethernet (1 Gbps).

All of these wireless technologies are useless without the availability of interesting services and applications for users, which in turn are based on different kinds of algorithms. The primary goal of this book is to focus on several aspects of wireless networking and mobile computing and in particular algorithmic methods and distributed computing with mobile communication capability.

Before, we proceed further, we wish to present a brief overview of some of the wireless technologies currently available. The goal is to provide a brief description and present some of the main characteristics that may be important in the design of algorithms for a particular technology.

### 2.2 Cellular Networks

Probably, the most important 2G cellular networks that exist today are global system for mobile communications (GSM), time division multiple access (TDMA — IS-136), and code division multiple access (CDMA — IS-95). GSM has been largely used all over the world and it is the most successful standard in terms of coverage. These networks have different features and capabilities. Both GSM and TDMA...
networks use time division multiplexing on the air interfaces, but have different channel sizes, structures, and core networks. CDMA has an entirely different air interface.

Standards like general packet radio service (GPRS), high speed circuit switched data (HSCSD), and enhanced data rates for GSM evolution (EDGE) were designed for packet data service and increased data rates in the existing GSM/TDMA networks. They are collectively called 2.xG cellular networks.

2.2.1 The 2G Cellular Mobile Networks

In mobile telephony, second generation protocols use digital encoding and include TDMA, GSM, and CDMA. Second generation networks convert audio signals into a stream of binary information that is transmitted according to the rules of the particular technology. These protocols support high bit rate voice and limited data communications. They offer auxiliary services such as data, fax, and short message service (SMS), defining different levels of encryption. These networks are in current use around the world.

2.2.1.1 Time Division Multiple Access

The TDMA standard was first specified in the Interim Standard 54 (IS-54), and the United States uses IS-136 for TDMA for both the cellular (850 MHz) and PCS (1900 MHz) spectrums [7]. It is also the name of the digital technology based on the IS-136 standard. TDMA is the current designation for what was formerly known as digital advanced mobile phone service or simply D-AMPS. It uses time division multiplexing to divide each channel into a number of time slots to increase the amount of data transmitted. TDMA divides a radio frequency into time slots and then allocates slots to multiple calls. In this way, a single frequency can support multiple, simultaneous data channels. Users access sequentially a single radio frequency channel without interference. The communication is performed in data bursts that are reassembled at the receiving end.

The TDMA scheme is present in different wireless networks such as D-AMPS, GSM, digital enhanced cordless telecommunications (DECT), and personal digital cellular (PDC) — a Japanese cellular standard. However, TDMA is implemented within each of these systems differently.

2.2.1.2 Global System for Mobile Communications

The GSM is a digital cellular phone technology based on TDMA that is currently available worldwide [11]. It operates in the 900 MHz and 1.8 GHz bands in Europe and the 1.9 GHz PCS band in the United States. GSM defines the entire cellular system, not just the air interface (e.g., TDMA and CDMA). GSM cellular handsets use a subscriber identity module (SIM) smart card, which is a vital component in GSM operation, that contains information about the user account. A very interesting aspect is that a GSM phone becomes immediately programmed after plugging in the SIM card. Furthermore, SIM cards can be programmed to display custom menus for personalized services. Once the card is plugged into any GSM-compatible phone, the cellular handset is instantly personalized to the user — a feature that allows GSM phones to be easily rented or borrowed.

The GSM air interface is based on narrowband TDMA technology with available frequency bands being divided into time slots. Each user has access to one time slot at regular intervals. Narrowband TDMA allows eight simultaneous communications on a single radio multiplexor and is designed to support 16 half-rate channels. GSM provides incoming and outgoing data services, such as email, fax, and Internet access.

2.2.1.3 Code Division Multiple Access

The CDMA is a spread spectrum cellular technology for the digital transmission of data and voice over radio frequencies [13]. The audio media is digitized and the data is split into data packets that are assigned unique codes to each communication to distinguish them in the same spectrum. In CDMA, signals are encoded using a pseudo-random sequence that corresponds to a different communication channel, also known by the receiver, and used to decode the received signal. CDMA allows several users to share the same time and frequency allocations in a given band/space, generating a controlled level of interference into
other users. The receiver recovers the desired information and rejects unwanted information by means of this unique code.

The CDMA air interface is used in both 2G and 3G networks. The second generation CDMA standard is currently known as cdmaOne and includes IS-95A and IS-95B. The IS-95A protocol employs a 1.25 MHz carrier, operates at 800 MHz or 1.9 GHz, and supports data speeds of up to 14.4 kbps. IS-95B supports data speeds of up to 115 kbps by grouping up to eight channels. The cdmaOne describes a wireless system based on the TIA/EIA IS-95 CDMA standard. It encompasses the end-to-end wireless system and all the specifications that control its operation. CDMA is also the basis for 3G cellular networks that include the two dominant IMT-2000 standards, CDMA2000, and WCDMA. It is worthwhile to mention that an important advantage of CDMA over the other approaches, is that it allows more users to share the frequency spectrum — a very limited resource — when compared to alternative technologies either analog or digital. The origins of the CDMA scheme date back to the 1940s, during World War II.

2.2.2 2.5G Cellular Mobile Networks

A serious limitation of the 2G cellular systems is that data can only be transferred once a connection has been set up. This is not efficient whenever a user wants to transmit just a small amount of data or data is transmitted in bursts. The so-called 2.5G cellular systems allow a cellular handset to be always "connected." It means that at any moment it is possible to send and receive a packet data. In this way, the user does not incur in the cost of establishing a connection for sending/receiving small amounts of data or transmitting bursty data. This allows efficient transfer of small amounts of data, without the overhead of establishing a connection for each transfer. Currently, there are two major 2.5G enhancements to second generation cellular systems: GPRS and EDGE.

2.2.2.1 General Packet Radio Service

GPRS is the first implementation of packet switching within GSM, that is, it only utilizes the network whenever there is data to be sent [2,4]. It will complement existing services based on circuit switching and the SMS. The upgrade of a GSM network to GPRS will allow a GSM operator to eventually migrate to a third generation network, as universal mobile telecommunications system (UMTS) is based on packet switching.

In GPRS, users can send and receive data at speeds up to 115 kbps. The deployment of GPRS networks provides several advantages to GSM network operators. It allows to integrate the IP protocol to the GSM network, and, consequently, the TCP/IP protocol suite. Furthermore, GPRS is efficient in its use of the spectrum and allows GSM operators to offer new data services, mainly those based on bursty data communication such as e-mail, Web access, and similar applications using mobile handheld devices and laptop computers.

In practice, GPRS enables the connection to different public and private data networks. Service and application development and deployment should be easier to make since the faster data rate means that a middleware needed to adapt applications to the slower speed of wireless systems will be no longer needed.

2.2.2.2 Enhanced Data Rates for GSM Evolution

As its name suggests, EDGE is a faster version of GSM networks designed to provide data rates of up to 384 kbps [12]. The goal is to enable and deliver multimedia and other broadband applications to cellular phones and mobile handheld devices. The EDGE standard reuses the carrier bandwidth and time slot structure of GSM, but it is not limited to be used in GSM cellular systems only. In fact, EDGE provides a generic air interface for higher data rates.

EDGE allows an evolutionary migration path from GPRS to UMTS by defining a new modulation scheme that will be necessary for implementing UMTS later. GPRS uses the Gaussian minimum-shift keying (GMSK) modulation whereas EDGE is based on the eight-phase-shift keying (8PSK), a new
modulation scheme that allows a much higher bit rate across the air interface. The change in the modulation scheme from GMSK to 8PSK is the main point to the EDGE standard to lead the GSM world (and TDMA in general) for UMTS.

### 2.2.3 3G Cellular Mobile Networks

Third generation wireless systems, or simply 3G, is a generic term used for a new generation of mobile communications systems aimed to provide enhanced voice, text and data services, with greater capacity, quality and data rates than the current cellular networks. The World Administrative Conference assigned 230 MHz of spectrum at 2 GHz for multimedia 3G networks. Third generation systems are defined by the International Telecommunications Union, under initiative called IMT-2000, as being capable of supporting high-speed data rates, depending on the conditions and mobile speed. These networks must be able to transmit wireless data at 144 kbps at mobile user speeds, 384 kbps at pedestrian user speeds, and 2 Mbps in fixed locations.

Third generation cellular mobile networks will provide advanced services transparently to the end user independent of the underlying wireless technology. One of the goals of 3G systems is to enable the convergence between the wireless world and the computing/Internet world, making inter-operation apparently seamless.

#### 2.2.3.1 Migration Paths to 3G

There is no clear understanding what exactly constitutes a 3G cellular system and a 2.5G system. Technically, many CDMA2000 systems are modifications to existing 2G architectures, but they are announced as 3G systems. The GSM variant on the other hand, while theoretically capable of achieving the performance of 3G networks, is often classified as a 2.5G system. The main reason for that is because GSM manufacturers and telecom operators developed the wideband-CDMA (W-CDMA) standard that is expected to be deployed by existing GSM network operators.

There are two migration paths to the 3G cellular systems based on a number of different technologies (depicted in Figure 2.1 [19]), mainly based on a variation of 2G systems, which fulfill the requirements
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of the ITU: the first one based on CDMA 1xRTT standard [5], with data rates of up to 144 kbps, and the second one based on GPRS [27].

2.2.3.2 CDMA2000
The CDMA2000 is a general name for a group of standards based on enhancements introduced to the 2G cdmaOne technology [5]. The goal is to provide telecom operators 3G data rates using their existing networks, with minimal changes in the infrastructure. CDMA2000 standards are defined and controlled by the 3GPP2 and some of them are also part of the W-CDMA specification group 3GPP.

The standards that constitute the CDMA2000 system are:

- 1xRTT: cdmaOne system enhancement designed to double voice capacity and support always-on data transmission. 1x stands for a single carrier, while RTT stands for radio transmission technology.
- 1xEV-DO: Enhancement to 1xRTT system that can support asymmetric non-real time data services. Telecom operators can use it to deploy a data-only broadband system or use it to add or increase the data capacity of their existing cdmaOne or 1xRTT networks.
- 1xEV-DV: Enhancement to 1xRTT system that supports voice and packet services on the same spectrum of a single RF carrier. It supports integrated real-time voice and video with nonreal time packet data services (e.g., ftp and http), while also supporting simultaneous voice and data services for a single subscriber.
- 3xRTT: Uses three 1x CDMA channels grouped together to provide higher data rates.

2.2.3.3 Wideband Code Division Multiple Access
W-CDMA is known as IMT-2000 direct spread spectrum. W-CDMA was selected as the air interface for UMTS, the 3G successor to GSM [12,27]. It is a 3G mobile wireless technology that supports new mobile multimedia services (voice, image, data, and video communications) at data rates of up to 2 Mbps. The input data signals are digitized and transmitted in coded, spread-spectrum mode over a wide range of frequencies. A 5 MHz-wide carrier is used, compared with 200 kHz-wide carrier for narrowband CDMA.

The W-CDMA technology borrows some ideas from CDMA, as the name suggests, but it is in fact very different and incompatible with phones and networks using the CDMA family of standards (including cdmaOne and CDMA2000). W-CDMA is more than a multiplexing technique. It describes a complete set of specifications, and a detailed protocol that defines how a mobile phone communicates with the base station, signals are modulated, and datagrams are structured.

2.2.4 4G Cellular Mobile Networks
In the 1980s, the first generation (1G) mobile communication systems was introduced. These systems were intended primarily for voice transmission and based on analog amplitude and frequency modulation. However, during the last decade, technological advances in the development of powerful processors, multiple access technologies (e.g., FDMA, TDMA, and CDMA), and signal processing techniques has allowed a better coverage, capacity, and quality of voice and data services over the 1G systems. As a consequence, 2G systems, which use digital encoding to convert voice signals into a stream of bits, have been introduced, followed by the third generation (3G) of wireless systems. 3G mobile systems offer broader connectivity and higher data rates varying from 384 kbps to 2 Mbps and provide significant improvements over the 2G systems. In this way, 3G systems are a natural way to enable the convergence between the worlds of wireless communication and the Internet.

The fourth generation (4G) mobile systems are intended to promote digital mobile multimedia (voice, streaming video, and data) services with data rates of up to 20 Mbps or more. The so-called 4G technologies may start appearing even before the full deployment of 3G systems. It is not very clear as to how these developments will influence an already complex scenario of mobile cellular systems. The point is that researchers are investigating the technologies that may constitute a 4G system. For instance, different modulation technologies, such as orthogonal frequency division modulation (OFDM) that is used in
other wireless systems, such as wireless metropolitan area networks (MAN) or WiMAX (IEEE802.16) and digital video broadcast (DVB).

It is our belief that IP traffic and 4G systems will continue to grow in telecommunications networks, demanding efficient IP end-to-end transport service. Next generation IP-based access networks will have to support Quality of service (QoS), bandwidth control and management, multicast capability, and mainly security. QoS mechanisms have to be proposed and adopted to support packet-based multimedia services. With such features, IP-based 4G mobile solutions can enable seamless integration of wireless access networks and an IP core-based network infrastructure. IP packet-based 4G mobility systems will carry voice, data, and multimedia traffic with QoS based on various service types.

Fourth generation systems must be able to seamlessly switch between different wireless broadband access standards. The system must also provide global roaming facilitating coverage, service portability, and scalability to mobile users. There are some challenges ahead for 4G systems since they are expected to operate with other access interfaces and standards such as convergence with other wireless systems like Bluetooth, HiperLAN, and Wireless LAN (802.11); adaptation to channel conditions and support end-to-end IP QoS using a unified set of networking protocols; and issues related to timing, synchronization, and hand-off associated with multiple access interfaces and standards.

### 2.3 Wireless Local Area Networks

A wireless local area network (WLAN) is a generic term to refer to different technologies providing local area networking via a radio link. Examples of WLAN technologies include IEEE 802.11, HiperLAN, and DECT. A WLAN connects wireless devices such as laptops and PDAs to an access point (base station) using radio propagation as the transmission medium. A WLAN can work completely independent of a traditional network, but it is usually connected to an existing wired LAN such as an Ethernet.

A WLAN can be set up in both indoor and outdoor environments, but is especially suitable for indoor locations such as hotspots — a public access WLAN installed in places such as coffee shops, airports, and railway stations, offices, buildings, hospitals, and universities. In all these places, a WLAN allows mobile users to have a high-speed access to the Internet using a wireless device. Furthermore, these users will probably want to have access to the applications they run over a traditional wired network, mainly those clients with a laptop computer. However, the network throughput depends on different factors, such as the building architecture, objects and material present in the radio propagation environment, interference, and the distance between the wireless device and the access point.

#### 2.3.1 IEEE 802.11

The term 802.11 refers to a family of standards developed by the IEEE for WLAN [15]. It defines an over-the-air interface between a wireless device and an access point or between a pair of clients. It is the first wireless standard that spans home and business environments.

The 802.11 protocol supports two communication modes for wireless devices: distributed coordination function (DCF) and point coordination function (PCF). The DCF mode is based on carrier sense multiple access with collision avoidance (CSMA/CA), also known as “listen before talk” or Wireless Ethernet. A wireless device waits for a quiet period on the network and begins to transmit data and detect collisions. DCF provides coordination among stations, but it does not define any type of priority access of the wireless medium for a station.

On the other hand, the PCF mode supports time-sensitive traffic flows. An access point periodically broadcasts beacon frames with network identification and management parameters related to the WLAN. Intervals between the transmission of beacon frames are divided into a contention-free period and a contention period. When PCF is enabled, a station can transmit data during contention-free polling periods.
There are several specifications in the 802.11 family. In the following, we briefly discuss each member of the 802.11 specification:

- **802.11a** operates in the unlicensed 5-GHz band and allows data transmission rates of up to 54 Mbps. This standard uses OFDM as opposed to frequency hopping spread spectrum (FHSS) or direct sequence spread spectrum (DSSS).
- **802.11b** operates in the unlicensed 2.4-GHz band, allowing data transmission rates of up to 11 Mbps with a fallback to 5.5, 2, and 1 Mbps, depending on communication range and signal strength, and it supports only DSSS signaling. Its maximum range at full speed is 100 m (300 feet) in optimal conditions. It supports encryption using 40- and 128-bit keys (actual key length 112-bits). The 802.11b standard is a 1999 IEEE ratification to the original 802.11 protocol, allowing wireless functionality comparable to Ethernet, giving origin to the so-called “Wireless Ethernet”. 802.11b was the first WLAN standard offered to consumers and enabled the proliferation of WLANs in different places such as hotspots, offices, and homes.
- **802.11e** defines QoS features and multimedia support to the existing 802.11a and 802.11b standards. The support of QoS for multimedia applications is a fundamental aspect to a broad deployment of WLANs, in particular wireless home networks where multimedia data (voice, video, and audio) will be delivered. Some of the applications foreseen to be delivered in these networks are video on demand (VoD), audio on demand (AoD), voice over IP (VoIP) and high-speed Internet access.

  The DCF and PCF communication modes described earlier do not distinguish traffic types or sources. The IEEE 802.11e proposes enhancements to both modes to support QoS. The goal is to deliver critical service requirements but keeping backward compatibility with current 802.11 standards.
- **802.11g** is a successor to the 802.11b standard, with data rates of up to 54 Mbps over the same 2.4 GHz band used by 802.11b. The standard 802.11g uses the OFDM signaling mechanism, which allows to achieve this higher data rate. An 802.11g access point can provide simultaneous WLAN connectivity for both 802.11b and 802.11g mobile clients, that is, 802.11g can be viewed as an extension of the 802.11b standard.
- **802.11h** is an addition to the 802.11 standards to provide a solution to interference issues introduced by the use of 802.11a (5-GHz band) in some applications (e.g., military radar systems and medical devices) especially in Europe.
- **802.11i** provides improved encryption for the 802.11a, 802.11b, and 802.11g standards. The new encryption key schemes are the Temporal Key Integrity Protocol (TKIP) and Advanced Encryption Standard (AES), which requires a dedicated chip. In this case, it may be necessary to have hardware upgrades for most existing Wi-Fi networks. The 802.11i standard also defines other features such as key caching to facilitate fast reconnection to the server when users disconnect temporarily, and preauthentication to allow fast roaming — an important support for applications that demand QoS such as VoIP.
- **802.11j** is an addition to the 802.11 standards to incorporate Japanese regulatory extensions to 802.11a. The main goal of 802.11j is to add channels in the band of 4.9 to 5.0 GHz. It also deals with certain changes proposed to satisfy Japanese legal requirements concerning wireless transmitter output power, operational modes, channel arrangements, and spurious emission levels. The 802.11j standard provides data rates of up to 54 Mbps and employs the OFDM signaling mechanism. It also specifies how Japanese 802.11 WLANs and other wireless networks, in particular HiperLAN2, can operate in geographic proximity without mutual interference.
- **802.11n** is being proposed to double the speed of 802.11a/g WLANs (expected for 2006).

As mentioned earlier, the 802.11 specification defines a family of standards. The different members with their goals lead naturally to some issues such as the frequency band used, interoperability, conformance
test, and quality of service, which are discussed below:

*The ISM band:* The radio bands of 2.4 and 5 GHz, the base of the 802.11 standards, are referred to as industrial, scientific, and medical (ISM) frequency bands. These are unlicensed bands available for industrial, scientific, and medical applications and are subject to interferences from other devices such as handhelds or even microwave ovens operating at the same frequency. This is the case of Bluetooth devices that operate at 2.4 GHz.

*Interoperability:* An 802.11a client cannot interoperate with 802.11b and 802.11g wireless devices. A possible solution to overcome this problem is to have multiprotocol network interface cards (NICs). Due to the higher frequency of 802.11a, its range is shorter than lower frequency systems such as 802.11b and 802.11g. To have the same coverage of the b and g networks it may be required to have a greater number of 802.11a access points.

A clear advantage of 802.11a over 802.11g (recall that both standards can achieve the same data rate) is that in the United States the 5-GHz band defines 12 channels versus 3 channels in 2.4-GHz band. This larger value allows a higher density of mobile users per access point in a given area, which may be valuable for large-scale enterprise.

*Wi-Fi:* This term refers to a certification program established by the Wi-Fi Alliance [28] to perform conformance tests to wireless devices and, thus, ensure their interoperability. Initially, the term Wi-Fi was associated with the 802.11b standard, but currently it applies to any 802.11 network. Therefore, devices that are in conformance with the IEEE 802.11 standard are Wi-Fi devices and bear the official Wi-Fi logo, but the reverse is not always true.

*QoS:* Quality of service (QoS) plays an important role in WLANs in general and in 802.11 networks in particular for two reasons. First, the available bandwidth in WLANs is very restricted when compared to a wired medium such as a fiber optic. Second, mobile users will demand adequate support for the same set of applications they run in a wired network. The IEEE 802.11e standard proposes mechanisms to support QoS-sensitive applications (e.g., voice and video).

### 2.3.2 HiperLAN

HiperLAN refers to a set of WLANs primarily used in Europe [10]. It defines the specifications HiperLAN/1 and HiperLAN/2 — both adopted by the European Telecommunications Standards Institute (ETSI). The HiperLAN standards define features and capabilities comparable to the IEEE 802.11 WLAN standards. HiperLAN/1 provides data rates of up to 20 Mbps and HiperLAN/2 data rates of up to 54 Mbps, both in the 5-GHz band. HiperLAN/2 is compatible with 3G WLAN systems for sending and receiving multimedia data and is intended for being deployed worldwide.

### 2.3.3 Digital Enhanced Cordless Telecommunications

The DECT is a digital wireless telephone technology with a more ambitious goal than just telephony [8]. DECT was designed especially to operate on a small area with a large number of users such as a corporation or even a city, using TDMA to transmit radio signals to phones. A user equipped with a DECT/GSM dual-mode telephone can operate seamlessly in both networks. In this case, a dual-mode phone would automatically search first for a DECT network, then for a GSM network if DECT is not available.

### 2.4 Short-Range Wireless Communication

As the name suggests, short-range wireless communication allows communication typically around a few tens of meters. Short-range communication is the basis of wireless personal area networks (WPAN) and other applications for monitoring and controlling systems. A basic goal of short-range wireless communication is to replace cables.
Short-range technologies do not compete with other wireless solutions such as 3G, Wi-Fi, and WiMAX, but complement them. In fact, this technology allows, for instance, to turn 3G cellular phones into modems for laptops. Examples of short-range wireless technologies include Bluetooth, ZigBee, Ultra Wideband, and IrDA.

2.4.1 Wireless Personal Area Networks

A WPAN typically covers few meters around a user’s location and provides the capacity to communicate and synchronize a wireless device to other computing equipments, peripherals, and a range of pocket hardware (e.g., dedicated media devices such as digital cameras and MP3 players). The goal is to allow seamless operation among home or business devices and systems. It is based on a technology that allows communication within a short range, typically around 10 m.

A WPAN exists where the user/device is, that is, it does not depend on an access point to establish a communication among devices in the network. This leads to a concept known as plugging in. It means that when any two WPAN devices are close enough (within radio communication of each other), they can communicate directly as if they were connected by a cable. If there are many communications among devices, each equipment may stop communicating with specific devices, preventing needless interference or unauthorized access to information.

WPAN is a generic term that refers to different technologies providing personal area networking. Examples of WPAN technologies include Bluetooth and IEEE 802.15, which is based on Bluetooth.

2.4.1.1 Bluetooth

Bluetooth is a short-range wireless technology that has been widely used for interconnecting computers, mobile phones, PDAs, headsets, and automotive hands-free systems [3]. Bluetooth was initially designed for WPAN applications but it is being applied in new areas such as sensor networks, streaming applications, and multiplayer gaming. The core specification consists of an RF transceiver, baseband, and protocol stack that includes both link layer and application layer protocols, unlike other wireless standards. Bluetooth offers services that allow the communication among wireless devices using different classes of data, distant from 10 to 100 m.

In a Bluetooth WPAN, up to eight devices can be connected to form what is called a piconet — a fundamental form of communication in this network. In a piconet, one of the devices becomes a master, which is responsible for controlling the traffic on the data communication channel, while all other devices become slaves. In this scenario, the master defines the synchronization reference — based on a common clock — and a frequency hopping pattern to the slaves. The roles of master and slave can be exchanged along the time.

Several piconets can be linked through a bridge to create a scatternet, which demands from a Bluetooth device the capability to establish a point-to-multipoint communication. A bridge is a Bluetooth device that works as a slave in both piconets or as a slave in one and master in the other, jumping between them.

Bluetooth provides data rates of up to 1 Mbps (basic rate) or a gross data rate of 2 or 3 Mbps with Enhanced Data Rate. It transmits in the 2.4-GHz ISM band and uses the FHSS signaling technique that changes its signal 1600 times per sec. In case there is an interference from other Bluetooth devices, the transmission does not stop, but its data rate is downgraded.

For a Bluetooth to achieve its potential as a useful wireless technology, it is fundamental that different devices interoperate. In the Bluetooth standard, this is accomplished by profiles, which describe how to use a specification to implement a given end-user function. Profiles present minimum implementations of the Bluetooth protocol stack for some typical applications. If a Bluetooth device implements an end-user function present in a profile, it guarantees interoperability. It can also implement a proprietary method providing flexibility.

The name Bluetooth comes from the 10th century Danish King Harald Blåtand (Harold Bluetooth in English) who was responsible for uniting parts of what is now Norway, Sweden, and Denmark. The
Bluetooth technology has a “similar uniting principle” since it was proposed to allow collaboration between differing industries such as the computing and wireless communication.

### 2.4.2 ZigBee and IEEE 802.15

The ZigBee protocol aims to provide longer battery life (months or even years on a single battery charge) [30]. It defines a wireless network used for monitoring and controlling systems that demand low throughput. A ZigBee network provides data rates of 20, 40, and 250 kbps covering a distance of 10 to 100 m. ZigBee takes its name from the zig-zag movement of bees that can be represented by mesh networks.

The low power demand and limited data rates of ZigBee makes it appropriate for applications with static or nearly static nodes. Some of the applications foreseen for ZigBee are industrial automation, building automation, home control, consumer electronics, computer peripherals, medical applications, and toys. These applications typically need simple control networks that periodically send a small amount of data from sensors and switches to regulate and turn devices on and off.

Both ZigBee and IEEE 802.15.4 specifications are open standards that consider networks with low-power operation and consisting of thousands of devices [16]. The IEEE 802.15.3a (high data rate) and IEEE 802.15.4a (very low data rate) standards define both the physical and MAC layers of the architecture whereas the ZigBee Alliance defines the networking layer, security protocol, and application profiles.

The ZigBee allows to configure a network using different topologies. Its base mode uses a master-and-slave model, but ZigBee can also do peer-to-peer networking. The basic topologies are star, cluster tree, and mesh. The simplest configuration is a star topology with a single network coordinator connected to a number of slaves. A cluster tree or a connected star network may be used to extend the range of a star network or to link two networks. A mesh network may spread over a large area and contain thousands of nodes. The ZigBee routing protocol chooses the shortest and most reliable path through the network. Based on network conditions, this path can dynamically change, leading to a more reliable network.

### 2.4.3 Ultra Wideband

The term ultra wideband (UWB) refers to a technology that is known since the early 1960s as carrier-free, baseband, or impulse technology [25]. The UWB technology transmits an extremely short duration pulse of radio frequency in the order of $10^{-12}$ to $10^{-9}$ sec, not using power during the periods between pulses. These bursts represent only a few cycles of an RF carrier wave. The resultant waveforms are extremely broadband, which make them often difficult to identify an actual center frequency.

The very short time period of UWB pulses exhibits some unique physical properties of these waveforms. For instance, UWB pulses can be used to provide an extremely high data rate for network applications and are relatively immune to multipath cancellation effects present in mobile and in-building environments. Multipath cancellation occurs when a strong wave arrives partially or totally out of phase with the direct path signal, causing a reduced amplitude response in the receiver.

An important aspect of the UWB technology is its low system complexity and low cost. UWB systems can be produced almost completely in digital circuitry, with minimal RF or microwave electronics. The UWB technology is frequency adaptive because of the RF simplicity of its design. This characteristic avoids interference to existing systems and makes use of the available spectrum.

Currently, there are two competing transmission schemes in UWB. One scheme transmits the pulses in continuous varying time slots using a pseudo-random number sequence similar to CDMA. The second scheme divides the spectrum into smaller frequency bands that can be added and dropped as necessary.

The UWB demands less power and provides higher data rates than the IEEE 802.11 and Bluetooth protocols. This technology is expected to be used in applications such as wireless multimedia transmission, auto safety, localization and navigation, and security surveillance.
2.4.4 Infrared Data Association

Infrared data association (IrDA) is a wireless communication technology developed by the infrared data association for interoperable and low-cost infrared data communication [20]. IrDA defines a set of protocols from lower to upper layers covering data transfer and network management. The IrDA transfer message comprises of an IrDA control part and an IrDA data part, which specifies a standard for an interoperable two way cordless infrared communication.

In IrDA, the physical communication depends on the objects present along the path between source and destination, and their alignment. IrDA communicates using the nonvisible infrared light spectrum and, thus, cannot pass through obstacles that block light such as walls and people. The physical transmission between transmitter and receiver requires that the two devices be aligned with each other with a certain precision. Furthermore, only two IrDA devices may communicate at a given time.

IrDA was designed for high data rate, low power consumption, and low cost. The 2001 IrDA specification defines data rates of up to 115.2 kbps, 576 kbps, 1.152 Mbps, 4 Mbps, and 16 Mbps. IrDA consumes low power because infrared transceivers require far less power than for RF transceivers. Its hardware is less expensive mainly due to the maturity and wide deployment of the IrDA standard.

2.4.5 HomeRF

The HomeRF standard provides a low-power wireless data communication solution for in-home networks enabling both voice and data traffic, developed by the former HomeRF working group [14]. HomeRF is a relatively short-range wireless communication scheme that operates in the 2.4 GHz ISM band. HomeRF version 2.0 defines data rates of up to 10 Mbps and communication range about 50 m to cover a typical home. It communicates using frequency hopping spread spectrum at 50 to 100 hops per sec. It supports both a TDMA service to provide delivery of interactive voice and CSMA/CA service for delivery of high speed data packets.

The HomeRF Working Group has also proposed the shared wireless access protocol (SWAP). It is a specification that allows personal computers, peripherals, cordless phones, and other mobile devices to transmit voice and data. SWAP is a protocol similar to the CSMA/CA incremented with features to support voice traffic. A SWAP network can operate either in ad hoc mode or infrastructured mode. In the former case, all devices play the same role and the network works in a distributed way. In the latter case, the network operates under the control of a connection point that provides a gateway to the public switched telephone network (PSTN). HomeRF provides a security mechanism based on unique network IDs. The HomeRF standard assigns a different QoS for each data traffic. It supports simultaneously up to eight voice connections and eight prioritized streaming multimedia connections. In case there are no voice connections and no multimedia traffic, all bandwidth can be allocated for data transmission. If multimedia or voice connections are initiated, the bandwidth is automatically re-allocated in such a way that voice connections receive half and data connections the other half with streaming media content receiving automatically a higher priority.

2.5 Wireless Metropolitan Area Networks (WiMAX)

WiMAX [29] or IEEE 802.16 [17] is a standard for air interface for fixed broadband wireless access systems. The goal of this technology is to provide wireless access in a metropolitan area network, that is, it works as a wireless last-mile broadband access in a MAN. It is a low-cost alternative to other last mile wired solutions such as digital subscriber line (DSL) and cable broadband access.

The WiMAX provides data rates of up to 75 Mbps per cell, which has a size from 2 to 10 km. This is equivalent to support simultaneously, using a single base station, more than 60 T1/E1 channels and hundreds of DSL-type connections. It is worthwhile to mention that an important merit of the WiMAX Forum and IEEE 802.16 is to standardize broadband wireless services, already available all over the world. WiMAX is proposing a set of baseline features, grouped in what is referred to as system profiles, that
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manufactures of wireless broadband equipments must comply. The goal is to establish a baseline protocol that allows equipment from multiple vendors to interoperate. System profiles are responsible for dealing with regulatory spectrum constraints faced by operators in different regions of the planet.

2.6 Ad Hoc Networks

The term “ad hoc” is a Latin expression that means for this or more specifically for this purpose only. This term has been applied especially to wireless networks comprised of communicating entities that belong to a network only during a communication session and are within radio range with other entities. In an ad hoc network, connections among entities are usually temporary since nodes may be added or removed either logically or physically. In general, ad hoc networks operate in a standalone way, but may be connected to another network such as the Internet.

Ad hoc networks pose new research challenges and, in general, traditional distributed algorithms need to be revised before being applied to this network [?]. This is the case, for instance, with routing protocols that have a fundamental role in ad hoc networks. In fact, without an appropriate ad hoc routing protocol it is very difficult to offer any other service in this network. It is also important to have medium access control protocols that support an ad hoc communication such as Bluetooth [3] and IEEE 802.11 [15]. Bluetooth was designed primarily for ad hoc networks whereas IEEE 802.11 also supports an ad hoc networking system when there are no wireless access points.

In the following, we present two kinds of ad hoc networks: mobile ad hoc networks and wireless sensor networks.

2.6.1 Mobile Ad Hoc Networks

A mobile ad hoc network (MANET) is comprised of mobile hosts that communicate with each other using wireless links and based on the peer-to-peer paradigm [18]. A MANET is a self-configuring network that can have an arbitrary topology along the time. Each mobile host works as a router and it is free to move randomly and connect to other hosts arbitrarily. Thus, the network topology can change quickly and unpredictably since there may exist a large number of independent ad hoc connections. In fact, it is possible to have different applications running on the same MANET.

MANETS tend to play an important role in new distributed applications such as distributed collaborative computing, distributed sensing applications, next generation wireless systems, and response to incidents without a communication infrastructure. Some scenarios where an ad hoc network could be used are business associates sharing information during a meeting, military personnel relaying tactical and other types of information in a battlefield, and emergency disaster relief personnel coordinating efforts after a natural disaster such as a hurricane, earthquake, or flooding.

In a MANET a route between two hosts may consist of hops through one or more nodes. An important problem in a MANET is finding and maintaining routes since host mobility can cause topology changes. Several routing algorithms for MANETs have been proposed in the literature such as ad hoc on-demand distance vector routing (AODV) [26], dynamic source routing protocol (DSR) [21], optimized link state routing protocol (OLSR) [6], and topology dissemination based on reverse-path forwarding (TBRPF) [24]. These algorithms differ in the way new routes are found and existing ones are modified.

2.6.2 Wireless Sensor Networks (WSNs)

Wireless sensor networks are those in which nodes are low-cost sensors that can communicate with each other in a wireless manner, have limited computing capability, and memory and operate with limited battery power [1,9]. These sensors can produce a measurable response to changes in physical conditions, such as temperature or magnetic field. The main goal of such networks is to perform distributed sensing tasks, particularly for applications like environmental monitoring, smart spaces and medical systems,
that is, in this network, all nodes are often involved in the same sensing task. WSNs form a new kind of
ad hoc networks with a new set of characteristics and challenges.

Unlike conventional WSN, a WSN potentially has hundreds to thousands of nodes. Sensors have to
operate in noisy environments and higher densities are required to achieve a good sensing resolution.
Therefore, in a sensor network, scalability is a crucial factor. Different from nodes of a customary ad hoc
network, sensors are generally stationary after deployment. Although nodes are static, these networks still
have dynamic network topology. During periods of low activity, the network may enter a dormant state
in which many nodes go to sleep to conserve energy. Also, nodes go out of service when the energy of
the battery runs out or when a destructive event takes place. Another characteristic of these networks is
that sensors have limited resources, such as limited computing capability, memory and energy supplies,
and they must balance these restricted resources to increase the lifetime of the network. In addition,
sensors will be battery powered and it is often very difficult to change or recharge batteries for these nodes.
Therefore, in sensor networks, we are interested in prolonging the lifetime of the network and thus the
energy conservation is one of the most important aspects to be considered in the design of these networks.

2.7 Satellite Communication

Satellite communications are becoming increasingly important for connecting remote regions, regions
underserved, and a large number of users [22]. A satellite is capable of establishing a communication
between any two communicating entities that are within its view using a space vehicle in orbit over the
Earth. Basically, a satellite works as a repeater that receives a signal from a transmitter and restores it before
sending it to a receiver.

The number of transponders of a satellite limits the amount of channels it can receive and retransmit.
However, an important advantage of a satellite is that it can transmit a given data to an unlimited
number of communication devices on the ground. This makes satellites an ideal solution for broadcast
communication.

Currently, satellites are digital, offer more capacity and less cost, and are designed to handle different
altitudes. A geosynchronous-orbit satellite (GEO) orbits the earth over the Equator line. This satellite
appears stationary above the surface and it is primarily used for television broadcast services. Medium-
earth-orbit satellites (MEO) and low-earth-orbit satellites (LEO) are used for mobile communications as
they are located much closer to the earth and, thus, provide lower latency to applications. The Mission and
Spacecraft Library of NASA [23] defines the orbits of GEO, MEO, and LEO satellites as follows: a GEO has
a circular orbit with apogees and perigees between 30,000 and 40,000 km, respectively; a MEO has apogees
greater than 3,000 km but less that 30,000 km; and a LEO has apogees and perigees below 3,000 km.

LEO and MEO satellites are typically deployed in constellations—a set of satellites designed to provide
some service. Each one of these satellites covers just a small area on the Earth surface and completes an
entire revolution around the globe in a few hours. A constellation provides continuous communications
coverage on a given region of interest, that is, along the time, inside this coverage area, there is always
a satellite of the constellation providing a service for a mobile user.

2.8 Conclusion

In the past few years, there has been a growing interest about the convergence of mobility, wireless data
communications, and computation. This convergence extends the reach of the Internet to mobile users
allowing them to have instant access, anytime and anywhere, to services and applications spread over
wired networks. Users will clearly benefit from this convergence once it is widely available.

Given this context, there are new algorithms that need to be designed considering different types of
wireless networks. These algorithms are the basis for new applications and services in mobile environ-
ments. Furthermore, each wireless technology is designed to attend a specific set of requirements, which
in turn lead to different algorithmic solutions. For instance, we have to design different routing protocols for ad hoc networks and infrastructured networks.

This chapter provided a brief overview of different wireless technologies considering different segments: personal area networks, local area networks (LANs), metropolitan area networks (MANs), and wide area networks as shown in Figure 2.2. The requirements for each segment are based on a variety of parameters, including bandwidth, communication distance and user location, and protocols, which drive the design of algorithms for wireless networks.

Each network segment may have different potential wireless standards, but there are segment overlaps and complementary technologies. For instance, UWB supports faster file transfers than Wi-Fi or WiMAX, but distance limitations prevent it from being commonly used in LANs or MANs. The same problem happens to Bluetooth and other short-range protocols that cannot communicate directly with an entity distant more than 100 m. These wireless standards possibly will need other complementary technologies. On the other hand, technologies such as ZigBee, IrDA, and HomeRF provide similar or related services to Bluetooth and they compete among themselves.

However, depending on the acceptance of a given technology, when supposedly another one should prevail, it is natural to question whether the two technologies are in competition. This is possibly the case with 3G and WLAN technologies. Most experts say no — at least for now. Both technologies are seen as complementary, because they service different usage scenarios and business models. Yet the two great market domains of telecom and datacom tend to converge. VoIP and other multimedia systems are expected to be common applications in all wireless networks.

From the point of view of a user, services and applications should be deployed considering a seamless integration of different wireless technologies. It is difficult to anticipate the level of such an integration in the future but algorithms will play, for sure, a very important role in this process.
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Wireless networks include a diverse range of networks such as cellular networks and paging systems, mobile ad hoc networks, sensor networks, satellite systems, and wireless local area networks. Despite the diversity of these systems, a commonality of all wireless networks is a *broadcast channel* as the basis of their communication. In contrast to point-to-point channels, a broadcast channel is a single communication channel that is shared by all the nodes in the network. In general, this means that a packet transmitted by a node is received by all other nodes. This is an advantage if the packet is addressed to all destinations; a *broadcast* may be achieved by a single transmission. Other primitives typically provided in support of...
3.2 Basic Multiple Access Techniques

Full-duplex communication, where simultaneous transmission and reception between a pair of nodes is possible, may be achieved in either the frequency or the time domain. Frequency division duplexing (FDD) provides two distinct frequency bands for every user. For a channel pair, a duplexer allows transmission while simultaneously receiving signals at a node. Time division duplexing (TDD) shares a single radio channel by taking turns in time. In TDD, each full-duplex channel requires two time slots to facilitate communication in each direction.

Frequency, time, and spread spectrum multiple access are the three major access techniques used to share the available bandwidth in a wireless communication system. The duplexing technique together with the access technique fully defines the access scheme of the system.
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3.2.1 Frequency Division Multiple Access

Frequency division multiple access (FDMA) assigns individual channels to individual users. Figure 3.1 shows that in FDMA, each user is allocated a unique frequency band or channel. These channels are assigned on demand to users who request service. During the period of the call, no other user can share the same channel. In FDD systems, the users are assigned a channel as a pair of frequencies; one frequency is used for the forward channel, while the other frequency is used for the reverse channel (more on this in Section 3.3.1). In FDMA, a user is assigned a particular channel that is not shared by other users in the vicinity, and if FDD is used then the system is FDMA/FDD.

FDMA is a continuous transmission scheme and is therefore suited for both analog and digital systems. It requires the use of a duplexer in each node since both the transmitter and receiver operate at the same time.

3.2.2 Time Division Multiple Access

In time division multiple access (TDMA) systems, the radio spectrum is divided into nonoverlapping time slots. Figure 3.1 also shows TDMA, where only one user is allowed to transmit in each slot. Since the frame (which is an assignment of slots to users) cyclically repeats, a channel for a user may be thought of as a particular time slot that recurs in every frame. As a result, the transmission for any user is not continuous. This implies that, unlike in FDMA systems, which accommodate analog frequency modulation, digital data and digital modulation must be used with TDMA.

In TDMA/TDD systems, half of the time slots in the frame are used for the forward channel and half are used for the reverse channel. In TDMA/FDD systems, a similar frame structure is used for the forward and the reverse channel, but on different carrier frequencies. Since TDMA uses different time slots for transmission and reception, duplexers are not required. Even if FDD is used, a switch rather than a duplexer is all that is required to switch between a transmitter and a receiver using TDMA.

The TDMA has an advantage in that it is possible to dynamically allocate different numbers of time slots per frame to different users. Thus, bandwidth can be supplied on demand to different users by assigning time slots based on priority or by request.

3.2.3 Spread Spectrum Multiple Access

Spread spectrum multiple access uses signals that have a bandwidth that is several orders of magnitude greater than the minimum required bandwidth. Such wideband systems are efficient when many users share the bandwidth without interfering with one another.

There are two forms of spread spectrum multiple access techniques: frequency hopped multiple access spreads the signal over time and narrowband frequency channels, and direct sequence multiple access (also called code division multiple access [CDMA]), where the signal energy is spread over the wideband channel.

FIGURE 3.1 Digital data transmitted using FDMA and TDMA.
3.2.3.1 Frequency Hopped Multiple Access

In frequency hopped multiple access (FHMA), the digital data of each user are transmitted in uniform sized bursts on different channels within the allocated spectrum band. The carrier frequency of a user is varied according to a hopping sequence. The difference between an FHMA and an FDMA system is that the frequency hopped signal changes channels at rapid intervals. Figure 3.2 shows how two users may simultaneously occupy the spectrum at the same time using FHMA.

In FHMA, the receiver uses a locally generated hopping sequence to synchronize the frequency of the receiver with that of the transmitter. Without the proper sequence only noise is received, since the signal is hidden in the wideband channel in which the overall noise may be stronger than the narrowband burst. An FHMA system provides a level of security, especially when a large number of narrowband channels are used, since the signal is difficult to detect and intercept without the hopping sequence.

3.2.3.2 Code Division Multiple Access

In direct sequence or CDMA, the narrowband signal is multiplied by a large bandwidth signal called the spreading signal. All users in a CDMA system use the same carrier frequency and may transmit simultaneously. Either TDD or FDD may be used.

Each user has its own codeword that is orthogonal to all other codewords. To detect the codeword of a specific user, the receiver needs to know the codeword used by the transmitter. The receiver performs a time correlation operation of the signal with the codeword of the transmitter. Since the codewords are pairwise orthogonal, if it is the same codeword then the correlation is exact, otherwise it is zero (or, in the case of approximately orthogonal codewords, the correlation is high if it is the same codeword, and low otherwise).

If the power of each user is not controlled such that they do not appear equal at the receiver, then the near–far problem occurs. The near–far problem occurs when many users share the same channel. In general, the strongest signal received is captured. To combat the near–far problem, power control is used in most implementations of CDMA to assure that each node provides the same signal level to the receiver. This solves the problem of a nearby node overpowering nodes farther away from the receiver.

3.3 Cellular Networks and Paging Systems

Cellular networks and paging systems have a centralized architecture, relying on the existence of an underlying fixed infrastructure. The primary difference between them is that the channels in cellular networks are full-duplex (simultaneous transmission and reception between a pair of nodes is possible), while in most paging systems they are simplex (communication is possible in one direction only). Paging systems are primarily broadcast while cellular is unicast.
3.3.1 Cellular Networks

A cellular network provides a wireless connection to the wired telephone network for any user within the radio range of the system. Figure 3.3 shows a basic cellular network architecture. It consists of mobile stations (MSs), base stations (BSs), and a mobile switching center (MSC).

A large number of users is supported in a cellular system by limiting the coverage of each BS transmitter to a cell, a small geographic area. This allows frequency reuse, that is, the same radio channels may be reused by another BS located some distance away. A BS generally consists of several transmitters and receivers that simultaneously handle full-duplex communications. The BS serves as a bridge between all MSs in the cell to the MSC, connecting the calls through telephone lines or microwave links. Each MS communicates by radio with one of the BSs. If the MS moves from one cell to another, a handoff enables a call in progress to proceed uninterrupted. Throughout the duration of a call, it may experience several handoffs. The MSC coordinates the activities of all the BSs and is responsible for connecting all MSs in the entire cellular system to the telephone network.

Communication between the BS and the mobiles is defined by a common air interface that uses two full-duplex channels, each consisting of two simplex channels. One full-duplex channel is used for voice (and data) transmission, while the other is used for control purposes. The simplex channel from the BS to a mobile is the forward channel, while the channel from a mobile to the BS is the reverse channel. The control channel is used to initiate mobile calls and service requests, such as facilitating automatic changes of channel and handoff instructions for the mobiles before and during a call. The control channel is monitored by mobiles when they do not have a call in progress to detect incoming calls.

3.3.1.1 Cellular Systems and Standards

The AT&T Bell Laboratories developed the Advanced Mobile Phone Service (AMPS), the first US cellular telephone system; it was deployed in 1983 [60]. Like all first generation analog cellular systems, AMPS used FDMA and FDD for radio transmission.

The United States Digital Cellular (USDC) system was designed to support improved capacity and performance over AMPS [43]. USDC is a TDMA system that uses the same FDD scheme as AMPS. The dual mode USDC/AMPS system was standardized by the Electronic Industries Association and Telecommunication Industry Association as Interim Standard 54 (IS-54) and was later upgraded to IS-136. The USDC system was designed to be compatible with AMPS, so that the base- and mobile-stations could be equipped with both AMPS and USDC channels using the same equipment. A USDC system based on CDMA was standardized as Interim Standard 95 (IS-95). It too was designed to be compatible with AMPS.

The global system for mobiles (GSM) is a second generation (2G) cellular system, developed to unify the first European cellular systems. Introduced in 1991, it has been very successful in this goal and is the most popular 2G technology in the world. The organization that standardizes GSM is the European Technical
### TABLE 3.1 Access and Duplexing Techniques Used in Different Cellular Systems

<table>
<thead>
<tr>
<th>Cellular network</th>
<th>Access scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advanced mobile phone system (AMPS)</td>
<td>FDMA/FDD</td>
</tr>
<tr>
<td>United States Digital Cellular (USDC) (IS-54, IS-136)</td>
<td>TDMA/FDD</td>
</tr>
<tr>
<td>US narrowband spread spectrum (IS-95)</td>
<td>CDMA/FDD</td>
</tr>
<tr>
<td>Global system for mobile (GSM)</td>
<td>TDMA/FDD</td>
</tr>
<tr>
<td>Pacific digital cellular (PDC)</td>
<td>TDMA/FDD</td>
</tr>
<tr>
<td>W-CDMA (3GPP)</td>
<td>CDMA/(FDD and TDD)</td>
</tr>
<tr>
<td>cdma2000 (3GPP2)</td>
<td>CDMA/(FDD and TDD)</td>
</tr>
</tbody>
</table>

Standards Institute (ETSI) [28]. GSM uses FDD and a combination of TDMA and FHMA to provide multiple access to mobile users [29,45].

The Pacific Digital Cellular (PDC) standard, also known as Japanese Digital Cellular (JDC), was developed in 1991. PDC has similarities to the IS-54 and the IS-136 standards, using FDD and TDMA for channel access.

Since the mid 1990s, the 2G digital standards have been widely deployed by wireless carriers. In an effort to upgrade the 2G standards for increased data rates for support of new data applications, interim 2.5G standards have been developed on the way to third generation (3G) technology. Three TDMA upgrade paths have been developed for GSM: high speed circuit switched data (HSCSD), general packet radio service (GPRS), and enhanced data rates for GSM evolution (EDGE). Both GPRS and EDGE support IS-136. The eventual evolution for GSM, IS-136, and PDC systems lead to wideband CDMA (W-CDMA), also called universal mobile telecommunications service (UMTS). There is only a single upgrade path for CDMA systems for 3G operation. The interim data solution for CDMA is IS-95B, leading to cdma2000. There are two major 3G technologies, with the standards organizations correspondingly fragmented: 3GPP, the 3G Partnership Project for CDMA standards based on backward compatibility with GSM and IS-136/PDC, and 3GPP2, the 3G Partnership Project for cdma2000 standards based on backward compatibility with IS-95.

Table 3.1 summarizes the cellular standards and the access schemes used.

#### 3.3.2 Paging Systems

Most paging systems are examples of simplex communication systems in a centralized network architecture, where a brief message is received but not acknowledged by the subscriber. Depending on the type of service, the message may be numeric, alphanumeric, or a voice message. Paging systems are typically used to notify a subscriber of the need to retrieve further instructions. More recently, paging systems have also been used to provide extended services such as stock quotes and news headlines.

Though paging receivers are simple and inexpensive, the transmission system required is quite sophisticated since the service area may extend worldwide. Wide area paging systems consist of a network of telephone lines and many BS transmitters. A message is sent to a paging subscriber through the paging system access number. The issued message is called a page. The paging system then simultaneously broadcasts the page from each BS throughout the service area.

Paging systems are designed to provide reliable communication to subscribers whether inside a building, driving on a highway, or flying in an airplane. This requires large transmitter powers and low data rates for maximum coverage from each BS.

Table 3.2 summarizes the medium access techniques used in some paging system standards.

#### 3.4 Satellite Networks

Satellite communication systems were originally developed to provide long-distance telephone service. At the end of the 1960s an era of expansion began for telecommunication satellites when it became possible
to launch a satellite in *geostationary earth orbit* (GEO) [42]. A satellite in GEO appears stationary over a fixed point on the earth. GEO satellites are preferred for high capacity communication satellite systems, since each satellite can establish links to one-third of the surface of the earth using fixed antennas at the earth stations. This is particularly valuable for broadcasting, since a single satellite can serve an entire continent. Although television accounts for much of the traffic carried by the GEO satellites, they also support international and regional telephony, data transmission, and Internet access.

A satellite *transponder* is essentially a repeater in GEO — a *repeater* is a receiver linked to a transmitter that can receive a signal from one earth station, amplify it, and retransmit it to another earth station on a different frequency (so that the outgoing channel does not interfere with the incoming one).

Satellites are built with the intention that many users will share the bandwidth allocated to the satellite, allowing many separate communication links to be established through the transponders of the satellite.

The three basic multiple access techniques of FDMA, TDMA, and CDMA (described in Section 3.2) are also used by all communications satellites. FDMA was the first multiple access technique used in satellite systems. In FDMA all users share the satellite at the same time, but each user transmits on a unique allocated frequency.

In TDMA each user is allocated a unique time slot at the satellite so that signals pass through the transponder sequentially. TDMA systems are easily reconfigured for changing traffic demands and traffic mixes, and are resistant to noise and interference. However, using all of the transponder bandwidth requires every earth station to transmit at a high bit rate; this requires high transmitter power.

In CDMA all users transmit to the satellite on the same frequency and at the same time. The earth stations transmit orthogonal spread spectrum signals that can be separated at the receiving earth station by correlation with the transmitted code. While CDMA is popular in cellular systems, it has not been widely adopted in satellite communication systems because it usually proves to be less efficient in terms of capacity than FDMA and TDMA. The Globalstar *low earth orbit* (LEO) satellite system was designed to use CDMA for multiple access by satellite telephones [25].

The global *positioning system* (GPS) is a worldwide radio-navigation system formed from a constellation of twenty-four satellites and their earth stations. It uses CDMA for the transmission of signals that permit precise location of a receiver in three dimensions. CDMA is used to share a single channel at the receiver between all of the GPS satellite transmissions. Chapter 12 of Reference 42 details the GPS signal structure and the process of data recovery from the CDMA satellite signals.

### 3.4.1 Demand Access Multiple Access (DAMA)

Demand access can be used in any satellite communication link where traffic from an earth station is intermittent. Cellular systems use demand access techniques similar to those used by satellite systems in the allocation of channels to users. The major difference between a cellular system and a satellite system is that in a cellular system the user is connected to the BS by a single hop radio link. In a satellite system, there is always a two hop link through the satellite to the earth station, where the decisions are made. Controllers are not placed on the satellites to simplify the overall design.

Demand access systems require two different types of channels: a control channel and a data channel. A user wishing to enter the network first calls the controlling earth station using the control channel. The controller then allocates a pair of channels to that user. The control channel usually operates in a random
access mode because the demand for use of the control channel is relatively low, messages are short, and the channel is therefore lightly loaded. Random access is a widely used satellite multiple access technique where the traffic density from individual users is low (see Section 3.5.1 for a discussion of MAC protocols based on random access techniques).

A thorough survey of MAC protocols for satellite systems, including demand access protocols and protocols for multimedia, can be found in References 41 and 38, respectively.

3.5 Mobile Ad Hoc Networks

A mobile ad hoc network (MANET) is a collection of mobile wireless nodes that self-organizes without the aid of any centralized control or any fixed infrastructure. Since the radio transmission range of each node is limited, it may be necessary to forward a packet over multiple hops in order for it to reach its destination. As such, MANETs have also been called mobile multi-hop and packet radio networks (see Figure 3.4). While the transmission range is limited, this also offers the opportunity for spatial reuse, that is, concurrent transmissions on the same channel when nodes are separated sufficiently far apart (in contrast to frequency reuse in cellular networks).

The challenge for MAC protocols for MANETs is to find a satisfactory trade-off between the two primary objectives of minimizing delay and maximizing throughput.

MANETs and sensor networks (see Section 3.6) both use half-duplex communication to reduce cost and complexity of the transceiver. In half-duplex radio systems, the communication is two-way, but the same channel is used for both transmission and reception. At any point in time, a node can only transmit or receive.

New problems such as the hidden and exposed terminal problems arise in half-duplex systems. The hidden terminal problem occurs when the destination of a transmitting node suffers a collision as a result of an interfering transmission from another node that is out of range of the transmitter. In Figure 3.5, if both nodes A and C transmit concurrently to node B their packets collide at B with the result that neither packet is successfully received. A and C are not in the transmission range of each other and are therefore hidden from each other. A goal of the MAC protocol is to reduce the hidden terminal problem to increase utilization of the channel.

If a node is transmitting, another node in its transmission range may transmit as long as their destinations are not in the union of the range of both transmitters. Since the transmitters cannot receive at the same time as when they transmit, their transmissions do not interfere with each other. For example, in Figure 3.5 if node B is transmitting to A, C can transmit concurrently to D since neither A nor D is in
the union of the transmission range of both B and C. This exposed terminal problem results in bandwidth being underutilized; satisfactory solutions to this problem still do not exist.

In the following, we consider contention based MAC protocols and allocation based protocols, which correspond to time being viewed as continuous and discrete, respectively. We also overview some hybrid approaches that combine contention and allocation to exploit the best features from each class.

3.5.1 Contention MAC Protocols for MANETs

Contestion based MAC protocols can be classified into four categories:

1. **No coordination**: Nodes transmit at will when they have data to send (e.g., ALOHA).
2. **Carrier sensing**: Nodes listen to the channel before transmitting a data packet (e.g., CSMA).
3. **Carrier sensing and collision detection**: Nodes listen before and during transmission, and stop if a collision, that is, noise, is heard when transmitting (e.g., CSMA/CD).
4. **Collision avoidance**: A handshake is typically used to determine the node that can send a data packet (e.g., MACA, FAMA, IEEE 802.11, CSMA/CA, RIMA, and many others).

Collision resolution combined with a backoff strategy may be used in each of these categories to determine when a node should try to retransmit after a collision.

3.5.1.1 The ALOHA Protocol

Historically, ALOHA was the first contention protocol for multiple access channels [2]; Abramson also provided the first analysis of such protocols. The protocol was originally designed for systems with a central BS or a satellite transponder, but it was also used in packet radio networks.

In ALOHA, when a node has a packet to transmit, it transmits immediately. An integral part of the ALOHA protocol is feedback from the receiver. Feedback occurs after a packet is transmitted and consists of an acknowledgment sent or piggybacked onto a packet from the receiver. On receipt of an acknowledgment for the packet, the node advances to the next enqueued packet. Otherwise, after a random delay, the node retransmits the packet. Of course, it is possible that successive transmission attempts are not successful, but this has lower probability, assuming that the network is not overloaded. After a number of retransmissions the packet is likely to be successful.

The throughput of ALOHA can be improved by reducing the time that a packet is vulnerable to interference from other packets. In slotted ALOHA, the only difference in the protocol is that time is discrete meaning that packet transmission may begin only at slot boundaries. This reduces packet vulnerability by half and doubles throughput. The operation of ALOHA and slotted ALOHA is described by the flow charts in Figure 3.6.

3.5.1.2 Carrier Sense Multiple Access (CSMA)

The capacity of pure and slotted ALOHA is limited by the large period of vulnerability of a packet. By carrier sensing, that is, listening to the medium before transmitting, nodes try to reduce the vulnerability
period to the propagation delay of one packet. This is the basis of the CSMA protocol [56], which otherwise operates as ALOHA (see Figure 3.7).

If the propagation delay of the network was zero, then a collision could only occur if two nodes start transmission of a packet at the same time. The probability of this happening when time is continuous is essentially zero. With finite propagation delay, however, a node may sense the channel is idle even if another node has already started transmitting, but due to the propagation delay the signal has not yet reached the sensing node.

3.5.1.3 Carrier Sense Multiple Access with Collision Detection (CSMA/CD)

CSMA improves on the performance of ALOHA tremendously. The remaining limitation is that, once a packet is sent, feedback only occurs a roundtrip time after the packet is transmitted. The solution to improve on the performance of CSMA is to use collision detection, that is, to listen to the channel while a
packet is being transmitted to determine if the signals sent and heard are different. If a collision is detected, the packet transmission is aborted and a jamming signal is sent to ensure all nodes know of the collision. The detection of the collision serves as a negative acknowledgment. The basic protocol, given in Figure 3.8, is the basis of Ethernet protocol (IEEE 802.3) in widespread use in local area networks (LANs) [34].

The problem is that collision detection is not usually available in wireless nodes. Collision detection requires that a node both transmit and receive simultaneously and so it is not achievable with a single half-duplex transceiver.

3.5.1.4 Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA)

Collision avoidance (CA) emulates collision detection in networks where nodes are half-duplex. Another objective of a collision avoidance protocol is to reduce the hidden-terminal problem of CSMA. The first protocol proposed to use collision avoidance was split reservation multiple access [57]. Since then, many protocols have been proposed including MACA, MACAW, FAMA, and RIMA [31, 7, 23, 24].

In the most common implementation of collision avoidance, nodes exchange a control packet handshake to determine which sender may transmit to a receiver. The sender initiates the handshake by transmitting a request-to-send (RTS) control packet addressed to the receiver. On receipt of the RTS, the receiver responds with a clear-to-send (CTS) control packet. The idea is to force hidden terminals of the sender to hear the feedback from the receiver, making them aware of the impending data transmission. The collision avoidance handshake is usually initiated by the sender, but can be initiated by a receiver (see, e.g., the receiver initiated multiple access (RIMA) protocol [24]).

The throughput of all collision avoidance protocols is always below that of CSMA/CD. The collision interval in CA in much longer than in CD because detecting collisions is done using small packets rather than listening to self-transmission.

The most prevalent contention MAC protocol for MANETs is the distributed coordination function (DCF) of the IEEE 802.11b wireless LAN standard [1]. It is a CSMA/CA protocol, and in addition to carrier sensing provided by the physical layer, it also uses virtual carrier sensing (Figure 3.9).

A virtual carrier sense mechanism is provided by the network allocation vector (NAV). The RTS and CTS packets contain a duration field that defines the period of time that the medium is to be reserved to transmit the data packet and acknowledgment. All nodes within the reception range of either the source node (that transmits the RTS) or the destination node (that transmits the CTS) learn of the medium
reservation. The NAV maintains a prediction of future traffic on the medium based on duration information overheard in the handshake. The NAV may be thought of as a counter, that counts down to zero at a uniform rate. When the counter is zero, the virtual carrier sense indication is that the medium is idle; when nonzero, that it is busy.

Another solution proposed for the hidden-terminal problem is to make use of a separate control channel. In the busy tone multiple access (BTMA) protocol [56], a node transmits a “busy tone” on the control channel while receiving a data packet. This informs all nodes in the range of the receiver that they should refrain from transmission, preventing collision at the receiver. In dual busy tone multiple access (DBTMA) [20] two control channels are used to further distinguish between the transmission of the sender and the receiver.

A difficulty that arises with the use of such control channels stems from the radio propagation characteristics. Since propagation is frequency dependent, the range of a data transmission and a transmission on the control channel may not coincide.

### 3.5.1.5 Backoff Strategies for Collision Resolution

An important issue in all contention protocols is the backoff strategy used for collision resolution [6]. When a collision occurs, additional attempts may be required to transmit the packet before advancing to the next enqueued packet. The collision is resolved through a backoff strategy that determines the time between retransmissions.

One of the most common strategies is binary exponential backoff, where the next transmission slot is drawn uniformly at random from an interval (a contention window) and after each unsuccessful trial the size of the interval is doubled. In protocols such as IEEE 802.11, if the contention window reaches its maximum size of 1024, it remains fixed at that size. If the retransmission is successful, the interval returns to its minimum size.

Despite its widespread usage, under certain modeling assumptions, analysis shows that binary exponential backoff results in a protocol that is provably unstable (meaning that the queue of packets to transmit grows infinitely) [4]. The existence of stable protocols depends on the type of feedback available from the channel and on how the user population is modeled. For acknowledgment based protocols, it is known that a large class of backoff strategies, including polynomial backoff, is unstable in the infinite user population model [32]. However, for a finite user population, any protocol using a super-linear polynomial backoff strategy has been proven stable, while binary exponential backoff still remains unstable above a certain arrival rate [26].
3.5.2 Allocation MAC Protocols for MANETs

While contention-based protocols achieve high throughput with a reasonable expected delay, in the worst-case the delay is very poor. As the interest in delay sensitive (e.g., voice, video, multimedia) applications grows it is clear that the MAC protocol must be QoS aware, that is, it must provide a delay guarantee to the real-time traffic. As a result, a number of ideas to support real-time and best-effort packets in IEEE 802.11 have emerged (see Section 3.7 for some details), however, the delay guarantee remains probabilistic. The fact is, to obtain a deterministic delay guarantee, an allocation approach is necessary.

While simple TDMA (one slot per user) is certainly a solution providing a delay bound, it does not meet a reasonable throughput objective because it does not take advantage of spatial reuse in MANETs. There are two approaches to take advantage of spatial reuse: topology-dependent protocols (also called "spatial reuse" TDMA) and topology-transparent protocols.

A topology-dependent protocol is a hybrid, combining contention with allocation. One way to combine approaches is to alternate between a contention phase in which neighbor information is collected, and an allocation phase in which nodes transmit according to a schedule constructed using the neighbor information (see, e.g., References 14 and 61). The task can be mathematically modeled as a graph coloring problem where nodes of the same color may transmit concurrently. This problem is NP-complete even for the restricted graph topologies that correspond to MANETs [48]. While acceptable heuristic solutions can be found, these topology-dependent MAC protocols may be unstable under high load or mobility conditions, becoming unable to converge on a new schedule, and as a result lose their ability to deliver packets with a delay guarantee. Chapter 4 provides an in-depth look at distributed channel access scheduling for MANETs.

Alternatively, topology-transparent protocols do not use any neighbor information. The existing topology-transparent access protocols [10,30] depend on two design parameters: \(N\), the number of nodes in the network, and \(D\), the maximum (active) node degree. This creates complex trade-offs between the design parameters and the delay and throughput characteristics of the resulting schedules. While it is often possible to construct schedules that are significantly shorter than simple TDMA, if the number of active neighbors exceeds \(D\), contention among the assigned slots results in the loss of the delay guarantee (more precisely, it becomes probabilistic rather than deterministic).

Recently, several new results relate topology-transparent scheduling to some combinatorial objects. Specifically, the known topology-transparent MAC protocols are generalized by observing that their transmission schedule corresponds to an orthogonal array. A Steiner system supports the largest number of nodes for a given frame length. Both orthogonal arrays and Steiner systems are specific types of cover-free families [17,18,53].

To be specific, let us construct a schedule corresponding to a codeword from an orthogonal array. Let \(V\) be a set of \(v\) symbols, usually denoted by \(0, 1, \ldots, v - 1\). A \(k \times v^t\) array \(A\) with entries from \(V\) is an orthogonal array with \(v\) levels and strength \(t\) (for some \(t\) in the range \(0 \leq t \leq k\)) if every \(t \times v^t\) subarray of \(A\) contains each \(t\)-tuple based on \(V\) exactly once\(^1\) as a column [16]. We denote such an array by \(OA(t, k, v)\).

Table 3.3 shows an example from Reference 27 of an orthogonal array \(OA(2, 4, 4)\) of strength two with \(v = 4\) levels, that is, \(V = \{0, 1, 2, 3\}\). Select any two rows, say the first and the fourth. Each of the sixteen ordered pairs \((x, y), x, y \in V\) appears the same number of times, once in this case.

Each column, called a codeword, gives rise to a transmission schedule. In our application, that of assigning transmission schedules to nodes, the number of columns in the orthogonal array is an upper bound on the number of nodes in the network. Each codeword intersects every other in fewer than \(t\) positions. For example, the first and the eighth column intersect in no positions, while the first and the second column intersect in a zero in the first position (i.e., the first row).

The importance of this intersection property is as follows. Select any column. Since any of the other columns can intersect it in at most \(t - 1\) positions, any collection of \(D\) other columns has the property that our given column differs from all of these \(D\) in at least \(k - D(t - 1)\) positions. Provided this difference is

\(^1\)Here, we assume the index of the orthogonal array \(\lambda = 1\).
positive, the column therefore contains at least one symbol appearing in that position, not occurring in
any of the \( D \) columns in the same position. For scheduling this means that at least one collision-free slot
to each neighbor exists when a node has at most \( D \) neighbors. Thus, as long as the number of neighbors
is bounded by \( D \), the delay to reach each neighbor is bounded, even when each neighbor is transmitting.
(The orthogonal array gives a \( D \) cover-free family.)

A large number of techniques are known for constructing orthogonal arrays, usually classified by
the essential ideas that underlie them. There is a classic construction based on Galois fields and finite
geometries; both Chlamtac and Faragó [10] and Ju and Li [30] use this construction implicitly.

Given a codeword \( W \), that is, a column of length \( k \) from the orthogonal array, the corresponding
schedule is constructed as follows. Each symbol \( w_j \in W = w_0w_1 \ldots w_{k-1} \) gives rise to a binary subframe
\( F_j \) of length \( v \) (since each symbol is from the set \( V \), \( j = 0, \ldots, k-1 \). Specifically, \( F_j[i] = 1 \) if and only
if \( w_j = i \), for \( i = 0, \ldots, v-1 \) and \( F_j[i] = 0 \) otherwise. The schedule \( S \) is a \( k \times v \) binary vector made
up of the concatenated subframes, that is, \( S = F_0F_1 \ldots F_{k-1} \). Figure 3.10 shows an example of a schedule
constructed from the codeword 1230 (column seven of Table 3.3).

An important point is that the resulting transmission schedules do not depend on the construction of
the orthogonal array. Only the combinatorial properties of the orthogonal array itself are exploited.

### 3.5.3 Hybrid MAC Protocols for MANETs

A number of MAC protocols for MANETs combine the advantages of allocation and contention. Already
mentioned (in Section 3.5.2, and in more detail in Chapter 4) are the spatial reuse TDMA protocols that
alternate periods of contention and allocation.

Alternatively, some protocols use contention within allocation. In the ADAPT protocol [11], there is
an underlying simple TDMA schedule. If a node does not use its assigned slot, then other nodes sense this
and can contend for the slot using CSMA. The CATA protocol [55] also incorporates contention within a
slot, and provides explicit support for unicast, multicast, and broadcast packet transmissions. However, it
is subject to instability at high traffic load due to the lack of a fixed frame length.

A different type of combination is implemented in the meta-MAC protocol [21]. Here a higher layer,
or meta, protocol combines the decision of any set of MAC protocols that run independently using a
technique from computational learning theory. The combination is based on a weighed majority decision
with randomized rounding, using continuously updated weights depending on the feedback obtained from
the channel. For protocols using discrete time, the meta-MAC protocol has been shown to automatically
and adaptively select the best protocol for unknown or unpredictable channel conditions from a given
set of protocols. While this set may contain different MAC protocols, it may instead consist of a single
MAC protocol with different parameter settings. Hence, the meta-MAC protocol also provides a way to
optimize the parameters of a given MAC protocol.

<table>
<thead>
<tr>
<th>TABLE 3.3</th>
<th>Orthogonal Array OA(2, 4, 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0 0 0 1 1 1 1 2 2 2 2 3 3 3 3</td>
<td></td>
</tr>
<tr>
<td>0 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3</td>
<td></td>
</tr>
<tr>
<td>0 1 2 3 1 0 3 2 2 3 0 1 3 2 1 0</td>
<td></td>
</tr>
<tr>
<td>0 1 3 2 3 2 0 1 2 3 1 0 1 0 2 3</td>
<td></td>
</tr>
</tbody>
</table>

**FIGURE 3.10** Construction of schedule from codeword 1230 from OA (2,4,4) in Table 3.3.
3.6 Sensor Networks

Advances in wireless communications, micro-electro-mechanical systems (MEMS) technology, and digital electronics have contributed to the development of small and inexpensive low-power sensor nodes. A sensor node consists of some type of sensor, with data processing and communications capabilities. A sensor network is a collection of sensor nodes that communicate what is sensed continuously, or to detect specific events. Since the position of the sensor nodes may not be known in advance, there is a need for the network to coordinate in a distributed manner, similar to the self-organizing capabilities of a MANET (refer to Section 3.5). Figure 3.11 shows the architecture of a typical sensor network.

Sensors come in many types (e.g., thermal, infrared, acoustic) and can monitor a wide variety of conditions (e.g., temperature, humidity, pressure). The variety in types of sensors and in their usage has precipitated applications for sensor networks that span a range of personal, corporate, and national interests [3]. As a result, research on sensor networks has grown rapidly in order to support the implementation of these emerging applications.

There are several differences between sensor networks and MANETs [40]. In particular, the number of sensor nodes deployed in a sensor network is expected to be several orders of magnitude higher than the number of nodes in a MANET. While sensor nodes may be more densely deployed, they are also limited in power, computational capability, and memory capacity. Since sensor nodes are more prone to failure, destruction, and energy depletion, the topology of the network changes frequently. Sensor nodes may not have global identifiers because of the amount of overhead assigning such identifiers for a large numbers of sensors. Furthermore, the network tends to operate as a collective structure, rather than supporting many independent point-to-point flows. Traffic tends to be variable and highly correlated. The protocols designed for MANETs are not directly usable in sensor networks because of these differences. For the MAC protocol for sensor networks, not only is it important that the channel be shared efficiently, but it should also be shared fairly and conserve energy.

In general, contention-based protocols are less satisfactory when the traffic is not independent. Furthermore, the overhead of the control packets in the handshake can be considerable (as high as 40% [59]) in sensor networks where the data packets are typically not very large.

The SMAC protocol [51] enables nodes to discover their neighbors and establish transmission and reception schedules for communication in a distributed manner. A communication link consists of a pair of time slots operating at a randomly chosen, but fixed, frequency. Power conservation is achieved using a random wake-up schedule during the establishment phase and by turning the radio off during idle slots.

A CSMA based MAC protocol is proposed for sensor networks in Reference 59. Constant periods of listening, together with random delays, provide robustness against repeated collisions. A fixed contention
window and a linear increase multiplicative decrease backoff strategy is recommended for proportional fairness in the system.

3.7 Research Directions in MAC Protocols

Research directions in MANETs and sensor networks are explored since these networks are among the least mature of existing wireless networks. Research issues in MAC include, among others:

- The support for QoS
- Providing fair access to the channel
- Energy-aware protocols since the nodes are energy limited devices
- Effective utilization of directional (or smart) antennas

Many of these issues have been integrated into, or are a modification of, the IEEE 802.11 DCF protocol. The reason for the interest in this protocol is that it is widely deployed in real wireless local area networks and in emerging MANET testbeds.

3.7.1 Quality of Service Support

A number of ideas to support real-time and best-effort packets in IEEE 802.11 have been proposed. The enhanced DCF (EDCF) standard [5] is an extension of IEEE 802.11 for this purpose. It introduces separate queues for different traffic classes and assigns contention window sizes based on the priority of traffic flow. However, since it is a pure contention protocol, the collision rate increases very quickly as the contention for the medium increases. This greatly affects the delay and thereby significantly degrades the performance of delay-bounded applications.

The adaptive EDCF (AEDCF) protocol [47] tries to remedy EDCF by addressing how the contention window is reset. Rather than using a static reset, AEDCF uses a dynamic procedure to alter the contention window size after each successful transmission and also after each collision. As a result, AEDCF improves throughput when compared to EDCF especially under high load conditions. In both these protocols, the delay guarantee remains probabilistic since underlying the protocol is a pure contention-based access scheme.

Another approach to support QoS is given by Sobrinho and Krishnakumar [50], where “black-bursts” are used to identify high priority nodes and allocate the channel in priority order. The duration of a black-burst of a node is a function of the delay it incurred until the channel became idle. Hence the node whose wait is longer sends the black-burst for a longer duration, thus having higher priority to access the channel.

In general, contention-based approaches to support QoS such as References 5, 47, and 50 are able to meet delay requirements when the network load is low; however the delay guarantee remains probabilistic.

Topology-dependent and topology-transparent protocols (see Section 3.5.2) can provide bounded delay. The open issues with topology-dependent schemes are related to how to set parameters of the protocol for the given network conditions. One issue is to determine what is the appropriate length of the contention period to resolve the contention. In addition, the contention and allocation phases need not strictly alternate. Hence a second issue is to determine at what frequency the contention should be run.

For topology-transparent schemes, an open issue is how to adapt when the design parameter $D$ is exceeded. The analysis in Reference 17 focusses on a single frame; while this is a reasonable view for studying minimum throughput, it ignores what happens when the neighborhood limitation is exceeded. Ju and Li [30] argue that by selecting a larger $v$, their choice is (relatively) insensitive to the degree limitation; essentially they “over-engineer” the system to permit more neighbors than the design criteria stipulate. Nevertheless, their scheme can fail totally when the number of neighbors exceeds the capacity of their chosen scheme, despite its continued operation for some numbers of neighbors larger than the stipulated number.
Chlamtac et al. [13] propose a different solution, interleaving or “threading” different schemes each supporting a different degree limitation; however, this incurs a dramatic slowdown in the initial scheme and hence a substantial penalty is paid whether or not the degree limit is exceeded. What is needed is a scheme that, if the degree limitation might be exceeded, degrades gracefully rather than failing completely (as in Reference 30) or imposing a large slowdown factor (as in Reference 10). Ju and Li’s approach fails to provide a guarantee when the number of neighbors is too large. This in itself is reasonable. However, their scheme repeatedly uses the same frame schedule in each subsequent frame. Thus loss of transmission opportunity within one frame is extended to all subsequent frames unless and until transmitting nodes move or cease transmission. Of course, this does not impact the expected throughput. But when the degree limit is exceeded, it can result in a denial of service to some nodes.

The results in Colbourn et al. [17] demonstrate, however, that expected throughput can remain quite acceptable when the degree limitation is exceeded. The task, then, is to ensure that a situation resulting in catastrophic collisions in one frame is not automatically repeated in the next frame by simply repeating the schedule. One approach is to allow nodes to remain silent throughout a frame despite having a pending transmission, that is, “backing off” when it is detected that the degree limit is exceeded. When the degree limit is satisfied, such a scheme ensures nonzero minimum throughput; when exceeded, the scheme employs contention.

In general, hybrid protocols that take advantage of the strengths of both contention and allocation approaches to access control, perhaps using measurements of the actual network conditions for adaptation, that is, to effectively transition between approaches given the current network conditions, may provide robust protocols in support of QoS.

3.7.2 Fairness

Fairness is an important issue when accessing a shared wireless channel. In Vaidya et al. [58], a distributed algorithm for fair scheduling in a wireless local area network is derived from the IEEE 802.11 DCF. The protocol described in the standard is not fair; once a node has transmitted a packet successfully, the contention window is reset to the minimum size. This effectively gives the successful node a higher probability of accessing the channel with its next attempt since a delay is drawn at random from the minimum size interval. In fair scheduling, different flows sharing a wireless channel should be allocated bandwidth in proportion to their weights. The essential idea used is to choose a backoff interval that is proportional to the finish tag of the packet to be transmitted, and transmitting packets in increasing order of their finish tag.

Ozugur et al. [39] also tackled the problem of fairness. In their solution, each active user broadcasts information about its average access time, or number of connections, to its neighbors. Based on this information exchange, each node computes a link access probability. Then a CSMA based algorithm is proposed in which fair access is accomplished using this link access probability.

Fairness may be achieved in allocation approaches through appropriate scheduling [12]. TDMA and the existing topology-transparent protocols are examples of constant-weight codes, that is, each node has the same (a constant) number of transmission opportunities in each frame. This need not be the case, as the allocation can proportional to the traffic requirements of flows. However, this requires knowledge of the traffic in the network, which is a challenge to obtain in a distributed network architecture.

Research in fairness may benefit from a cross-layer design, in which the MAC layer is aware of information about flows from the network or transport layer protocol. Such knowledge may improve both contention and allocation based approaches to fairness.

3.7.3 Power Management

Recent measurements of power consumption of devices with wireless network interfaces shows that the transmit power is typically a constant multiple higher than the receive power, which is an order of
magnitude higher than the idle state [52]. In light of these measurements, one way to reduce the power consumption of a transmission is to reduce the number of nodes that “overhear” the transmission.

One way to reduce packet overhearing is for nodes to power off when not transmitting or receiving a packet. This approach introduces many new problems such as where to buffer packets for the node that is off, how long a node should remain off, etc., not to mention to decide which nodes to power off. Another approach to reduce packet overhearing is through power-control, that is, by controlling the transmit power level of a node. The power aware multiple access (PAMAS) protocol [49] is an example that takes the former approach while the power controlled multiple access (PCMA) protocol [35] is an example that takes the latter approach.

Power management is especially important in sensor networks since it may not be feasible to replace or recharge the batteries the nodes use as their power source. In addition, how to transition from a low power state to respond to an event detected by a group of sensors is a challenging issue.

### 3.7.4 Smart Antennas

An assumption underlying the discussion on MANETs has been the use of an omnidirectional antenna system. Smart antennas are directional antennas that can change the direction, shape, and power of the antenna beam. The use of directional antennas in cellular networks has been well demonstrated [46], however, the flexibility they offer has not been well explored in MANETs.

The D-MAC protocol, introduced by Ko et al. [33], has two schemes similar to IEEE 802.11. It is assumed that nodes can transmit both omnidirectionally and directionally. In the first scheme, the RTS packet is sent directionally (DRTS) whereas the CTS reply is transmitted omnidirectionally (OCTS). If this exchange is successful, the data and ACK are also transmitted directionally. The difference from IEEE 802.11 for omnidirectional antennas only is that the neighbor of the destination can initiate a concurrent transmission assuming its destination is in a different direction. Since using DRTS can increase the probability of collisions, the second scheme uses either DRTS or ORTS depending on whether the channel is blocked in all directions. This protocol assumes that the location of nodes is known.

Takai et al. [54] present a directional virtual carrier sensing (DVCS) mechanism for directional antennas. DVCS determines the availability of a channel in a specific direction. To implement DVCS, three capabilities are added to IEEE 802.11. First, the incoming angle of arrival information is cached. This is used to make decisions about whether to transmit directionally or omnidirectionally. Second, the use of beam pattern locking during transmission helps maximize signal power at the receiver. Third, the protocol makes use of a directional network allocation vector (DNAV). A direction, beam width, and timer is associated with each entry, indicating how long the channel is unavailable in a particular direction.

A DNAV was proposed independently by Choudhury et al. [15], however, it is less general than that described in Reference 54. The proposed protocol attempts to take advantage of the higher gain of directional antennas. Though a destination may not be reachable through an omnidirectional transmission, the RTS packet is routed to the destination across multiple hops. On successful receipt of the routed RTS, the destination responds with a directional CTS (DCTS). On receipt of the DCTS, the data and ACK are also transmitted directionally.

Nasipuri et al. [37] propose a protocol similar to IEEE 802.11 but do not assume the location of neighbors is known. In this protocol, the RTS and CTS are both sent omnidirectionally. The received signal strength is used to set the direction of the sender and receiver, with data and ACK transmitted directionally.

Ramanathan [44] extends the CSMA/CA protocol with directional antennas using an aggressive and a conservative collision avoidance model. In the aggressive model, the RTS/CTS handshake is used only to ensure that the receiver is not already busy. In the conservative model, a node always blocks on receipt of a RTS or CTS. Experimental results show that the aggressive approach consistently outperforms the conservative approach.

In general, how to exploit the higher gain and directionality offered by smart antennas is not well understood.
An alternate method for improving throughput in MANETs is the use of multiple orthogonal channels that can be shared by all the nodes in the network. Chapter 5 emphasizes allocation approaches to access control in multichannel architectures, while Chapter 6 emphasizes contention approaches in this setting.

### 3.8 Summary

The problem of medium access control MAC is fundamental in all wireless networks since a broadcast channel underlies each one. We first introduced the three basic techniques of medium access: FDMA, TDMA, and spread spectrum. MAC protocols for centralized network architectures were overviewed. This included cellular networks and a discussion of the progression of the standards path from 2G to 3G. Paging systems, which are among the few simplex systems, were also discussed. Satellite networks are unique because of their coverage, and also the transmission delays involved. A discussion of MAC protocols for distributed network architectures then follows. In MANETs, protocols are roughly categorized as contention based or allocation based, according to whether time is viewed as continuous or discrete, respectively. Some hybrids, that combine contention and allocation were highlighted. MAC protocols under development for sensor networks, a form of energy limited ad hoc network, are summarized. Research issues for MANETs and sensor networks are explored since these networks are among the least mature of existing wireless networks. These research issues include support for QoS, fairness, improving power management, and exploiting smart antennas and cross-layer information. The design of MAC protocols critically depends on the technological constraints. Thus, the emergence of new wireless technologies and systems will continue to pose new challenges to MAC protocol design.
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Distributed Channel Access Scheduling for Ad Hoc Networks

4.1 Introduction

In this chapter, we present and analyze protocols for time-division multiple access (TDMA) scheduling in ad hoc networks with omnidirectional antennas. These protocols use a neighbor-aware contention resolution (NCR) algorithm to elect deterministically one or multiple winners in a given contention context based on the topology information within two hops. In NCR, the identifiers and the current contention context number are used to derive a randomized priority for each contender in a given contention context. A contention context corresponds to a time slot in TDMA schemes, and the contenders of a given node during a contention context are those nodes one and two hops away from the node. Each contender runs...
NCR to determine locally its eligibility to access the resource in the contention context by comparing its priority with the priorities of the rest of the contenders.

Based on NCR, the node activation multiple access protocol (NAMA) elects nodes for collision-free broadcast transmissions over a single channel. The link activation multiple access (LAMA), the pairwise link activation multiple access (PAMA), and the hybrid activation multiple access (HAMA) protocols operate over multiple channels that are orthogonal by codes or frequencies to elect either links or nodes for collision-free unicast transmissions, or a mix of broadcast and unicast transmissions. The throughput and delay characteristics of these protocols are studied by analysis and simulation in multihop wireless networks with randomly generated topologies. The performance of the new protocols is also compared against a well-known static scheduling algorithm based on complete topology information, and the ideal carrier sensing multiple access (CSMA) and carrier sensing multiple access with collision avoidance (CSMA/CA) protocols.

After Section 4.2 reviewing the prior work on schedules channel access in wireless ad hoc networks, Section 4.3 presents the NCR algorithm and analyzes the packet delay encountered in a general queuing model under certain contention level. Section 4.4 describes four scheduling protocols based on NCR, including the packet transmission scheduling based on NAMA suitable for broadcast transmission, LAMA, and PAMA for unicast packet transmission, and HAMA for both unicast and broadcast transmissions. Section 4.5 derives the channel access probabilities of the four protocols in randomly generated ad hoc networks, and compares the throughput of the protocols with that of the ideal CSMA and CSMA/CA schemes. Section 4.6 presents the results of simulations that provide further insights to the performance differences among the four scheduling protocols and the corresponding static scheduling approaches based on a unified multiple access scheduling framework Unified T/O/C Division Multiple Access (UxDMA) [22]. Section 4.7 summarizes the research and proposes open problems in the area.

4.2 Background Review

There has been considerable work on cellular networks using the TDMA for data communication. These multiple access protocols allocate reservation slots to resolve contentions and data information slots to transmit data packets. Examples of this type of approach are D-TDMA (Dynamic TDMA) [12], PRMA (Packet Reservation Multiple Access) [19], RAMA (Resource Auction Multiple Access) [18], and DRMA (Dynamic Reservation Multiple Access) [21]. Despite there are many similarities between the medium access control protocols for cellular and ad hoc wireless networks, ad hoc networks present a distinct multihop and distributed scenario in nature, and require special considerations in protocol designs. We provide a brief survey of related time division multiplexing approaches that handles the characteristics of ad hoc networks.

Channel access protocols for ad hoc networks can be nondeterministic or deterministic. The nondeterministic approach started with ALOHA and CSMA [15] and continued with several collision avoidance schemes, of which the IEEE 802.11 series standards for wireless LANs [6] being the most popular examples to date. However, as the network load increases, network throughput drastically degrades in these nondeterministic approaches because the probability of collisions rises, preventing stations from acquiring the channel.

On the other hand, deterministic access schemes set up timetables for individual nodes or links, such that the transmissions from the nodes or over the links are conflict-free in the code, time, frequency, or space divisions of the channel. The schedules for conflict-free channel access can be established based on the topology of the network, or it can be topology independent.

Topology-dependent channel access control algorithms can establish transmission schedules by either dynamically exchanging and resolving time slot requests [5,28], or pre-arrange a timetable for each node based on the network topologies. Setting up a conflict-free channel access time-table is typically treated as node- or link-coloring problems on graphs representing the network topologies. The problem of optimally scheduling access to a common channel is one of the classic NP-hard problems in graph theory.
Distributed Channel Access Scheduling for Ad Hoc Networks

4.2 Dynamic Reservation TDMA

The TDMA schemes based on dynamic reservations constitute a commonly adopted approach that adjusts the time slot assignments according to the traffic requirements of individual nodes. The reservation can be made by either in-band signaling or out-band signal, where in-band signals are exchanged in the same channel as data traffic, and out-band signaling uses a separate channel for control information exchanges. However, these two methods are equivalent.

Five-Phase Reservation Protocol (FPRP) was designed to produce TDMA broadcast schedule in mobile ad hoc networks [28].

As shown in Figure 4.2, FPRP uses a similar scheme as D-TDMA in that the time is separated into two alternating activities — a reservation period and multiple information transmission periods. A successful time-slot reservation made during the reservation period lasts for a series of information periods, called information frames (IFs). Each information frame contains multiple time slots, called information slots (ISs), which are assigned to individual nodes according to the result of the reservation. Correspondingly, FPRP sets aside a reservation slot (RS) for each IS during the reservation period for nodes to contend using five-phase handshakes for \( m \) times, as indicated by 1, 2, 3, 4, 5 in Figure 4.2. Using multiple five-phase handshakes, an information slot can be allocated with high probability.

FIGURE 4.1 The hidden terminal and exposed terminal problems.
The five phases are designated according to senders or receivers. The first phase is called “Reservation Request (RR),” where senders send out probes to the receivers of the communication. If the RR reaches the receiver successfully, the receiver keeps silent in the second phase to indicate a clear channel to the sender. Otherwise, the receiver replies with a “collision report (CR).” If the sender does not hear anything in the channel during the second phase, it is assured of the clear channel, and sends out “reservation confirm (RC)” in the third phase so that all the one-hop neighbors know about the reservation. Then the receiver responds with a “reservation acknowledgment (RA)” in the fourth phase, which establishes the connection with the sender. Note that an isolated node may get into phase three without any channel response, and only phase four confirms the existence of the receiver. In phase five, called “packing and elimination (P/E),” the neighbors of the receivers send “Packing Packet” to notify their one-hop neighbors that less nodes will compete in the next contention phases. In phase five, senders may also probabilistically send “Elimination Packet” in order to break the tie where two senders are adjacent to each other.

Because of the relative simple meaning of each phase, the handshake packets can be made small enough to indicate the channel busy state, and the five-phase reservation cycle becomes compact.

The FPRP resembles IEEE 802.11 DCF [20] in collision avoidance and HiperLAN [8] in sender deadlock elimination. The only difference is that FPRP is a synchronous protocol, requiring tight timing between phases and short propagation delay between nodes, which are stringent in mobile ad hoc networks. In addition to its complexity, the fixed numbers of information frames and reservation cycles in each reservation slot are not suitable in mobile and ad hoc environments where the density and topology of the network change frequently. Although FPRP successfully avoids the hidden terminal problem, it still suffers from the “exposed terminal problem” with certain “deadlock” probability as shown in the fifth phase in FPRP. Therefore, FPRP can only provide reliable broadcast schedules with high probability.

Other approaches in the same reservation-based vein differ in the handshaking procedures and the arrangement of reservation phases with regard to the data transmission phases, such as [5,24].

### 4.2.2 Graph Theoretic Approaches

Besides the various contention based resource reservation protocols, the channel access problem is often reduced to graph coloring problems, where the edge- and node-coloring solutions are directly applied to the link- and node-activation schemes of the channel access problems in ad hoc networks.

In Reference 9, Ephremides and Truong proved that the optimal broadcast scheduling problem (BSP) in ad hoc networks is NP-complete by showing that the well-known NP-complete problem of finding the maximum independent set (MIS) in a graph reduces to the BSP. We briefly describe the reduction steps.

The basic approach in reducing the MIS of a graph is to add a vertex for each edge in the graph, and connect the vertex with the end-points of the edge. In addition, the newly added vertexes are fully connected.
For instance in Figure 4.3(a), the original graph $G$ is place in plane 1, and the added vertexes are in plane 2. When the original edges are removed, it gives a reduced graph $G'$ as shown in Figure 4.3(b). Because a broadcast schedule requires the set of broadcasting nodes be separated by at least two hops to avoid hidden terminal problem, it is easy to see that the maximum broadcast set in $G'$ consists of vertexes only from the original graph $G$. Otherwise there can be only one broadcast vertex if it is selected from plane 2. Then, finding the maximum broadcast set in $G'$ is identical to finding the maximum independent set of graph $G$ and vice versa.

A distributed implementation of finding the maximal-throughput broadcast schedule was provided in Reference 9, which starts from a simple and inefficient time slot assignment and iteratively assigns more spatially reusable time slots. The drawback of the approach is that the convergence of the algorithm is proportional to the diameter of the network topology. Because the distributed protocol is sensitive to topological change, a topological change may be required for computing the broadcast schedule from scratch.

Channel assignment problems in the time, frequency, and code domains are studied in other works as well. Ramanathan explored a set of eleven atomic "constraints" that characterize the assignment problems within and across these domains, and introduced a unified framework, called UxDMA, for the study of assignment problems using graph coloring algorithms. Most assignment problems can be represented as various combinations of these atomic constraints. We describe UxDMA as follows.

In UxDMA, a wireless network is represented as a directed graph $G = (V, A)$, where $V$ is a set of vertexes denoting the nodes in the network, and $A$ is a set of directed edges between vertexes representing wireless links in the network. A directional edge $(i, j) \in A$ means vertex $v$ can receive packets from vertex $u$. Communication constraints over the shared wireless media in the frequency, time, and code division domains are shown in Figure 4.4, which illustrates the eleven atomic relations between vertexes and directional edges. The solid dots are transmitters, and the circles are receivers. Wide lines indicate that the lines are activated, and thin lines are interferences.

![Figure 4.3](image.png)  
**FIGURE 4.3** The reduction of maximum independent set to broadcast schedule.

![Figure 4.4](image.png)  
**FIGURE 4.4** Constraints used by UxDMA for channel access scheduling.
A constraint is represented using syntax $X_{i,j}^v$, where $X$ indicates whether the constrained entities are vertexes or edges, $v$ indicates separation distance between the constrained entities, and $z$ indicates the transmission or reception relation between the constrained entities. For instance, constraints $V_{tr}^0$, $E_{tt}^0$, and $E_{tr}^0$ forbid hidden terminal problem in the channel access schedules, while $V_{tr}^1$ and $E_{tt}^1$ forbid exposed terminal problem in the channel access schedules, as shown in Figure 4.1.

Assignment problems are characterized by a set of constraints. For instance, $C = \{V_{tr}^0, V_{tt}^1, V_{tt}^2\}$ is a constraint set for broadcast scheduling. An assignment problem specified by a constraint set requires an assignment that eliminates all the possible scenarios in the constraint set. For instance, a broadcast schedule under constraint set $C = \{V_{tr}^0, V_{tt}^1, V_{tt}^2\}$ forbids that two vertexes can have the same color if they are either adjacent ($V_{tr}^1, V_{tt}^1$) or have a common neighbor ($V_{tt}^2$).

Given the constraint set of a channel access scheduling problem, the coloring of the graph becomes an orderly procedure on the vertexes or edges based on certain heuristics, such as “maximum-degree vertex first” approach. Each step walks through uncolored vertexes in the ordered list of vertexes, and the minimum unused color is found and assigned to a vertex or an edge, subject to the constraint set with regard to the already colored vertexes or edges. Such steps repeat until all the entities in the graph are colored. As we can see, the complexity of the UxDMA for any channel access scheduling problem is polynomial based on the heuristics.

The UxDMA can represent a large class of channel access problems, and provides a theoretic bound for such problems. However, just like other approaches that study the channel access problems from a centralized point of view, the scalability and adaptiveness of such algorithms in mobile ad hoc network are the main issues.

### 4.2.3 Topology-Transparent Scheduling

Schedules based on TDM depend critically on the actual network topology. So in a mobile environment, due to nodal mobility and potentially rapid change of topology, TDM schemes may require prohibitive overhead associated with constant updating of schedules.

Several approaches based on the topology-transparent scheduling schemes that are based on different theories have been proposed [3,4,13,14] to reduce the overheads incurred from the conflict-free schedule maintenance. However, they require that the maximum number of nodes and the maximum degree of nodes in the network is known beforehand to guarantee successful transmission of each data frame to all one-hop neighbors.

The TSMA proposed by Chlamtac et al. [3,4], and further refined by Ju and Li [13] uses polynomials over Galois fields to produce appropriate TSMA codes, and assigns them to the network nodes. In addition, Ju and Li proposed another topology-transparent channel access scheduling approach based on Latin Squares [7] for ad hoc networks with multiple channels [14].

A Latin square of order $n$ is defined as an $n \times n$ matrix composed of $n$ symbols $\{1, 2, \ldots, n\}$ such that symbols in each row and column are distinct. Two Latin squares $A = (a_{ij})$ and $B = (b_{ij})$ are said to be orthogonal if the $n^2$ ordered pairs $(a_{ij}, b_{ij})$ are all different. For example, the following two square matrices $A$ and $B$ using symbols $\{1, 2, 3, 4\}$ are both Latin squares, and mutually orthogonal. Generally, Latin squares $A^{(1)}, A^{(2)}, \ldots, A^{(r)}$ form an orthogonal family if every pair of them is orthogonal.

$$A = \begin{bmatrix} 1 & 2 & 3 & 4 \\ 2 & 3 & 4 & 1 \\ 3 & 4 & 1 & 2 \\ 4 & 1 & 2 & 3 \end{bmatrix} \quad \quad B = \begin{bmatrix} 4 & 1 & 2 & 3 \\ 3 & 2 & 1 & 4 \\ 1 & 4 & 3 & 2 \\ 2 & 3 & 4 & 1 \end{bmatrix}$$

The TDMA scheduling algorithm in Reference 14 maps a $p \times p$ Latin square onto an $M \times p$ time division multiple channels, where the number of channels is $M$, and the number of time slots in each frame is $p$. Then it assigns a unique symbol from the Latin square to each node, and the positions of the symbol in the Latin square determines the time slots assigned to the node.
For example, in Figure 4.5, a network is given four channels, and each frame contains four time slots. The assignments of time slots are given in the figure according to the symbols 1, 2, 3, 4 in the Latin square $A$ given above. Therefore, if a node is assigned symbol 2, it can access the first channel in time slot 2, the second channel in time slot 1, the third channel in time slot 4, and the fourth channel in time slot 3.

In addition, it is assumed that each node is equipped with $p$ receivers for all the channels, and one transmitter to send data frames in the assigned time slots. Each data frame is transmitted for $p$ times in each time frame.

However, the available symbols would have been scarce if only $p$ symbols are available to networks with more than $p$ nodes. This is where the orthogonal Latin matrices come into the solution in Reference 14 by assigning the same symbol from different orthogonal Latin matrices to nodes. This is explained as follows.

From the definition of orthogonal matrix, we know that any pair of order symbol $(a, b)$ appears at most once in all positions of two orthogonal matrices. Therefore, the symbol/time slot assignments to two nodes conflict in one position at most. Given that a data frame is transmitted multiple times in multiple channels, the successful transmission chances between two nodes are guaranteed. By requiring the minimum order of the orthogonal matrices, which is a function of the nodal degree, the number of collisions at a node from other neighbors with different symbol assignments is kept below $p$. Consequently, every data frame from a node can be successfully received by its neighbors in one of the $p$ transmissions. Given an orthogonal Latin matrix family of $r$ members, a total of $p \times r$ symbols can be assigned in a network.

Overall, the topology-transparent TDMA scheme based on Galois Field needs only a single channel and multiple frames for each transmission session, while the scheme based on Latin square specifies a multiple-channel TDMA scheduling protocol. It remains to be proved that these approaches based on Galois field and Latin square are based on the same theory because of their many similarities.

### 4.3 Neighbor-Aware Contention Resolution

#### 4.3.1 Specification

The NCR solves a special election problem where an entity to locally decide its leadership among a known set of contenders in any given contention context. We assume that the knowledge of the contenders for each entity is acquired by some means. For example, in the ad hoc networks of our interest, the contenders of each node are the neighbors within two hops, which can be obtained by each node periodically broadcasting the identifiers of its one-hop neighbors [1]. Furthermore, NCR requires that each contention context be identifiable, such as the time slot number in networks based on a TDMA scheme.

We denote the set of contenders of an entity $i$ as $M_i$, and the contention context as $t$. To decide the leadership of an entity without incurring communication overhead among the contenders, we assign each entity a priority that depends on the identifier of the entity and the current contention context.
NCR(i, t)
{
/* Initialize. */
1 for (k ∈ Mi ∪ {i})
2 k.prio = Hash(k ⊕ t) ⊕ k;

/* Resolve leadership. */
3 if (∀k ∈ Mi, i.prio > k.prio)
4 i is the leader;
} /* End of NCR. */

FIGURE 4.6 NCR specification.

Equation (4.1) provides a formula to derive the priority, denoted by i.prio, for entity i in contention context t.

\[ i.prio = \text{Hash}(i \oplus t) \oplus i, \] (4.1)

where the function \( \text{Hash}() \) is a fast message digest generator that returns a random integer in a predefined range, and the sign ‘⊕’ is designated to carry out the concatenation operation on its two operands. Note that, although the \( \text{Hash}() \) function can generate the same number on different inputs, each priority number is unique because the priority is appended with identifier of the entity.

Figure 4.6 shows the NCR algorithm. Basically, NCR generates a permutation of the contending members, the order of which is decided by the priorities of all participants. Since the priority is a pseudo-random number generated from the contention context that changes from time to time, the permutation also becomes random such that each entity has certain probability to be elected in each contention context, which is inversely proportional to the contention level as shown in Equation (4.2).

\[ q_i = \frac{1}{|M_i \cup \{i\}|}. \] (4.2)

Conflicts are avoided because it is assumed that contenders have mutual knowledge and t is synchronized, the order of contenders based on the priority numbers is consistent at every participant.

### 4.3.2 Dynamic Resource Allocation

The description of NCR provided so far evenly divides the shared resource among the contenders. In practice, the demands from different entities may vary, which requires allocating different portion of the shared resource. There are several approaches for allocating variable portion of the resource according to individual demands. In any approach, an entity, say \( i \), needs to specify its demand by an integer value chosen from a given integer set, denoted by \( p_i \). Because the demands need to be propagated to the contenders before the contention resolution process, the integer set should be small and allow enough granularity to accommodate the demand variations while avoiding the excess control overhead caused by the demand fluctuations.

Suppose the integer set is \( \{0, 1, \ldots, P\} \), the following three approaches provide resource allocation schemes, differing in the portion of the resource allocated on a given integer value. If the resource demand is 0, the entity has no access to the shared resource.

#### 4.3.2.1 Pseudo-Identities

An entity assumes \( p \) pseudo-identities, each defined by the concatenation of the entity identifier and a number from 1 to \( p \). For instance, entity \( i \) with resource demand \( p_i \) is assigned with the following pseudo-identities: \( i \oplus 1, i \oplus 2, \ldots, i \oplus p_i \). Each identity works for the entity as a contender to the shared resource.
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NCR-PI(i, t)

1 /* Initialize each entity k with demand p_k. */
for (k ∈ Mi ∪ {i} and 1 ≤ l ≤ pk)
2 (k ⊕ l).prio = Hash(k ⊕ l ⊕ t) ⊕ k ⊕ l;

/* Resolve leadership. */
3 if (∃ k, l : k ∈ Mi, 1 ≤ l ≤ pk and
4 ∀ m : 1 ≤ m ≤ p_i, (k ⊕ l).prio > (i ⊕ m).prio)
5 i is not the leader;
6 else
7 i is the leader;
/* End of NCR-PI. */

Figure 4.7 specifies NCR with pseudo-identities (NCR-PI) for resolving contentions among contenders with different resource demands.

The portion of the resource available to an entity i in NCR-PI according to its resource demand is as follows:

\[ q_i = \frac{p_i}{\sum_{k∈M_i∪\{i\}} p_k}. \]  

(4.3)

4.3.2.2 Root Operation

Assuming enough computing power for floating point operations at each node, we can use the root operator to achieve the same proportional allocation of the resource among the contenders as in NCR-PI.

Given that the upper bound of function Hash in Equation (4.1) is M, substituting line 2 in Figure 4.6 with the following formula generates a new algorithm, which provides the same resource allocation characteristic as shown in Equation (4.3).

\[ k.prio = \left(\frac{\text{Hash}(k ⊕ t)}{M}\right)^{\frac{1}{M}}. \]  

(4.4)

4.3.2.3 Multiplication

Simpler operations, such as multiplication in the priority computation, can provide non-linear resource allocation according to the resource demands. Substituting line 2 in Figure 4.6, Equation (4.5) offers another way of computing the priorities for entities.

\[ k.prio = (\text{Hash}(k ⊕ t) · p_k) ⊕ k. \]  

(4.5)

According to Equation (4.5), the priorities corresponding to different demands are mapped onto different ranges, and entities with smaller demand values are less competitive against those with larger demand values in the contentions, thus creating greater difference in resource allocations than the linear allocation schemes provided by Equation (4.3) and Equation (4.4). For example, among a group of entities, \( a, b, \) and \( c \), suppose \( p_a = 1, p_b = 2, p_c = 3, \) and \( P = 3 \). Then the resource allocations to \( a, b, \) and \( c \) are statistically \( \frac{1}{3} · \frac{1}{3} = 0.11, \frac{1}{3} · \frac{1}{3} + \frac{1}{3} · \frac{1}{2} = 0.28, \) and \( \frac{1}{3} · \frac{1}{3} + \frac{1}{3} · \frac{1}{2} + \frac{1}{3} · \frac{1}{1} = 0.61, \) respectively.

For simplicity, the rest of this chapter addresses NCR without dynamic resource allocation.

4.3.3 Performance

4.3.3.1 System Delay

We assume NCR as an access mechanism to a shared resource at a server (an entity), and analyze the average delay experienced by each client in the system according to the M/G/1 queuing model, where
clients arrive at the server according to a Poisson process with rate \( \lambda \) and are served according to the first-come-first-serve (FIFO) discipline. Specifically, we consider the time-division scheme in which the server computes the access schedules by the time-slot boundaries, and the contention context is the time slot. Therefore, the queuing system with NCR as the access mechanism is an M/G/1 queuing system with server vacations, where the server takes a fixed vacation of one time slot when there is no client in the queue at the beginning of each time slot.

The system delay of a client using NCR scheduling algorithm can be easily derived from the extended Pollaczek–Kinchin formula, which computes the service waiting time in an M/G/1 queuing system with server vacations [2]

\[ W = \frac{\lambda X^2}{2(1 - \lambda X)} + \frac{V^2}{2V}, \]

where \( X \) is the service time, and \( V \) is the vacation period of the server.

According to the NCR algorithm, the service time \( X \) of a head-of-line client is a discrete random variable, governed by a geometric distribution with parameter \( q \), where \( q \) is the probability of the server accessing the shared resource in a time slot, as given by Equation (4.2). Therefore, the probability distribution function of service time \( X \) is

\[ P\{X = k\} = (1 - q)^{k-1}q, \]

where \( k \geq 1 \). Therefore, the mean and second moments of random variable \( X \) are:

\[ \overline{X} = \frac{1}{q}, \quad \overline{X^2} = \frac{2 - q}{q}. \]

Because \( V \) is a fixed parameter, it is obvious that \( V = V^2 = 1 \). Therefore, the average waiting period in the queue is:

\[ W = \frac{\lambda(2 - q)}{2q(q - \lambda)} + \frac{1}{2}. \]

Adding the average service time to the queuing delay, we get the overall delay in the system:

\[ T = W + \overline{X} = \frac{2 + q - 2\lambda}{2(q - \lambda)}. \] (4.6)

The probabilities of the server winning a contention context are different, and so are the delays of clients in the queuing system, given different resource access probabilities. To keep the queuing system in a steady state, it is necessary that \( \lambda < q \) as implied by Equation (4.6).

### 4.3.3.2 System Throughput

Because of the collision freedom, NCR guarantees successful service to the clients. Therefore, the throughput of the server (the entity) over the shared resource is the minimum of the client arrival rate and the resource access probability. Considering all contenders for the shared resource, the overall system throughput is the summary of the throughput at individual entities. We have the following system throughput \( S \) combined from each and every entity \( k \) that competes for the shared resource:

\[ S = \sum_k \min(\lambda_k, q_k), \] (4.7)

where \( q_k \) is the probability that \( k \) may access the resource, and \( \lambda_k \) is the client arrival rate at \( k \).
4.4 Channel Access Scheduling for Ad Hoc Networks

In this section, we apply the NCR algorithm to derive four channel access protocols in ad hoc networks with omnidirectional antennas.

4.4.1 Modeling of Network and Contention

We assume that each node is assigned a unique identifier, and is mounted with an omnidirectional radio transceiver that is capable of communicating using direct sequence spread spectrum (DSSS) on a pool of well-chosen spreading codes. The radio of each node only works in half-duplex mode, that is, either transmit or receive data packet at a time, but not both.

In multihop wireless networks, signal collisions may be avoided if the received radio signals are spread over different codes or scattered onto different frequency bands. Because the same codes on certain different frequency bands can be equivalently considered to be on different codes, we only consider channel access based on a code division multiple access scheme.

Time is synchronized at each node, and nodes access the channel based on slotted time boundaries. Each time slot is long enough to transmit a complete data packet, and is numbered relative to a consensus starting point. Although global time synchronization is desirable, only limited-scope synchronization is necessary for scheduling conflict-free channel access in multihop ad hoc networks, as long as the consecutive transmissions in any part of the network do not overlap across time slot boundaries. Time synchronization has to depend on physical layer timing and labeling for accuracy, and is outside the scope of this chapter.

The topology of a packet radio network is represented by a graph $G = (V, E)$, where $V$ is the set of network nodes, and $E$ is the set of links between nodes. The existence of a link $(u, v) \in E$ implies that $(v, u) \in E$, and that node $u$ and $v$ are within the transmission range of each other, so that they can exchange packets via the wireless channel. In this case, node $u$ and $v$ are called one-hop neighbors to each other. The set of one-hop neighbors of a node $i$ is denoted as $N^1_i$. Two nodes are called two-hop neighbors to each other if they are not adjacent, but have at least one common one-hop neighbor. The neighbor information of node $i$ refers to the union of the one-hop neighbors of node $i$ itself and the one-hop neighbors of $i$’s one-hop neighbors, which equals

$$N^1_i \cup \left( \bigcup_{j \in N^1_i} N^1_j \right).$$
In multihop wireless networks, a single radio channel is spatially reused at different parts of the network. Hidden-terminal problem is the main cause of interference and collision in ad hoc networks, and involves nodes within at most two hops. To ensure conflict-free transmissions, it is sufficient for nodes within two hops to not transmit on the same time, code, and frequency coordinates. Therefore, the topology information within two hops provides the contender information required by the NCR algorithm. When describing the operation of the channel access protocols, we assume that each node already knows its neighbor information within two hops. Bao and Garcia-Luna-Aceves described a neighbor protocol for acquiring this information in mobile ad hoc networks [1].

4.4.2 Code Assignment

We assume that the physical layer is capable of DSSS transmission technique. In DSSS, the code assignments are categorized into transmitter-oriented, receiver-oriented, or per-link-oriented schemes, which are also referred to as TOCA, ROCA, and POCA, respectively (e.g., [11,17]). The four channel access protocols described in this chapter adopt different code assignment schemes, thus providing different features.

We assume that a pool of well-chosen orthogonal pseudo-noise codes, \( C_{pn} = \{ c_k \mid k = 0, 1, \ldots \} \), is available in the signal spreading function. The spreading code assigned to node \( i \) is denoted by \( i.c\). During each time slot \( t \), a new spreading code is assigned to node \( i \) derived from the priority of node \( i \), using Equation (4.8).

\[
i.c = c_k, \quad k = i.p\mod |C_{pn}|.
\] (4.8)

Table 4.1 summarizes the notation used in the chapter to describe the channel access protocols.

4.4.3 Node Activation Multiple Access (NAMA)

The NAMA protocol requires that the transmission from a node is received by the one-hop neighbors of the node without collisions. That is, when a node is activated for channel access, the neighbors within two hops of the node should not transmit. Therefore, the contender set \( M_i \) of node \( i \) is the one-hop and two-hop neighbors of node \( i \), which is \( N^1_i \cup (\bigcup_{j \in N^1_j} N^1_j) - \{i\} \).

Figure 4.9 specifies NAMA. Because only node \( i \) is able to transmit within its two-hop neighborhood when node \( i \) is activated, data transmissions from node \( i \) can be successfully received by all of its one-hop neighbor. Therefore, NAMA is capable of collision-free broadcast, and does not necessarily require code-division channelization for data transmissions.

Figure 4.10 provides an example of how NAMA operates in a multihop network. In the figure, the lines between nodes indicate the one-hop relationship, the dotted circles indicate the effective transmission ranges from nodes, and the node priorities in the current time slot are given beside each node. According

| \( i.p\) | The priority of node \( i \) |
| \((u,v).p\) | The priority of link \((u,v)\) |
| \( i.c\) | The code assigned to node \( i \) for either reception or transmission |
| \( i.state\) | The activation state of node \( i \) for either reception or transmission |
| \( Tx\) | Transmission state |
| \( Rx\) | Reception state |
| \( i.in\) | The sender to node \( i \) |
| \( i.out\) | The receiver set of node \( i \) |
| \( i.Q(i.out)\) | The packet queues for the eligible receivers in \( i.out \) |
| \( N^1_i\) | The set of one-hop neighbors assigned with code \( c \) at node \( i \) |

[statement] A more complex and yet easy-to-implement operation than an atomic statement, such as a function call
Distributed Channel Access Scheduling for Ad Hoc Networks

4.4.4 Link Activation Multiple Access (LAMA)

In LAMA, the code assignment for data transmission is receiver-oriented, which is suitable for unicasting using a link-activation scheme. The purpose of LAMA is to determine which node is eligible to transmit, and find out which outgoing link from the node can be activated in the current time slot.

Figure 4.11 specifies LAMA for activating a link from node $i$ in time slot $t$. Node $i$ first initializes the priorities and code assignments of nodes within two hops (lines 1–5), and determines its eligibility to transmit (line 6). If eligible, node $i$ examines each reception code $c$ assigned to its one-hop neighbors, and decides whether node $i$ can activate links to the one-hop neighbor subset $N_i^c$, in which all nodes are assigned code $c$ (lines 9–12). Here, the set of contenders to node $i$ is $N_i^c$ and one-hop neighbors of nodes in $N_i^c$, excluding node $i$ (line 10). Then node $i$ selects and transmits the earliest packet to one of the receivers in $i$.out (lines 14–15 according to FIFO). If node $i$ is not able to transmit, it listens on the code assigned to itself (lines 17–20).

Figure 4.12 illustrates a contention situation at node $i$ in a time slot. The topology is represented by a undirected graph. The number beside each node represents the current priority of the node. Node $j$
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Figure 4.9 NAMA specification.

Figure 4.10 An example of NAMA operation.

to NAMA, there are three nodes $A$, $G$, and $E$ able to transmit because their priorities are the highest in their respective two-hop neighborhood.
LAMA\((i, t)\)

\[
\begin{align*}
&\text{/* Initialize */} \\
&\text{for } (k \in N_1^i \cup (\bigcup_{j \in N_1^i} N_j^i)) \\
&k.\text{prio} = \text{Hash}(k \oplus t) \oplus k; \\
n = k.\text{prio mod}\ |G_m|; \\
k.\text{code} = c_n; \\
&\}
\end{align*}
\]

\[
\begin{align*}
&\text{/* Resolve nodal state */} \\
&\text{if } (\forall k \in N_1^i, i.\text{prio} > k.\text{prio}) \\
&i.\text{state} = \text{Tx}; \\
i.\text{out} = \emptyset; \\
&\text{for } (c : \exists k \in N_1^i, c \equiv k.\text{code}) \\
&M_i = N_1^i \cup (\bigcup_{j \in N_c^i} N_j^i) - \{i\}; \\
&\text{if } (\forall j \in M_i, i.\text{prio} > j.\text{prio}) \\
i.\text{out} = i.\text{out} \cup N_c^i; \\
&\}
\end{align*}
\]

\[
\begin{align*}
&\text{if } (\exists k : k \in i.\text{out} \text{ and } \\
&\text{k has the earliest packet in } i.Q(i.\text{out})) \\
&\text{Transmit the packet in } i.Q(\{k\}) \text{ on } k.\text{code}; \\
&\}
\end{align*}
\]

\[
\begin{align*}
&\text{else} \\
i.\text{state} = \text{Rx}; \\
&\text{Listen to transmissions on } i.\text{code}; \\
&\}
\end{align*}
\]

\[
\text{/* End of LAMA */}
\]

**FIGURE 4.11** LAMA specification.

**FIGURE 4.12** An example of LAMA operation.

and \(k\) happen to have the same code \(x\). To determine if node \(i\) can activate links on code \(x\), we compare priorities of nodes according to LAMA. Node \(i\) has the highest priority within one-hop neighbors, and higher priority than node \(j\) and \(k\) as well as their one-hop neighbors. Therefore, node \(i\) can activate either \((i, j)\) or \((i, k)\) in the current time slot \(t\) depending on the back-logged data flows at node \(i\). In addition, node \(e\) may activate link \((e, d)\) if node \(d\) is assigned a code other than code \(x\).
4.4.5 Pairwise-Link Activation Multiple Access (PAMA)

The PAMA, is different from NAMA and LAMA in that the link priorities are used in the contention resolution for channel access, instead of the node priorities. The priority of link \((u, v)\) is computed according to Equation (4.9), which is an adaptation of Equation (4.1).

\[
(u, v).\text{prio} = \text{Hash}(u \oplus v \oplus t) \oplus u \oplus v. \tag{4.9}
\]

Based on the priorities of the incident links to a node, PAMA chooses the link with the highest priority for reception or transmission at the node. Hence, the set of contenders of a link includes all other links incident to the endpoints of the link.

PAMA uses POCA code assignment scheme, in which a code is assigned per sender–receiver pair. However, because a node can activate only one incident link for either transmission or reception in each time slot, the POCA is equivalent to the transmitter-oriented (TOCA) scheme.

Figure 4.13 specifies PAMA. Lines 1–5 assign codes to the nodes in the two-hop neighborhood of node \(i\). Then the priorities of the incident links at node \(i\) and its one-hop neighbors are computed (lines 7–10). The link with the highest priority at each node is marked for active incoming link (lines 13–16) or active outgoing link (lines 17–20). If node \(i\) has an active outgoing link, which is also an active incoming link at the receiver (line 21), node \(i\) further examines the hidden terminal problem at other nodes (lines 23–26). If node \(i\) can still transmit, it selects the packet for the active outgoing link and transmits on \(i.\text{code}\) (lines 28–29). Otherwise, node \(i\) listens on the code assigned to the active incoming link (lines 31–34).

Figure 4.14 illustrates a simple example network, in which a collision happens at node \(b\) when link \((a, b)\) and \((c, d)\) are activated using the same code \(k\). However, node \(c\) is able to know the possible collision and deactivate link \((c, d)\) for the current time slot using PAMA lines 23–26 in Figure 4.13.

```
PAMA(i, t) {
    /* Initialize. */
    for \((k \in N_i^1 \cup \{j\})\) {
        k.prio = Hash(k \oplus i \oplus k);
        n = k.prio mod |C_prio|;
        k.code = r_n;
    }
    /* Link priorities. */
    for \((j \in N_i^1)\) {
        (j, k).prio = Hash(j \oplus k \oplus j);
    }
    k.in = -1;
    k.out = 0;
    /* Active incoming or outgoing link. */
    if \((\exists j) \forall u \in N_i^1, ((j, k).prio > (u, k).prio \text{ and } u \neq j) \text{ and } (j, k).prio > (u, j).prio)\)
        k.in = j;
    else if \((\exists j) \forall u \in N_i^1, ((j, k).prio > (u, k).prio | u \neq j) \text{ and } k.out = (j);\)
    /* Nodal states. */
    if \((i.out \equiv (j) \text{ and } k.in \equiv (i)\) {
        i.state = Tx;
    } /* Hidden terminal avoidance. */
    if \((\exists u \in N_i^1 - \{k\}, u.in \equiv v, v \neq i \text{ and } i.code \equiv v.code \text{ and } (v \in N_i^1 \text{ and } u \in v.out) \text{ or } (v \notin N_i^1)))\)
        i.out = \emptyset;
    if \((\{ \text{ There is a packet in } i.\text{Q (i.out) } \}) \)
        [ Transmit the packet on i.code ];
    else if \((i.in \equiv k)\) {
        i.state = Rx;
    } [ Listen to transmissions on i.code ];
} /* End of PAMA. */
```

FIGURE 4.13 PAMA specification.
4.4.6 Hybrid Activation Multiple Access (HAMA)

Unlike previous channel access scheduling protocols that activate either nodes or links only, HAMA, is a node-activation channel access protocol that is capable of broadcast transmissions, while also maximizing the chance of link activations for unicast transmissions. The code assignment in HAMA is the TOCA scheme.

In each time slot, a node derives its state by comparing its own priority with the priorities of its neighbors. We require that only nodes with higher priorities transmit to those with lower priorities. Accordingly, HAMA defines the following node states:

- **(R) Receiver**: The node has an intermediate priority among its one-hop neighbors.
- **(D) Drain**: The node has the lowest priority among its one-hop neighbors, and can only receive a packet in the time slot.
- **(BT) Broadcast Transmitter**: The node has the highest priority within its two-hop neighborhood, and can broadcast to its one-hop neighbors.
- **(UT) Unicast Transmitter**: The node has the highest priority among its one-hop neighbors, instead of two-hop. Therefore, the node can only transmit to a selected subset of its one-hop neighbors.
- **(DT) Drain Transmitter**: The node has the highest priority among the one-hop neighbors of a Drain neighbor.
- **(Y) Yield**: The node could have been in either UT- or DT-state, but chooses to abandon channel access because its transmission may incur unwanted collisions due to potential hidden sources from its two-hop neighbors.

Figure 4.15 specifies HAMA. Lines 1–8 compute the priorities and code assignments of the nodes within the two-hop neighborhood of node i using Equation (4.1) and Equation (4.8), respectively. Depending on the one-hop neighbor information of node i and node \( j \in N_1^i \), node i classifies the status of node j and itself into receiver (R or D) or transmitter (UT) state (lines 9–14).

If node i happens to be a UT, then i further checks whether it can broadcast by comparing its priority with those of its two-hop neighbors (lines 15–17). If node i is a Receiver (R), it checks whether it has a neighbor j in Drain state (D) to which it can transmit, instead (lines 18–21). If yes, before node i becomes the drain transmitter (DT), it needs to make sure that it is not receiving from any one-hop neighbor (lines 22–25).

After that, node i decides its receiver set if it is in transmitter state (BT, UT or DT), or its sources if in receiver state (R or D). A receiver i always listens to its one-hop neighbor with the highest priority by tuning its reception code into that neighbor’s transmission code (lines 26–42). If a transmitter i unicasts (UT or DT), the hidden terminal problem should be avoided, in which case node i’s one-hop receiver may be receiving from two transmitters on the same code (lines 43–45).

Finally, node i in transmission state may send the earliest arrived packet (FIFO) to its receiver set i.out, or listens if it is a receiver (lines 46–58). In case of the broadcast state (BT), i may choose to send a unicast packet if broadcast buffer is empty.

Figure 4.16 provides an example of how HAMA operates in a multihop network during a time slot. In the figure, the priorities are noted beside each node. Node A has the highest priority among its two-hop neighbors, and becomes a broadcast BT. Nodes F, G and H are receivers in the drain state, because they...
have the lowest priorities among their one-hop neighbors. Nodes C and E become transmitters to drains, because they have the highest priorities around their respective drains. Nodes B and D stay in receiver state because of their low priorities. Notice that in this example, only node A would be activated in NAMA, because node C would defer to node A, and node E would defer to node C. This illustrates that HAMA can provide better channel access opportunities over NAMA, although NAMA does not require code-division channelization.

In contrast to NAMA, HAMA provides similar broadcasting capability, in addition to the extra opportunities for sending unicast traffic with only a little more processing required on the neighbor information.
4.5 Throughput Analysis in Ad Hoc Networks

In a fully connected network, it comes natural that the channel bandwidth is evenly shared among all nodes using any of the above channel access protocols, because the priorities of nodes or links are uniformly distributed. However, in an ad hoc network model where nodes are randomly placed over an infinite plane, bandwidth allocation to a node is more generic, and much more complex. We first analyze the accurate channel access probabilities of HAMA and NAMA, then the upper bound of the channel access probability of PAMA and LAMA in this model. Using the results in References 27 and 26, the throughput of NAMA and HAMA is compared with that of ideal CSMA and CSMA/CA.

For simplicity, we assumed that infinitely many codes are available such that hidden terminal collision on the same code was not considered.

4.5.1 Geometric Modeling

Similar to the network modeling in References 27 and 26, the network topology is generated by randomly placing many nodes on an infinitely large two-dimensional area independently and uniformly, where the node density is denoted by $\rho$. The probability of having $k$ nodes in an area of size $S$ follows a Poisson distribution:

$$p(k, S) = \frac{(\rho S)^k}{k!} e^{-\rho S}.$$  

The mean of the number of nodes in the area of size $S$ is $\rho S$.

Based on this modeling, the channel access contention of each node, is related with node density $\rho$ and node transmission range $r$. Let $N_1$ be the average number of one-hop neighbors covered by the circular area under the radio transmission range of a node, we have $N_1 = \rho \pi r^2$.

Let $N_2$ be the average number of neighbors within two hops. As shown in Figure 4.17, two nodes become two-hop neighbors only if there is at least one common neighbor in the shaded area. The average number of nodes in the shaded area is:

$$B(t) = 2\rho r^2 a(t),$$

where

$$a(t) = \arccos \left( \frac{t}{2} - \frac{t}{2\sqrt{1 - \left( \frac{t}{2} \right)^2}} \right).$$  \hspace{1cm} (4.10)
Thus, the probability of having at least one node in the shaded area is $1 - e^{-B(t)}$. Adding up all nodes covered by the ring $(r, 2r)$ around the node, multiplied by the corresponding probability of becoming two-hop neighbors, the average number of two-hop neighbors of a node is:

$$n_2 = \rho \pi r^2 \int_1^2 2t(1 - e^{-B(t)})dt.$$ 

Because the number of one-hop neighbors is $N_1 = \rho \pi r^2$, adding the average number of one-hop and two-hop neighbors, we obtain the number of neighbors within two hops as:

$$N_2 = N_1 + n_2 = N_1 \left(1 + \int_1^2 2t(1 - e^{-B(t)})dt\right).$$

For convenience, symbols $T(N)$, $U(N)$, and $W(N)$ are introduced to denote three probabilities when the average number of contenders is $N$.

$T(N)$ denotes the probability of a node winning among its contenders. Because the number of contenders follows Poisson distribution with mean $N$, and that all nodes have equal chances of winning, the probability $T(N)$ is the average over all possible numbers of the contenders using Equation (4.2):

$$T(N) = \sum_{k=1}^{\infty} \frac{1}{k+1} \frac{N^k}{k!} e^{-N} = e^N - 1 - \frac{1}{N} (1 - e^{-N}).$$

Note that $k$ starts from 1 in the expression for $T(N)$, because a node with no contenders does not win at all. $U(N)$ is the probability that a node has at least one contender, which is simply

$$U(N) = 1 - e^{-N}.$$ 

$W(N)$ is introduced to denote

$$W(N) = U(N) - T(N) = 1 - \frac{1}{N} (1 - e^{-N}).$$

### 4.5.2 Throughput Analysis for NAMA

Because $N_2$ denotes the average number of two-hop neighbors, which is the number of contenders for each node in NAMA, it follows that the probability that the node broadcasts is $T(N_2)$. Therefore, the channel access probability of a node in NAMA is

$$\eta_{NAMA} = T(N_2).$$

### 4.5.3 Throughput Analysis for HAMA

The HAMA includes the node activation cases in NAMA in the BT. In addition, HAMA provides two more states for a node to transmit in the unicast mode (UT and DT). Overall, if node $i$ transmits in the unicast state (UT and DT), node $i$ must have at least one neighbor $j$, of which the probability is

$$p_u = U(N_1).$$

In addition, the chances of unicast transmissions in either the UT or the DT states depend on three factors: (a) the number of one-hop neighbors of the source, (b) the number of one-hop neighbors of the destination, and (c) the distance between the source and destination.
First, we consider the probability of unicast transmissions from node $i$ to node $j$ in the UT state, in which case, node $i$ contend with nodes residing in the combined one-hop coverage of nodes $i$ and $j$, as illustrated in Figure 4.18. Given that the transmission range is $r$ and the distance between nodes $i$ and $j$ is $tr (0 < t < 1)$, we denote the number of nodes within the combined coverage by $k_1$ excluding nodes $i$ and $j$, of which the average is

$$S(t) = 2\rho r^2 \left[ \pi - a(t) \right].$$

$a(t)$ is defined in Equation (4.10). Therefore, the probability of node $i$ winning in the combined one-hop coverage is:

$$p_1 = \sum_{k_1=0}^{\infty} \frac{1}{k_1 + 2} \frac{S(t)^{k_1}}{k_1!} e^{-S(t)} = \frac{W(S(t))}{S(t)}.$$ 

Furthermore, because node $i$ cannot broadcast when it enters the UT state, there has to be at least one two-hop neighbor with higher priority than node $i$ outside the combined one-hop coverage in Figure 4.18. Denote the number of nodes outside the coverage by $k_2$, of which the average is $N_2 - S(t)$. The probability of node $i$ losing outside the combined coverage is thus:

$$p_2 = \sum_{k_2=1}^{\infty} \frac{[N_2 - S(t)]^{k_2}}{k_2!} e^{-(N_2 - S(t))} \frac{k_2}{k_2 + 1} = W(N_2 - S(t)).$$

In all, the probability of node $i$ transmitting in the UT state is:

$$p_3 = p_1 \cdot p_2 = \frac{W(N_2 - S(t)) W(S(t))}{S(t)}.$$ 

The probability density function (PDF) of node $j$ at position $t$ is $p(t) = 2t$. Therefore, integrating $p_3$ on $t$ over the range (0, 1) with PDF $p(t) = 2t$ gives the average probability of node $i$ becoming a transmitter in the UT state:

$$p_{UT} = \int_0^1 p_3 2t dt = \int_0^1 2t \frac{W(N_2 - S(t)) W(S(t))}{S(t)} dt.$$
Second, we consider the probability of unicast transmissions from node \(i\) to node \(j\) in the DT state. We denote the number of one-hop neighbors of node \(j\) by \(k_3\), excluding nodes \(i\) and \(j\), of which the average is \(N_1\). Then, node \(j\) requires the lowest priority among its \(k_3\) neighbors to be a drain, and node \(i\) requires the highest priority to transmit to node \(j\), of which the average probability over all possible values of \(k_3\) is:

\[
p_4 = \sum_{k_3=0}^{\infty} \frac{N_1^{k_3}}{k_3!} e^{-N_1} \frac{1}{k_3 + 2} \frac{1}{k_3 + 1} = \frac{T(N_1)}{N_1}.
\]

In addition, node \(i\) has to lose to nodes residing in the side lobe, marked by \(A(t)\) in Figure 4.18. Otherwise, node \(i\) would enter the UT state. Denote the number of nodes in the side lobe by \(k_4\), of which the average is

\[
A(t) = 2\rho r^2 \left[ \frac{\pi}{2} - a(t) \right].
\]

The probability of node \(i\) losing in the side lobe is thus

\[
p_5 = \sum_{k_4=1}^{\infty} \frac{A(t)^{k_4}}{k_4!} e^{-A(t)} \frac{k_4}{k_4 + 1} = W(A(t)).
\]

In all, the probability of node \(i\) entering the DT state for transmission to node \(j\) is the product of \(p_4\) and \(p_5\):

\[
p_6 = p_4 \cdot p_5 = \frac{T(N_1)}{N_1} W(A(t)).
\]

Using the PDF \(p(t) = 2t\) for node \(j\) at position \(t\), the integration of the above result over range \((0, 1)\) gives the average probability of node \(i\) entering the DT state, denoted by \(p_{DT}\):

\[
p_{DT} = \int_0^1 p_6 dt = \frac{T(N_1)}{N_1} \int_0^1 2t W(A(t)) dt.
\]

In summary, the average channel access probability of a node in the network is the chance of becoming a transmitter in the three mutually exclusive broadcast or unicast states (BT, UT or DT), which is given by

\[
q_{HAMA} = q_{NAMA} + p_u(p_{UT} + p_{DT})
\]

\[
= T(N_2) + U(N_1) \cdot \left( \frac{T(N_1)}{N_1} \int_0^1 2t W(A(t)) dt + \int_0^1 2t \frac{W(N_2 - S(t))}{S(t)} \frac{W(S(t))}{S(t)} dt \right).
\]

The above analysis for HAMA have made four simplifications. First, we assumed that the number of two-hop neighbors also follow Poisson distribution, just like that of one-hop neighbors. Second, we let \(N_2 - S(t) \geq 0\) even though \(N_2\) may be smaller than \(S(t)\) when the transmission range \(r\) is small. Third, only one neighbor \(j\) is considered when making node \(i\) to become a unicast transmitter in the DT or the UT state, although node \(i\) may have multiple chances to do so owning to other one-hop neighbors. The results of the simulation experiments reported in Section 4.6 validate these approximations.
4.5.4 Throughput Analysis for PAMA

In PAMA, a link is activated only if the link has the highest priority among the incident links of the head and the tail of the link. For example, in Figure 4.19, link \((f, g)\) is activated only if it has the highest priority among the links with \(f\) and \(g\) as the heads or tails.

To analyze the channel access probability of a node in PAMA, we simplify the problem by assuming that the one-hop neighbor sets of the one-hop neighbors of a given node are disjoint (i.e., any two-hop neighbor of a node is reachable through a single one-hop neighbor only). Using the simplification, the sizes of the two-hop neighbor sets become identical independent random variables following Poisson distribution with mean \(N_1\), so as to avoid handling the correlation between the sizes of the two-hop neighbor sets.

Suppose that a node \(i\) has \(k_1 \geq 1\) one-hop neighbors. The probability that the node is eligible for transmission is \(k_1/2k_1 = 1/2\) because the node has \(2k_1\) incident links, and \(k_1\) of them are outgoing. Further suppose that link \((i, j)\) out of the \(k_1\) outgoing links has the highest priority, then node \(i\) is able to activate link \((i, j)\) if link \((i, j)\) also has the highest priority among the links incident to node \(j\). Denote the number of one-hop neighbors of node \(j\) by \(k_2\). Then the probability of link \((i, j)\) having the highest priority among the incident links of node \(j\) is a conditional probability, based on the fact that link \((i, j)\) already has the highest priority among the incident links of node \(i\).

We denote the conditional probability of link \((i, j)\) having the highest priority among the incident links of node \(j\) as \(P\{A \mid B\}\), where \(A\) is the event that link \((i, j)\) wins among the \(2k_2\) incident links of node \(j\), and \(B\) is the event that link \((i, j)\) wins among the \(2k_1\) incident links of node \(i\). We have:

\[
P(B) = \frac{1}{2k_1}, \quad P(A \cap B) = \frac{1}{2k_1 + 2k_2},
\]

\[
P(A \mid B) = \frac{P(A \cap B)}{P(B)} = \frac{k_1}{k_1 + k_2}.
\]

Therefore, the condition of node \(i\) being able to transmit is that node \(i\) has an outgoing link \((i, j)\) with the highest priority, of which the probability is \(1/2\), and that link \((i, j)\) has the highest priority among the incident links of node \(j\), of which the probability is \((k_1/k_1 + k_2)\). Considering all possible values of random variables \(k_1\) and \(k_2\), which follow the Poisson distribution, we have:

\[
q_{\text{PAMA}} = \sum_{k_1=1}^{\infty} \frac{N_1^{k_1}}{k_1!} e^{-N_1} \frac{1}{2} \sum_{k_2=0}^{\infty} \frac{N_1^{k_2}}{k_2!} e^{-N_1} \frac{k_1}{k_1 + k_2} = \frac{N_1}{2} (e^{-2N_1} + T(2N_1)). \tag{4.13}
\]

The \(q_{\text{PAMA}}\) is the upper bound of the channel access probability of a node in PAMA, because if we have not assumed that the one-hop neighbor sets of the head and tail of a link are disjoint, the number of
4.5.5 Throughput Analysis for LAMA

In LAMA, a node can activate an outgoing link only if the node has the highest priority among its one-hop neighbors, as well as among its two-hop neighbors reachable through the tail of the outgoing link. For convenience, we make the same assumption as in the analysis of PAMA that the one-hop neighbor sets of the one-hop neighbors of a given node are disjoint.

Similarly, suppose a node $i$ has $k_1$ one-hop neighbors, and the number of the two-hop neighbors reachable through a one-hop neighbor $j$ is $k_2$. The probability of node $i$ winning in its one-hop neighbor set $N_1^i$ is $\frac{1}{k_1 + 1}$. The probability of node $i$ winning in the one-hop neighbor set of node $j$ is $(k_1 + 1)/(k_1 + k_2 + 1)$, which is conditional upon the fact that node $i$ already wins in $N_1^i$, and is derived in the same way as in the PAMA analysis. Because $k_2$ is a random variable following the Poisson distribution,

$$p_7 = \sum_{k_2=0}^{\infty} \frac{N_1^i_{k_2}}{k_2!} e^{-N_1^i} \frac{k_1 + 1}{k_1 + k_2 + 1}$$

is the average conditional probability of node $i$ activating link $(i, j)$. Besides node $j$, node $i$ has other one-hop neighbors. If node $i$ has the highest priority in any one-hop neighbor set of its one-hop neighbors, node $i$ is able to transmit. Therefore, the probability of node $i$ being able to transmit is

$$p_8 = 1 - (1 - p_7)^{k_1}.$$

Because $k_1$ is also a random variable following the Poisson distribution, the channel access probability of node $i$ in LAMA is:

$$p_9 = \sum_{k_1=1}^{\infty} \frac{N_1^{k_1}}{k_1!} e^{-N_1^i} \frac{1}{k_1 + 1} p_8.$$

When $k_1$ increases, $p_8$ edges quickly toward the probability limit 1. Since we are only interested in the upper bound of channel access probability in LAMA, assuming $p_8 = 1$ simplifies the calculation of $p_9$ and provides a less tight upper bound. Let $p_8 = 1$, the upper bound of channel access probability in LAMA is thus:

$$q_{LAMA} = \sum_{k_1=1}^{\infty} \frac{N_1^{k_1}}{k_1!} e^{-N_1^i} \frac{1}{k_1 + 1} = T(N_1^i). \quad (4.14)$$

4.5.6 Comparisons among NAMA, HAMA, PAMA, and LAMA

Assuming a network density of $\rho = 0.0001$, equivalent to placing 100 nodes on a $1000 \times 1000$ square plane, the relation between transmission range and the channel access probability of a node in node activation based NAMA, hybrid activation based HAMA, pairwise link activation based PAMA and link activation based LAMA is shown in Figure 4.20, based on Equation (4.11) to Equation (4.14), respectively.

Because a node barely has any neighbor in a multihop network when the node transmission range is too short, Figure 4.20 shows that the system throughput is close to none at around zero transmission range, but it increases quickly to the peak when the transmission range covers around one neighbor on the average, except for that of PAMA, which is an upper bound. Then network throughput drops when more and more neighbors are contacted and the contention level increases.
Figure 4.21 shows the performance ratio of the channel access probabilities of HAMA, PAMA, and LAMA to that of NAMA. At shorter transmission ranges, HAMA, PAMA, and LAMA perform very similar to NAMA, because nodes are sparsely connected, and node or link activations are similar to broadcasting. When transmission range increases, HAMA, LAMA, and PAMA obtains more and more opportunities to leverage their unicast capability and the relative throughput also increases more than three times that of NAMA. HAMA and LAMA perform very similarly.

4.5.7 Comparisons with CSMA and CSMA/CA

Because the analysis about NAMA and PAMA is more accurate than the analysis of PAMA and LAMA, which simply derives the upper bounds, we only compare the throughput of HAMA and NAMA that of the idealized CSMA and CSMA/CA protocols, which are analyzed in References 27 and 26. We consider only unicast transmissions, because CSMA/CA does not support collision-free broadcast.
Scheduled access protocols are modeled differently from CSMA and CSMA/CA. In time-division scheduled channel access, a time slot can carry a complete data packet, while the time slot for CSMA and CSMA/CA only lasts for the duration of a channel round-trip propagation delay, and multiple time slots are used to transmit a data packet once the channel is successfully acquired. In addition, Wang and Garcia-Luna-Aceves [26] and Wu and Varshney [27] assumed a heavily loaded scenario in which a node always has a data packet during the channel access, which is not true for the throughput analysis of HAMA and NAMA, because using the heavy load approximation would always result in the maximum network capacity according to Equation (4.7).

The probability of channel access at each time slot in CSMA and CSMA/CA is parameterized by the symbol $p'$. For comparison purposes, we assume that every attempt to access the channel in CSMA or CSMA/CA is an indication of a packet arrival at the node. Though the attempt may not succeed in CSMA and CSMA/CA due to packet or RTS/CTS signal collisions in the common channel, and end up dropping the packet, conflict-free scheduling protocols can always deliver the packet if it is offered to the channel. In addition, we assume that no packet arrives during the packet transmission. Accordingly, the traffic load for a node is equivalent to the portion of time for transmissions at the node. Denote the average packet size as $l_{data}$, the traffic load for a node is given by

$$\lambda = \frac{l_{data}}{1/p' + l_{data}} = \frac{p'l_{data}}{1 + p' l_{data}}$$

because the average interval between successive transmissions follows Geometric distribution with parameter $p'$.

The network throughput is measured by the successful data packet transmission rate within the one-hop neighborhood of a node in References 26 and 27, instead of the whole network. Therefore, the comparable network throughput in HAMA and NAMA is the sum of the packet transmissions by each node and all of its one-hop neighbors. We reuse the symbol $N$ in this section to represent the number of one-hop neighbors of a node, which is the same as $N_1$ defined in Section 4.5.1. Because every node is assigned the same load $\lambda$, and has the same channel access probability ($q_{HAMA}$, $q_{NAMA}$), the throughput of HAMA and NAMA becomes

$$S_{HAMA} = N \cdot \min(\lambda, q_{HAMA}).$$

$$S_{NAMA} = N \cdot \min(\lambda, q_{NAMA}).$$

Figure 4.22 compares the throughput attributes of HAMA, NAMA, the idealized CSMA [27], and CSMA/CA [26] with different numbers of one-hop neighbors in two scenarios. The first scenario assumes that data packets last for $l_{data} = 100$ time slots in CSMA and CSMA/CA, and the second assumes a 10-time-slot packet size average.

The network throughput decreases when a node has more contenders in NAMA, CSMA, and CSMA/CA, which is not true for HAMA. In addition, HAMA and NAMA provide higher throughput than CSMA and CSMA/CA, because all transmissions are collision-free even when the network is heavily loaded. In contrast to the critical role of packet size in the throughput of CSMA and CSMA/CA, it is almost irrelevant in that of scheduled approaches, except for shifting the points of reaching the network capacity.

### 4.6 Simulations

The delay and throughput attributes of NAMA, LAMA, PAMA, and HAMA are studied by comparing their performance with UxDMA [22] in two simulation scenarios: fully connected networks with different number of nodes, and multihop networks with different radio transmission ranges.
In the simulations, we use the normalized packets per time slot for both arrival rates and throughput. This metric can be translated into concrete throughput metrics, such as megabits per second (Mbps), if the time slot sizes and the channel bandwidth are instantiated.

Because the channel access protocols based on NCR have different capabilities regarding broadcast and unicast, we only simulate unicast traffic at each node in all protocols. All nodes have the same load, and the destinations of the unicast packets at each node are evenly distributed over all one-hop neighbors.

In addition, the simulations are guided by the following parameters and behavior:

- The network topologies remain static during the simulations to examine the performance of the scheduling algorithms only.
- Signal propagation in the channel follows the free-space model and the effective range of the radio is determined by the power level of the radio. Radiation energy outside the effective transmission range of the radio is considered as a negligible interference to other communications. All radios have the same transmission range.
- Each node has an unlimited buffer for data packets.
- Thirty pseudo-noise codes are available for code assignments, that is, $|C_{pn}| = 30$.
- Packet arrivals are modeled as Poisson arrivals. Only one packet can be transmitted in a time slot.
- The duration of the simulation is 100,000 time slots, long enough to collect the metrics of interests.

We note that assuming static topologies does not favor NCR-based channel access protocols or UxDMA, because the same network topologies are used. Nonetheless, exchanging the full topology information required by UxDMA in a dynamic network would be far more challenging that exchanging the identifiers of nodes within two hops of each node.

Except for HAMA, which schedules both node- and link activations, UxDMA has respective constraint sets for NAMA, LAMA, and PAMA. Table 4.2 gives the corresponding constraint sets for NAMA, LAMA, and PAMA. The meaning of each symbol is illustrated by Figure 4.4.

Simulations were carried out in four configurations in the fully connected scenario: 2-, 5-, 10-, 20-node networks, to manifest the effects of different contention levels. Figure 4.23 shows the maximum throughput of each protocol in fully connected networks. Except for PAMA and UxDMA-PAMA, the maximum throughput of every other protocol is one because their contention resolutions are based on the node priorities, and only one node is activated in each time slot. Because PAMA schedules link activations
TABLE 4.2 Constraint Sets for NCR-Based Protocols

<table>
<thead>
<tr>
<th>Protocol Entity</th>
<th>Constraint set</th>
</tr>
</thead>
<tbody>
<tr>
<td>UxDMA-NAMA Node</td>
<td>{V_0^{tr}, V_1^{tr}}</td>
</tr>
<tr>
<td>UxDMA-LAMA Link</td>
<td>{E_0^{tr}, E_1^{tr}}</td>
</tr>
<tr>
<td>UxDMA-PAMA Link</td>
<td>{E_0^{tr}, E_0^{tt}, E_1^{tr}}</td>
</tr>
</tbody>
</table>

**Figure 4.23** Packet throughput in fully connected networks.

Based on link priorities, multiple links can be activated on different codes in the fully connected networks, and the channel capacity is greater in PAMA than in the other protocols.

**Figure 4.24** shows the average delay of data packets in NAMA, LAMA, and PAMA with their corresponding UxDMA counterparts, and HAMA with regard to different loads on each node in fully connected networks. NAMA, UxDMA-NAMA, LAMA, UxDMA-LAMA, and HAMA have the same delay characteristic, because of the same throughput is achieved in these protocols. PAMA and UxDMA-PAMA can sustain higher loads and have longer “tails” in the delay curves. However, because the number of contenders for each link is more than the number of nodes, the contention level is higher for each link than for each node. Therefore, packets have higher starting delay in PAMA than other NCR-based protocols.

**Figure 4.25** and **Figure 4.26** show the throughput and the average packet delay of NAMA, LAMA, PAMA, HAMA, and UxDMA variations.
4.7 Research Challenges

We have introduced a new approach to the contention resolution problem by using only two-hop neighborhood information to dynamically resolve channel access contentions, therefore eliminating
much of the schedule exchanging overhead in prior collision-free scheduling approaches. Based on this approach and time-division channel access, four protocols were introduced for both node-activation and link-activation channel access scheduling in ad hoc networks. Nonetheless, the several problems remain open for further discussions and improvements:

1. Traffic-adaptive resource allocation: Section 4.3.2 discussed the dynamic resource allocation provisioning in the contention resolution algorithm. However, the protocol that can quickly lead to a resource allocation equilibrium remains an open issue.

2. The priority computation is based on a hash function using the node identity and the time slot number as the randomizing seed. Therefore, the interval of successive node or link activations is a random number, which cannot provide delay guarantee required by some real-time applications. Prolonged delay in channel access may even impact regular best-effort traffic, such as TCP connection management and congestion control. Therefore, the choice of an optimum hashing function remain a challenge.

3. The duration of a time slot is based on the transmission time of a whole packet in TDMA schemes. When a network node does not have traffic to send in its assigned slot, the time slot is wasted in TDMA scheme. A mechanism that conserves the channel bandwidth is needed in such scenarios.

4. The hash function computing the priorities was originally proposed to use a pseudo-random number generator, which is computationally expensive, especially for mobile devices with limited power supply. A more simplified hash function with sufficient random attribute is needed.
FIGURE 4.26 Average packet delays in multihop networks.
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5.1 Introduction

Wireless Local Area Networks (WLAN) and Personal Area Networks (WPAN) have become increasingly important in today's computer and communications industry. In addition to traditional data services, there is also an increasing demand for support of multimedia services such as voice and video. This
demand translates to an ever growing demand for channel bandwidth. The various standard groups are addressing these issues in different ways, for example, using OFDM techniques to achieve 54 Mbps as in IEEE 802.11a [1] and using UWB techniques to achieve hundreds of Mbps as in IEEE 802.15.3a [2].

In current generation wireless networks, the available wireless spectrum is divided into several channels. The number of channels and capacity of each channel depends on the particular technology. For example, the IEEE 802.11b standard specifies 11 channels operating in the 2.4-GHz ISM band with 80 MHz of reusable spectrum. However, each basic wireless network (consisting of an access point and mobile devices communicating through it) uses only a single channel for communication. The multiple channels are used more for spatial coexistence of multiple wireless networks in the same area.

Even though it may be possible to create many channels from the wireless spectrum, the actual number of available channels is quite small. To prevent interference of signals from communication between adjacent channels (cochannel interference), adjacent channels need to be separated by guard bands. To increase the number of channels, this criterion may be relaxed. Even though IEEE 802.11b communication has eleven channels for communication, at any instant a maximum of three channels can be used simultaneously as the channels overlap each other. Due to the small number of channels that are available, each channel has to be shared by many nodes using either a random access method such as Slotted Aloha or by scheduling the channel to the nodes based on user requests. As the number of nodes that access the same wireless medium increases, the amount of bandwidth available to each node drops. This effect is acerbated by the fact that the available bandwidth is scarce to begin with.

In order to improve the per-network capacity, especially as we move to higher operating bandwidths, it is possible to provide multiple transmission channels in a given region. For such a system, the access point and the mobile device should be able to access the different transmission channels. For such a network, an appropriate medium access control (MAC) protocol needs to be specified to share the multiple channels among the network nodes. The objective of this chapter is to present a summary of several MAC protocols proposed for wireless networks with multiple transmission channels [3–17].

5.2 Background

There are two major classes of packet switched wireless networks. In the infrastructure or centralized architecture, there is a specialized node called the base station (BS) or access point (AP) that is responsible for maintaining the network. If the network uses a reservation-scheduling approach or a polling-based approach, the BS performs the scheduling operations. The BS needs to consider several factors like node demand, priorities, and tuning latencies while computing the schedule.

In the distributed architecture, nodes are deployed in an ad hoc manner and a BS cannot be deployed as the nodes move in and out of the network. In such networks, the medium access is resolved in a contention-based manner. One common problem with such networks is the hidden terminal problem where two nodes that are not within range of each other may communicate simultaneously with a third intermediate node resulting in a collision. Several protocols have been used to solve the hidden terminal problem [18–20].

The MAC protocol is a critical component of the network protocol stack and much work has been done in standardizing the MAC protocols for wireless LANs.

In designing MAC protocols for multiple channels, several design choices have to be considered. One of them is the node transceiver architecture and whether tunable or fixed transmitters (or receivers) have to be used. In some protocols, the channel on which a node can receive data is preassigned [6,7]. In such cases it may be sufficient to equip the node with a fixed receiver. But since the node will now have to transmit on the receiving channel of different nodes, it will need a tunable transmitter. This architecture is classified as a tunable transmitter – fixed receiver (TT–FR) architecture. Similarly in a fixed transmitter–tunable receiver (FT–TR) architecture, a node transmits on a preassigned channel but tunes its receiver to the transmitting channel of the sender. Other protocols assign channels to nodes dynamically, based on the traffic load and channel availability [3,4,9]. This approach, tunable transmitter–tunable receiver
(TT–TR) architecture, requires that both the transmitter and the receiver be capable of tuning to any of the available channels. The design choice usually depends on the tuning latency of the components and cost associated with adding tuning capability.

In addition, the protocols vary in the number of transceivers per node. Some protocols require multiple transceivers per node so that they can operate on multiple channels simultaneously [3,4]. On the contrary, other protocols reduce the transceiver requirement by increasing the protocol complexity [9]. Further, it is possible to designate one or more channels as control channels, that are exclusively used for control traffic. Other protocols do not make this differentiation as they allow both control and data traffic on the same channels [9].

Another important design choice is whether medium access is based on contention-free, contention-based, or a combination of both mechanisms. The IEEE 802.1s standard [1] for wireless LANs defines multiple access using both contention-based and contention-free modes. The contention-based mode is based on the Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) mechanism originally defined in [18] and enhanced in Reference 19. The contention-free mode is based on polling by the BS. In Reference 13, an energy-conserving medium access control (EC-MAC) protocol that is based on reservation and scheduling with energy efficiency design considerations is presented.

In the following sections, we first present different contention-based MAC protocols that have been proposed for multichannel wireless networks. We then present scheduling algorithms for contention-free MAC protocols.

## 5.3 Contention-Based Protocols

In contention-based protocols, nodes compete to gain control of the transmission medium for transmission of every packet. This strategy is efficient for lightly loaded systems. But as the system load increases, competing nodes prevent each other from gaining control of the channel and hence data transmission is impaired and packet delay increases.

### 5.3.1 Group Allocation Multihop Multiple Access

The Group Allocation Multihop Multiple Access (GAMMA) [6] is a MAC protocol designed for ad hoc networks with multiple transmission channels. Each node in the network is assigned a unique dedicated channel. The channel may be a unique code, a dedicated frequency, or a time-hopping sequence. Each node’s receiver is permanently tuned to this channel and all transmissions to this node must be sent on this channel. The access to this channel is arbitrated by this node. Each node maintains a list of nodes called the “transmission group” and only nodes in the transmission group can send data to this node. Before a node starts transmission, it has to join the transmission group of the receiver. Once it has joined the transmission group, it can send data collision-free as long as it has data to send. This is done by dividing the transmission channels into cycles and further partitioning each cycle into variable number of slots. There are two types of slots: *contention* and *data* slots. Contention slots are used to transmit control packets like request-to-send (RTS)/clear-to-send (CTS) to gain admission into the transmission group. Once the node gains membership of a group, it is assigned a data slot for transmission.

The number of data slots in a cycle is variable since it depends on the number of stations transmitting to this node at any given instant. Due to this, two nodes may have different data cycle lengths. For these two nodes to exchange RTS/CTS, their contention slots must be aligned. To satisfy this condition, the number of data slots between two consecutive contention slots is fixed at some constant ($q$). The value of $q$ is constant throughout the system and is independent of the cycle length. Figure 5.1 shows the structure of a cycle where the cycle length is four slots and there are five data slots between consecutive contention slots ($q = 4$).

Once the source has a packet to send, it needs to join the transmission group of the destination. It does so by sending a RTS during the next contention slot. The destination responds with a CTS that implies that the source has been added to the transmission group. The RTS and CTS include information about
the respective node’s cycle, for example, number of data slots, unallocated data slots. The source and the destination nodes compare this information to determine which slot to use for data transfer. To maintain synchronization of the assigned data slot over multiple cycles, the two communicating nodes must have the same cycle length. If the cycle length of the two nodes is not same, the node with the shorter cycle length adds additional data slots to its cycle. Before doing so, it also needs to inform its member nodes about the increase in cycle length. The member nodes in turn increase their cycle lengths to stay aligned. Thus a ripple effect is observed where an expanding circle of nodes increase their cycle length.

The allocation of the data slot to a connection depends on the length of the cycle and the position of the unallocated data slots at each node. If the cycle lengths are the same and both nodes have an unallocated data slot that is aligned to each other, the aligned slot is chosen. If the two nodes have different cycle lengths but at least one unallocated slot on the longer cycle is aligned with an unallocated slot on the shorter cycle, then the length of the shorter cycle is increased and the matching slot is chosen for data transfer. This case can be observed in Figure 5.2 where the cycle length of node B is increased from 3 to 4. If none of the unallocated slots on the longer cycle align with an unallocated slot on the shorter cycle, then an additional data slot is added to the longer cycle and the length of the shorter cycle is increased to match that of the longer cycle. The new slot on the longer cycle is chosen for the connection as it is guaranteed to align with one of the new slots in the shorter cycle. Once the source finishes its data transfer, it informs the destination of its intent to leave the group. The destination then removes the source from the transmission group by marking its data slot as being unallocated.

The GAMMA performs similar to CSMA when the network is lightly loaded. But as the load in the network increases, GAMMA behaves like TDMA as it assigns one data slot in each cycle to a requesting node. This work has been extended in References 7 and 8 to describe new receiver-initiated multiple access protocols.
5.3.2 Multichannel CSMA

Nasipuri and Das [3,4] describe a multichannel variation of the basic CSMA/CA protocol described in the IEEE 802.11 standard. Here the channels are not preassigned to each node but are selected dynamically after sensing the carrier. The available bandwidth is divided into $N$ nonoverlapping channels. The channels may be created in the frequency domain (FDMA) or code domain (CDMA). Each node monitors the $N$ channels continuously and marks them as IDLE depending on the received signal strength and its sensing threshold. When a node has data to send, it chooses one of the IDLE channels based on its characteristics. “Soft” channel reservation is employed to reduce the impact of tuning the transmitter by remembering the last used channel for transmission. If the “last_channel” is IDLE, it is used for the current transmission. Else a channel is randomly chosen from the other IDLE channels and used for transmission. If none of the $N$ channels are IDLE, the node waits for the first channel that becomes IDLE. The node then waits for a random backoff period before transmitting on the chosen channel. An implicit assumption made in this protocol is that the receiver can hear data sent on any of the $N$ channels simultaneously. Hence, for this protocol to function correctly, each node would need $N$ receivers and one tunable transmitter. An optional criteria for channel selection is the power sensed on each channel. The channel with the lowest sensed power is chosen based on the assumption that the channel with the lowest signal is used at a point farthest away from the transmitter. This in turn lowers interference by distributing the radio interference equally over all channels.

This protocol also has a newer version [5] where the channel selection is receiver-based. Here, the available bandwidth is divided into one control channel and $N$ data channels. The control channel is used by the nodes for exchanging RTS/CTS control packets to select the channel for data transmission. The channel selection is based on the interference sensed at the receiver. When a node has a packet to transmit, it senses the carriers on all the data channels and compiles a list of channels that are IDLE. It then sends a RTS packet, containing the list of IDLE channels, to the destination on the control channel. If there are no IDLE channels, the node backoff and retransmits the RTS after the backoff interval. Upon reception of the RTS, the destination senses its channels and creates its list of IDLE channels. It compares the two lists, chooses any one of the common channels for data transmission and conveys this information to the source by sending a CTS packet on the control channel. If no common idle channels are available, the destination refrains from sending a CTS. This causes the sender to timeout and retransmit RTS. After receiving the CTS, the sender transmits data packets on the channel indicated in the CTS. All other nodes in the vicinity of the source and destination overhear either RTS or CTS and refrain from sending packets on this channel for the duration of the data transfer.

5.3.3 Collision Avoidance and Resolution Multiple Access for Multichannel Wireless Networks

Collision Avoidance and Resolution Multiple Access for Multichannel Wireless Networks (CARMA-MC) [7] is a receiver initiated multiple access protocol with collision resolution. This protocol also assumes that each node, identified by a unique ID, is assigned a channel that is unique at least within a two-hop neighborhood. A node is permitted to transmit packets on the unique receiving channels of any of its one-hop neighbors. Each node divides its channel into receiving and transmitting periods. The transmission period has a fixed maximum length and the receiving period, also called contention interval, consists of collision resolution steps.

Basic Operation: If a node does not have a data packet to send, it enters the contention interval on its designated channel. If an end of the current contention interval it has data packets to be sent, it then enters the transmitting period and switches to the channel of the intended receiver. If an ready-to-receive (RTR) is heard on the intended receiver’s channel, the node contends for the intended receiver’s channel as a sender. If, on the other hand, the node does not have any data packets, it remains as a receiver and initiates a new contention interval.
The contention interval is initiated by the receiver sending a RTR message on its channel. The RTR message contains an allowed ID-number interval. All nodes, which wish to transmit to this receiver and whose ID falls between the advertised ID interval, contend for the channel by sending an RTS. If the RTS is acceptable, the receiver sends a CTS to the chosen sender. The sender of the RTS waits for one maximum round-trip-time delay plus the time required for the CTS. If the CTS arrives on time, the sender of the RTS acquires the channel and starts data transmission. If the CTS is not received within a specified time interval, a deterministic tree-splitting algorithm is invoked and collisions among RTSs in the same receiving period are resolved. All control packets are exchanged on the receiver’s designated channel. Thus the sender waits on the intended receiver’s channel for the RTRs and CTSs, and transmits RTS and the data packets on the receiver’s channel.

The tree-splitting algorithm [21], used to resolve collisions, is initiated with the first round of RTS collisions. On detecting a collision, the receiver splits the allowed ID interval into two equal components. An RTR message with one of the components is sent out while a backoff counter is set for the second component. This operation is repeated each time there is a collision. The result of the contention resolution can be one of the following three cases:

**Case 1 — Idle:** None of the nodes in the ID interval have to send a RTS. The channel remains idle for one propagation delay and the receiver sends another RTR with the ID interval updated from the second component.

**Case 2 — Success:** Only one node in the ID interval has an RTS to send. The receiver responds with a CTS and data transfer takes place.

**Case 3 — Collision:** There are more than one nodes in the ID interval that have pending RTSs. In this case, the ID interval is split into two new ID intervals and an RTR message with the updated values of the ID interval is sent.

Figure 5.3 shows the operation of the contention resolution algorithm in CARMA-MC. Here “Sender 0” and “Sender 1” want to transmit to the “Receiver.” On receiving an RTR from the receiver, both senders transmit RTS in step 1. These packets collide at the receiver and the collision resolution algorithm is initiated. The allowed ID interval is split and an RTR is sent with the new interval in step 2. None of the nodes fall within the allowed interval (case 1) and hence the channel remains idle. In step 3, an RTR is sent with the second component of the interval list. Both the senders fall within the allowed interval and hence both respond with an RTS (case 3) resulting in a collision. The ID interval is split further and this time only one node responds with RTS (case 2). Thus sender 1 manages to gain control of the channel in step 4 and transmits data to the receiver. Similarly sender 0 transmits in step 5.

### 5.3.4 Multichannel MAC (MMAC) Protocol

Current IEEE 802.11 devices are generally equipped with a single half-duplex transceivers. Although these transceivers can tune to different channels, they can only listen and transmit on one channel at a given...
time. Thus when a host is listening on a particular channel, it cannot listen to communications on any other channel. This problem is described as the **multichannel hidden terminal problem** [9]. This problem can be further explained by the following example. Consider a MMAC protocol that does not consider this problem. For sake of explanation, consider that the protocol uses one channel for control messages and the remaining channels for data traffic. When a node is not transmitting or receiving data, it tunes its receiver to the control channel. When node $X$ has a packet for node $Y$, it sends a RTS on the control channel. Node $Y$ decides which channel to choose and conveys this information to node $X$ by sending a CTS on the control channel. Once this CTS reaches node $X$, both the nodes tune their receivers to the chosen channel for further communication.

Consider the scenario in Figure 5.4 where nodes $X$ and $Y$ have exchanged RTS/CTS and have chosen channel 2 for data communication. Consider a node $Z$ in the vicinity of node $Y$ that was communicating with some other node during this RTS/CTS exchange. Since this node was listening to some other channel, it does not hear the CTS that node $Y$ sent to node $X$ on the control channel. Unaware that node $Y$ is communicating on channel 2, node $Z$ may choose the same channel for initiating communication with some other node. This will result in a collision at node $Y$.

A common solution to avoid this problem is the use of multiple transceivers in each host. MMAC protocol [9] solves the multiple-channel hidden terminal problem by using just a single transceiver. MMAC borrows the idea of Ad hoc Traffic Indication Messages (ATIM) from the power saving mechanism (PSM) of IEEE 802.11. ATIM windows are used by IEEE 802.11 to put nodes into doze mode, where the node consumes much less energy by not sending or receiving packets. MMAC adopts this concept by periodically sending beacons to divide time into beacon intervals. The nodes are synchronized so that their beacon intervals begin at the same time. Each beacon interval starts with an “ATIM window” which is used by the communicating nodes to exchange control information. One of the $N$ data channels is chosen as the default channel and all nodes listen to this channel during the ATIM window of each beacon interval. The control packets are sent during the ATIM window on the default channel only. Thus instead of having a separate channel just for control traffic, MMAC uses one of the data channels for a fraction of the time. This technique is especially useful when the number of available channels is low and allocation of a separate control channel would be wasteful.

In MMAC, each node maintains a data structure called **Preferable Channel List** (PCL) to record the usage of different channels in its neighborhood. Each channel is categorized based on its preference as:

1. **HIGH**: This channel is being used by the node in the current beacon interval. Only one channel can be in this state at a time.
2. **MID**: This channel is not being used by any of the node’s neighbors.
3. **LOW**: This channel is already being used by one or more nodes in this node’s vicinity.
The state of the channel, in the PCL, is changed as follows: All the channels in the PCL are in MID state at the start of each beacon interval. If two nodes choose a channel for communication, that channel is moved to HIGH state. If a node overhears control messages that specify that a particular channel is used by some other node in this node's vicinity, then this node moves the chosen channel to the LOW state.

When node $X$ has packets for node $Y$, it will send an ATIM packet to $Y$ that contains the PCL of $X$. On receiving this information, $Y$ chooses a channel for communication based on the received PCL and its own PCL. The chosen channel information is included in an ATIM–ACK and sent to $X$. If the chosen channel is acceptable to $X$, it sends an ATIM–RES packet to $Y$ to reserve the channel and also to let other nodes in its neighborhood know that the particular channel has been reserved. This information is used by its neighbors to update their PCLs. After the ATIM window, nodes $X$ and $Y$ switch to the chosen channel and start data transfer. On the other hand if the chosen channel is not acceptable to $X$, it will have to wait until the next ATIM window and renegotiate (Figure 5.5). Since node $Z$ also tunes to the default channel during the ATIM window, it hears the control exchange between $X$ and $Y$. So if it receives an ATIM packet from some other node during the ATIM window, it chooses another channel and avoids collision. Random backoff is used to resolve collision of ATIM packets when multiple nodes contend for the control channel.

### 5.4 Scheduling Algorithms for Contention-Free Protocols

In the previous section, contention-based schemes were presented for multiple channel wireless LANs. In this section, we will consider contention-free schemes. There are several contention-free MAC protocols derived from polling and reservation-based mechanisms. In this section, we will use the EC-MAC protocol presented in Reference 13 as the basis for the presented scheduling algorithms [14,15].

The EC-MAC access protocol is defined for an infrastructure network with a single BS serving nodes in its coverage area. The BS organizes the transmission into frames. The frame is divided into multiple phases and contains a fixed number of slots for data transmission. The frame structure for the EC-MAC protocol is presented in Figure 5.6. At the start of each frame, the BS transmits the frame synchronization message (FSM) which contains synchronization information and the uplink transmission order for the subsequent reservation phase. During the request/update phase, each registered node transmits new connection requests and status of established queues according to the transmission order received in the FSM. New nodes that have entered the BSs area register with the BS during the new-user phase. The BS then broadcasts a schedule message that contains the slot permissions for the subsequent data phase.
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FIGURE 5.6  EC-MAC protocol frame structure.

Table 5.1  Notations Used in Algorithm

<table>
<thead>
<tr>
<th>Description</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td>$M$</td>
</tr>
<tr>
<td>Number of channels</td>
<td>$C$</td>
</tr>
<tr>
<td>Maximum value, over all entries, in traffic vector</td>
<td>$K$</td>
</tr>
<tr>
<td>Number of priority queues within a node</td>
<td>$P$</td>
</tr>
<tr>
<td>Tuning time, in slots</td>
<td>$T$</td>
</tr>
<tr>
<td>Optimal schedule length, in slots</td>
<td>$\Phi$</td>
</tr>
<tr>
<td>Schedule length, in slots</td>
<td>$\mathcal{L}$</td>
</tr>
<tr>
<td>Length of each packet, in bits</td>
<td>$L$</td>
</tr>
<tr>
<td>Transmission rate, in Mbps</td>
<td>$S$</td>
</tr>
<tr>
<td>Slot wastage, in slots</td>
<td>$\Omega$</td>
</tr>
</tbody>
</table>

Downlink transmission from the BS to the node is scheduled considering the QoS requirements. Likewise, the uplink slots are allocated using a suitable scheduling algorithm. The original EC-MAC protocol did not consider multiple channels but can be easily adapted by simply modifying the scheduling algorithm. With multiple channels available per cell, the frame synchronization, reservation, and schedule messages are sent over a fixed channel, referred to as the control channel. All nodes tune into this channel during the appropriate phases. During the data phase, the nodes tune their transmitters and receivers to the corresponding channels when it is their "turn" to transmit or receive data. The protocol assumes a time division duplexed (TDD) approach where all the transmission channels are available for either uplink or downlink transmissions at one time.

The goal of the traffic scheduling algorithm is to efficiently share the limited number of available channels amongst the nodes such that the network utilization is maximized, packet delay is minimized, and the available bandwidth is efficiently utilized.

The scheduling algorithms presented include Contiguous Allocation algorithm for Single Priority (CASP) and Non-Contiguous Allocation algorithm for Single Priority (NCASP) described in References 14 and 15; and Contiguous Sorted Sequential Allocation (CSSA), Non-Contiguous Round Robin Allocation (NCRRA), and Non-Contiguous Sequential Round Robin Allocation (NCSRRA) described in Reference 16. These algorithms consider single-priority requests and have been extended to handle multiple priorities as described in the Contiguous Allocation algorithm for Multiple Priorities (CAMP) and Non-Contiguous Allocation algorithm for Multiple Priorities (NCAMP) algorithms [15].
5.4.1 Algorithm Notations and Basics

The notations used in the following sections are summarized in Table 5.1. Let the number of nodes in a given cell be denoted by \( M \) and the number of channels by \( C \). The uplink requests made by the \( M \) nodes to the BS and the downlink traffic from the BS to the \( M \) nodes over the \( C \) channels are represented by a \( M \times 2 \) matrix. This matrix is also referred to as the traffic demand matrix (or the demand matrix). The basic unit of transmission is a slot. Each request can be no larger than \( K \) slots. Column 1 in the demand matrix indicates the slot requests from the \( M \) nodes to the BS (uplink traffic). Column 2 in the demand matrix indicates the slot requests for the \( M \) nodes from the BS. We now need to find a conflict-free assignment of the requests on the \( C \) channels such that the frame length is minimized.

This scheduling problem is similar to one of the basic, well-studied problems of scheduling theory, that of nonpreemptively scheduling \( M \) independent tasks on \( C \) identical, parallel processors. The objective is to minimize the total time required to complete all the tasks. This problem is known to be NP-complete [22] and approximations to this problem such as MULTI-FIT [23] for finding near-optimal schedules have been studied earlier.

Since uplink transmissions and downlink transmissions are separated in time domain, they can be scheduled independent of each other. The rest of this section considers only uplink transmissions with similar results applicable to the downlink.

The data structures used are:

1. Let \( D = (d_i) \) denote the demand vector, and let \( d_i \) denote the request made by node \( i \) where \( 0 \leq d_i \leq K, i = 1, \ldots, M \).
2. Let \( S = (S_i) \) denote the allocation vector, and let \( S_i \) denote the total amount of slots currently allocated to channel \( i \) where \( 0 \leq S_i, i = 1, \ldots, C \).

The following are some of the key definitions used.

**Definition 5.1** The Optimal Schedule Length, \( \Phi = \max(K, (\sum_i d_i / C)) \), where \( K \) is the largest entry in the demand vector.

**Definition 5.2** A channel \( C_k \) is said to overflow if \( S_k > \Phi, k = 1, 2, \ldots, C \).

**Definition 5.3** The channel capacity, \( \hat{\Phi} = (\sum_i d_i / C) + \min_j d_j \).

5.4.2 Contiguous Allocation Algorithm for Single Priorities

The CASP systems maintain an allocation vector \( S \), where \( S_i (i = 1, 2, \ldots, C) \), represents the partial sum of slots currently allocated to channel \( C_i \). For a given request, the scheduling algorithm allocates the requests contiguously (without any splitting of the requests) on the channel, which currently has the least partial sum of allocation. If more than one channel has the same least partial sum, one channel is chosen at random for the next allocation. The algorithm is described as pseudo-code in Figure 5.7.

Consider a system with \( M = 5 \) and \( C = 3 \). Let the given uplink vector be \( D = [5 \ 7 \ 4 \ 9 \ 2] \). The channel assignments are computed as shown in Figure 5.8. Following the algorithm, we calculate the schedule length, \( L = 13 \) slots; slot wastage, \( \Omega = 12 \) slots. The allocation vector \( S \), at the end of the algorithm contains: \( S_1 = 7, S_2 = 7, S_3 = 13 \).

The following are some of the properties of the CASP algorithm:

1. The time complexity of the CASP algorithm is \( O(M \lg C) \).
2. Each channel overflows at most once. That is, \( \forall k, S_k > \Phi \) at most once.
3. An upper bound for the schedule length computed by CASP algorithm is \( \Phi + K \).

The reader is referred to Reference 14 for the proofs. From the properties, it follows that the schedule length will be greater than the optimal value, by a factor of at most \( K / \Phi \). If the standard deviation between the requests is small (all nodes in the system approximately ask for the same number of slot requests — say \( x \)), then the percentage overflow will be \( (x/(Mx/C))\% = C/M \). This implies that if the number of
Algorithm CASP

For \( j = 1, 2, \ldots, C \)
\[ S_j = 0 \]
Endfor

For \( i = 1, 2, \ldots, M \)
find \( k \), such that \( S_k \leq S_l \), \( \forall l = 1, 2, \ldots, C \).
In the event of a tie, choose \( k \) randomly.
Allocate request \( d_i \) on channel \( C_k \)
Update \( S_k = S_k + d_i \)
Endfor
Endfor

Compute \( L = \max_{l=1}^{C} S_l \)
Compute \( \Omega = C \times L - \left( \sum_i d_i \right) \).
End.

FIGURE 5.7 Contiguous allocation single priority (CASP) algorithm.

FIGURE 5.8 Contiguous allocation of the requests based on CASP algorithm.

channels is around 4 or 8 and the number of nodes in the system is around 100, the percentage overflow will be around 10%.

5.4.3 Non-Contiguous Allocation Algorithm for Single Priorities

The NCASP system is very similar to the CASP algorithm except that the CASP algorithm allocates a request in contiguous slots, while NCASP algorithm uses non-contiguous allocations. When allocating a request to a channel, \( C_k \), we compare it against \( \Phi \). If allocating this request will cause \( S_k \) to exceed \( \Phi \) by a certain amount (the overflow), we try to avoid the situation by:

1. Allocating the current request in its entirety.
2. Splitting an earlier assigned request (if it is big enough to yield as much slots as the overflow) in the same channel so that the overflow in the current channel is reduced to zero.
3. If the above is not possible, that is, a single request is not big enough to yield as much slots as the overflow, we need to walk back through the channel allocation and pick multiple relocatable requests, until we get enough slots to eliminate the overflow.
4. Relocating the selected requests to a next channel which will not overflow.
Algorithm NCASP

Calculate $\Phi = \max(K, \sum_i d_i / C)$

For ($j = 1, 2, \ldots, C$)
    $S_j = 0$
Endfor

For ($i = 1, 2, \ldots, M$)
    find $k$, such that $S_k \leq S_i, \forall i = 1, 2, \ldots, C$.
    In the event of a tie, choose $k$ randomly.
    If ($S_k + d_i > \Phi$)
        Compute the split $s$, by breaking an earlier assigned request in channel $C_k$ to get the difference $S_k + d_i - \Phi$.
        Find $l$ such that, $S_l \leq S_i, \forall i = 1, 2, \ldots, C$ and $(t \neq k)$
        Relocate the split request(s), to the next channel $C_l$
        Update $S_k = \Phi$
Endfor

Compute $L = \max_{i=1}^C S_i$
Compute $\Omega = C \times L - (\sum_i d_i)$.

End.

FIGURE 5.9 Non-contiguous allocation single priority (NCASP) algorithm.

The algorithm is described as pseudo-code in Figure 5.9.
Consider a system with $M = 5$ and $C = 3$. Let the given uplink vector be $D = [5\ 7\ 4\ 9\ 2]$. The channel assignments are computed as shown in Figure 5.10. Following the algorithm, we calculate the schedule length, $L = 9$ slots, which is equal to the optimal value, $\Phi = 9$; and slot wastage, $\Omega = 0$ slots. The allocation vector $S$, at the end of the algorithm contains: $S_1 = 9, S_2 = 9, S_3 = 9$.

Compare this to the CASP algorithm allocation where the schedule length, $L = 13$ slots, and slot wastage, $\Omega = 12$ slots.

One of the key requirements of the NCASP algorithm is that subrequests assigned to two different channels do not overlap in time. This is needed because a node cannot tune to two different frequencies at the same time when transmitting or receiving data from the BS. This is the reason for the algorithm to
Algorithm CSSA

For \((j = 1, 2, \ldots, C)\)

\(S_j = 0\)

Endfor

HeapSort the demand vector \(D\) in decreasing order

For \((i = 1, 2, \ldots, M)\)

find \(k\), such that \(S_k \leq S_l\) \(\forall l = 1, 2, \ldots, C\).

In the event of a tie, choose \(k\) randomly.

Allocate request \(d_i\) to channel \(C_k\)

Update \(S_k = S_k + d_i\)

Endfor

Compute \(L = \max \sum_{i=1}^{C} S_i\)

Compute \(\Omega = C \ast L - (\sum_i d_i)\).

End.

FIGURE 5.11  Contiguous sorted sequential allocation (CSSA) algorithm.

relocate an earlier assigned request, instead of splitting the current request and assigning it to a different channel.

The following are some of the properties of the NCASP algorithm:

1. The time complexity of the NCASP algorithm lies between \(O(M \lg C)\) and \(O(M^2 \lg C)\).

2. For a request that has been split across two different channels, the split subrequests do not overlap with time.

The reader is referred to Reference 14 for the proofs.

5.4.4 Contiguous Sorted Sequential Allocation

The CSSA algorithm first sorts the demand vector in decreasing order and then sequentially schedules each demand in order. While scheduling each item in the demand vector, the algorithm will select a channel, \(C_k\), which has the least partial sum of allocation. CSSA has smaller schedule length due to the fact that the demands are considered in decreasing order of length. The algorithm is described as pseudo-code in Figure 5.11.

Consider a system with \(M = 5\) and \(C = 3\). Let the given uplink vector be \(D = [5, 7, 4, 9, 2]\). After sorting the requests, the algorithm schedules the requests in the node ID order: 4, 2, 1, 3, 5. While scheduling station 3, after stations 4, 2, and 1 have been scheduled, the algorithm selects channel 3 because channel 3 is occupied by the least number of slots. The algorithm will similarly schedule station 5 to channel 2. The final channel assignments are computed as shown in Figure 5.12.

The schedule length, \(L = 9\) slots is better than that of CASP algorithm. The slot wastage, \(\Omega = 0\) slots. The allocation vector \(S\), at the end of the algorithm contains: \(S_1 = 9\), \(S_2 = 9\), \(S_3 = 9\).

5.4.5 Non-Contiguous Round Robin Allocation

The NCRRA is a non-contiguous allocation algorithm where the demand vector is not sorted (Figure 5.13). Similar to NCASP, it computes the optimal channel schedule length, \(\Phi = \max(\max_j(d_j), \lceil(\sum_i d_i)/C\rceil)\), for arbitrating scheduling. Each demand is then scheduled in order and sequentially. While scheduling a demand, the channel is chosen in a round robin manner. If the scheduling of a demand causes the channel
Algorithm NCRRA

\[
\text{BeginSearchChannel}\quad BSC = 1 \\
\text{For} \quad (j = 1, 2, \ldots, C) \\
\quad S_j = 0 \\
\text{Endfor} \\
\text{Calculate} \quad \Phi = \max(\max_i(d_i), \lceil(\sum_i d_i)/C \rceil) \\
\text{For} \quad (i = 1, 2, \ldots, M) \\
\quad \text{For} \quad (j = BSC, BSC + 1, \ldots, C) \\
\quad \quad \text{If} \quad d_i \leq \Phi - S_j \\
\quad \quad \quad \text{Allocate request} \quad d_i \text{ to channel} \quad C_j \\
\quad \quad \quad \text{Update} \quad S_j = S_j + d_i \\
\quad \quad \quad \text{Break} \\
\quad \quad \text{If} \quad d_i > \Phi - S_j \\
\quad \quad \quad \text{Allocate request} \quad \Phi - S_j \text{ to channel} \quad C_j \\
\quad \quad \quad d_i = d_i - \Phi - S_j \\
\quad \quad \quad \text{Update} \quad S_j = S_j + \Phi - S_j = \Phi \\
\quad \quad BSC = BSC + 1 \\
\text{Endfor} \\
\text{Endfor} \\
\text{Compute} \quad L = \max_{i=1}^C S_i \\
\text{Compute} \quad \Omega = C \times L - (\sum_i d_i) .
\]

End.

FIGURE 5.13 Non-contiguous round robin allocation (NCRRA) algorithm.

to exceed its optimal allocation, the excess demand is allocated to the next channel. Thus some demands may be split and allocated to separate channels. The complexity of NCRRA is \(O(M)\).

Consider a system with \(M = 5\) and \(C = 3\). Let the given uplink vector be \(D = [ 5 \ 7 \ 4 \ 9 \ 2 ]\). The optimal channel schedule length \(\Phi = \max(9, [27/3]) = 9\). This algorithm allocates the demand of station 1 to channel 1. The demand of station 2 is split such that channel 1 is allocated 4 units and channel 2 is allocated the remaining 3 units. The final channel assignments are computed as shown in Figure 5.14.

The following is an important property of the NCRRA algorithm:

1. For a request that has been split across two different channels, the split subrequests do not overlap in time.
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The proof is available in Reference 16. Note that some channels may not be scheduled completely if \( \max(d_i) > \lceil (\sum_i d_i)/C \rceil \). However if \( \max(d_i) \leq \lceil (\sum_i d_i)/C \rceil \), the slot wastage \( \Omega = 0 \) slots and NCRRA will achieve complete load balancing as all channels are fully scheduled.

5.4.6 Non-Contiguous Sequential Round Robin Allocation

NCSRRA is quite similar to NCRRA except that it sorts the demand vector in a decreasing order and recomputes the optimal channel schedule length after scheduling each demand (Figure 5.15). Once sorted, the algorithm sequentially schedules each demand in order and operates similar to NCRRA. Due to the additional sorting performed by NCSRRA, its complexity is increased to \( O(M \log M + M) \) where the \( M \log M \) component is due to the sorting and \( M \) component is due to the scheduling. NCSRRA offsets the additional complexity by performing better load balancing when \( \max(d_i) > \lceil (\sum_i d_i)/C \rceil \).

Consider a system with \( M = 5 \) and \( C = 3 \). Let the given uplink vector be \( D = [5 \ 7 \ 4 \ 9 \ 2] \). The optimal channel schedule length \( \Phi = \max(9, \lceil (27)/3 \rceil) = 9 \). This algorithm sorts the demands and allocates the demand of station 4 to channel 1 and of stations 2 to channel 2. The demands of station 1 are split over channel 2 and 3. The final channel assignments are computed as shown in Figure 5.16. The schedule length, \( L = 9 \) slots and the slot wastage, \( \Omega = 0 \) slots are comparable to those of NCRRA. The allocation vector \( S \), at the end of the algorithm contains: \( S_1 = 9, S_2 = 9, S_3 = 9 \).

The non-contiguous algorithms have the best scheduling efficiency due to the “splitting mechanism.” NCSRRA has lower complexity than NCASP and NCRRA has the least complexity. But NCRRA does not perform load balancing as good as NCSRRA and NCASP when \( \max(d_i) > \lceil (\sum_i d_i)/C \rceil \). There can be at most \( C - 1 \) demands scheduled non-contiguously in NCRRA and NCSRRA. But NCASP may have \( M \) such demands in the worst case.

The protocols presented in this section so far are summarized in Table 5.2 with respect to their complexity and worst-case non-contiguous splits for a given request. The extension to multiple priorities is presented in the following sections.

5.4.7 Contiguous Allocation Algorithm for Multiple Priorities

The following two protocols introduce the concept of priority amongst packets, which compete for slots in the \( C \) channels. A node may have multiple communication sessions from applications like telnet, ftp, email, Internet Phone, Web Browsing, and Video Conferencing. Each of the applications may have different need and service characteristics. The following two protocols extend the previous scheduling algorithms to accommodate multiple priority sessions of a node sharing the multiple channels. Each session traffic within a node is organized in the order of priority.

The uplink requests made by the \( M \) nodes to the BS and the downlink traffic from the BS to the \( M \) nodes over the \( C \) channels are represented by a \( M \times 2P \) matrix. As before, \( K \) represents the largest value of a request in slots. Columns 1, \ldots, \( P \) in the traffic vector indicate the slot requests from the \( M \) nodes.
Algorithm NCSRRA

BeginSearchChannel $BSC = 1$
For $(j = 1, 2, \ldots, C)$
  $S_j = 0$
Endfor
HeapSort the demand vector $D$ in decreasing order
Calculate $\Phi = \max(\max_i(d_i), (\sum_i d_i)/C)$
For $(i = 1, 2, \ldots, M)$
  For $(j = BSC, BSC + 1, \ldots, C)$
    If $d_i \leq \Phi - S_j$
      Allocate request $d_i$ to channel $C_j$
      Update $S_j = S_j + d_i$
      Break
    If $d_i > \Phi - S_j$
      Allocate request $\Phi - S_j$ to channel $C_j$
      $d_i = d_i - \Phi - S_j$
      Update $S_j = S_j + \Phi - S_j = \Phi$
      $BSC = BSC + 1$
  Endfor
Endfor
If $(\Phi = d_i)$
  /* Dynamically re-compute the optimal schedule length
to guarantee load balancing */
  $\Phi = \max(d_{i+1}, (\sum_{k=i+1}^M d_k)/C)$
Endfor
Compute $L = \max_{l=1}^C S_l$
Compute $\Omega = C \times L - (\sum_i d_i)$.
End.

**FIGURE 5.15** Non-contiguous sequential round robin allocation (NCSRRA) algorithm.

<table>
<thead>
<tr>
<th>Node</th>
<th>Slots</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Node</th>
<th>Slots</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
</tr>
</tbody>
</table>

$L = 9$ slots

**FIGURE 5.16** Non-contiguous sequential round robin (NCSRRA) allocation of the requests on the channels.

to the BS (uplink traffic), where each column represents a priority queue. Columns $P + 1, \ldots, 2P$ in the traffic vector indicates the slot requests for the $M$ nodes from the BS. Thus, we only consider the first $P$ columns of the matrix. We now need to find a conflict-free assignment of the $C$ channels such that the frame length is minimized.
TABLE 5.2  Comparison of the Different Single-Priority Algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity</th>
<th>NNC</th>
</tr>
</thead>
<tbody>
<tr>
<td>CASP</td>
<td>$O(M \log C)$</td>
<td>0</td>
</tr>
<tr>
<td>NCASP</td>
<td>$O(M \log C)$</td>
<td>$M$</td>
</tr>
<tr>
<td>CSSA</td>
<td>$O(M \log M + M \log C)$</td>
<td>0</td>
</tr>
<tr>
<td>NCRRA</td>
<td>$O(M)$</td>
<td>$C - 1$</td>
</tr>
<tr>
<td>NCSRRA</td>
<td>$O(M \log M + M)$</td>
<td>$C - 1$</td>
</tr>
</tbody>
</table>

Here, NNC refers to the number of demands scheduled non-contiguously in the worst case.

This problem is an extension of the problem studied in the previous sections. The notations used in the following sections are explained in Table 5.1.

The data structures used are:

1. Let $D = (d_{ij})$ denote the demand matrix, and let $d_{ij}$ denote the request made by node $i$ for priority $j$ traffic, $0 \leq d_{ij} \leq K, i = 1, \ldots, M$ and $j = 1, \ldots, P$, $P$ represents the number of priorities. The actual value of $P$ depends upon implementation of the priority scheme chosen.

2. Let $S = (S_i)$ denote the allocation vector and let $S_i$ denote the total amount of slots allocated on channel $i$, where $0 \leq S_i, i = 1, \ldots, C$.

The idea behind the scheduling algorithm is to schedule traffic of priority 1 first, followed by that of priority 2, and so on.

The contiguous allocation algorithm for multiple priority systems (CAMP) maintains an allocation vector $S$, where $S_i (i = 1, 2, \ldots, C)$, represents the partial sum of slots currently allocated to channel $C_i$. For a given request, the scheduling algorithm allocates the requests $d_{i1} (i = 1, 2, \ldots, M)$, contiguously (without any splitting of the requests) on the channel which currently has the least partial sum of allocation. If more than one channel has the same least partial sum, one channel is chosen at random for the next allocation. Once this is done, it computes the schedule length, $L$, of the new schedule, initializes $S_i = L$ ($i = 1, 2, \ldots, C$), and then continues by allocating the requests in the next priority queue. This algorithm essentially schedules the requests in different priority queues in separate groups. The algorithm is described as pseudo-code in Figure 5.17. The time complexity of the CAMP algorithm is $O(PM \log C)$ as shown in Reference 14.

Consider a system with $M = 5, C = 3, P = 3$.

Let the given uplink vector be $D = \begin{bmatrix} 5 & 3 & 2 \\ 7 & 8 & 3 \\ 4 & 6 & 2 \\ 9 & 5 & 7 \\ 2 & 5 & 4 \end{bmatrix}$.

The channel assignments are computed as shown in Figure 5.18. Following the algorithm, we calculate the schedule length, $L = 33$ slots; the slot wastage, $\Omega = 27$ slots. The allocation vector, $S$, at the end of the algorithm contains: $S_1 = 33, S_2 = 27, S_3 = 30$.

5.4.8 Non-Contiguous Allocation Algorithm for Multiple Priorities

The NCAMP system has the NCASP algorithm as the basis, and is extended to handle multiple priority queues within a node. Once the requests in a priority queue have been scheduled, the schedule length, $L$, is computed and $S_i$ is initialized to $L$ ($i = 1, 2, \ldots, C$). We then continue by allocating the requests in the
Algorithm CAMP

For \((j = 1, 2, \ldots, C)\)
\[ S_j = 0 \]
Endfor

For \((j = 1, 2, \ldots, P)\)
For \((i = 1, 2, \ldots, M)\)
find \(k\), such that \(S_k \leq S_l, \forall l = 1, 2, \ldots, C\).
In the event of a tie, choose \(k\) randomly.
Allocate request \(d_{ij}\) on channel \(C_k\)
Update \(S_k = S_k + d_{ij}\)
Endfor
Compute \(S_{\text{max}} = \max_{l=1}^{C} S_l\)
For \((j = 1, 2, \ldots, C)\)
\[ S_j = S_k \]
Endfor
Endfor
End.

FIGURE 5.17 Contiguous allocation algorithm for multiple priorities (CAMP).

<table>
<thead>
<tr>
<th></th>
<th>(m1, 5)</th>
<th>(m5, 2)</th>
<th>Wasted</th>
<th>(m1, 3)</th>
<th>(m4, 5)</th>
<th>Wasted</th>
<th>(m1, 2)</th>
<th>(m4, 7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(m2, 7)</td>
<td></td>
<td></td>
<td>(m2, 8)</td>
<td></td>
<td></td>
<td>(m2, 3)</td>
<td></td>
</tr>
<tr>
<td>C-2</td>
<td>(m3, 4)</td>
<td></td>
<td></td>
<td>(m3, 6)</td>
<td></td>
<td></td>
<td>(m3, 2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(m4, 9)</td>
<td></td>
<td>(m5, 5)</td>
<td></td>
<td></td>
<td>(m5, 4)</td>
<td>Wasted</td>
</tr>
<tr>
<td>L = 33 slots</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FIGURE 5.18 Contiguous allocation of the requests on the channels.

next priority queue. The algorithm is described as pseudo-code in Figure 5.19. The time complexity of the NCAMP algorithm is between \(O(PM \log C)\) and \(O(PM^2 \log C)\) as shown in Reference 14.

Consider a system with \(M = 5, C = 3, P = 3\). Let the given uplink vector be the same as in the previous example. The channel assignments are computed as shown in Figure 5.20. Following the algorithm, we calculate the schedule length, \(L = 25\) slots. The slot wastage, \(\Omega = 3\) slots. The allocation vector, \(S\), at the end of the algorithm contains: \(S_1 = 25, S_2 = 25, S_3 = 22\).

Compare this to the CAMP algorithm allocation where the schedule length, \(L = 33\) slots, and slot wastage, \(\Omega = 27\) slots.

In other related work, algorithms that maximize the system throughput subject to fairness and resource constraints [10–12] are presented. We do not discuss these here due to lack of space.

5.5 Conclusions

This chapter presented an overview of multiple access control protocols for multiple channel wireless networks. Simultaneous use of multiple channels increases the available bandwidth of the network and
Algorithm NCAMP

For \( j = 1, 2, \ldots, C \)
\[ S_j = 0 \]
Endfor
Let \( L = 0 \)
For \( j = 1, 2, \ldots, P \)
   For \( i = 1, 2, \ldots, C \)
   \[ S_i = L \]
   Endfor
Calculate \( \Phi = L + \max(K, \sum_i d_{ij}/C) \)
For \( i = 1, 2, \ldots, M \)
   find \( k \), such that \( S_k \leq S_i \), \( \forall i = 1, 2, \ldots, C \).
   In the event of a tie, choose \( k \) randomly.
   If \( (S_k + d_{ij} > \Phi) \)
   Compute the split \( s \), by breaking an earlier assigned request in channel \( C_k \) to get the difference \( S_k + d_{ij} - \Phi \).
   Find \( l \) such that, \( S_l \leq S_t, \forall t = 1, 2, \ldots, C \) and \( t \neq k \)
   Relocate the split request(s), to the next channel \( C_t \)
   Update \( S_k = \Phi \)
Endfor
find \( k \), such that \( S_k \geq S_i \), \( \forall i = 1, 2, \ldots, C \).
Update \( L = S_k \)
Endfor
End.

FIGURE 5.19 Non-contiguous allocation algorithm for multiple priorities (NCAMP).

<table>
<thead>
<tr>
<th></th>
<th>(m1, 5)</th>
<th>(m3, 4)</th>
<th>(m1, 3)</th>
<th>(m4, 5)</th>
<th>(m3, 1)</th>
<th>(m4, 7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C-2</td>
<td>(m2, 7)</td>
<td>(m5, 2)</td>
<td>(m2, 8)</td>
<td>(m3, 1)</td>
<td>(m2, 3)</td>
<td>(m5, 4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C-3</td>
<td>(m4, 9)</td>
<td>(m3, 4)</td>
<td>(m5, 5)</td>
<td>(m3, 2)</td>
<td>(m1, 2)</td>
<td>Wasted</td>
</tr>
</tbody>
</table>

FIGURE 5.20 Non-contiguous allocation of the requests on the channels.

addresses the ever-increasing demand for higher bandwidth. This chapter surveyed some contemporary protocols studied for such systems. The protocols are classified into two categories: (i) contention-based protocols and (ii) contention-free protocols. Contention-based protocols rely on random access carrier sensing techniques whereas the contention-free protocols are based on reservation and scheduling techniques. This chapter also presented various scheduling algorithms for contention-free MAC protocols.
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Multichannel MAC Protocols for Mobile Ad Hoc Networks

6.1 Introduction

A mobile ad hoc network (MANET) [6] is a multihop wireless network of mobile terminals (nodes) that can be established instantly, without requiring any pre-existing fixed network infrastructure. All nodes possess traffic routing and relaying capabilities so that any node can communicate with any other node in the network using multihop packet transmissions over other intermediate nodes. The nodes can be highly mobile and may leave or join the network dynamically. A MANET is therefore designed to dynamically adapt to frequent changes in network topology.

MANETs are typically designed to operate using a random channel access scheme over a common channel. There are many challenging design issues in MANETs that arise due to the characteristics of the wireless medium and the dynamic nature of the network. Medium access is one of the key challenges, which is distinctively different from that in a wired LAN due to the differences in the propagation characteristics, channel capacity, and receiver performance in the two mediums. The medium access control (MAC)
protocol plays the key role in determining the efficiency of channel usage, and therefore, is the primary factor determining the network capacity. Despite a tremendous amount of research on MAC protocols for multihop wireless networks, the network capacity continues to be the primary limitation of these networks. Studies have shown that the end-to-end throughput degrades rapidly as the number of hops increases, which is a major concern in large and dense ad hoc networks.

The IEEE 802.11 MAC is the most popular established standard for wireless LANs that is applied to MANETs [5]. Traditional 802.11 compliant network interfaces use a single DS/SSMA channel and one radio per node. Contention in the channel is avoided using a combination of carrier sensing, random backoffs, and an optional channel reservation scheme using an exchange of control packets. Numerous studies have shown that this design has significant disadvantages under heavy traffic, which is exacerbated in dense networks or under situations requiring a number of concurrent transmissions in the same region. The main factors responsible for such performance degradation are the isotropic nature of signal propagation and the exponential path loss characteristics in the wireless medium. Some of the well-known problems arising out of these are the hidden terminal and exposed terminal problems, which have been investigated thoroughly.

Most of the techniques used to improve the throughput in MANETs incorporate features in the MAC protocol that reduce the hidden and exposed terminal problems. A broader objective is to reduce the effect of multiuser interference, which is the key factor that determines the probability of successful transmission of packets. The use of directional antennas is regarded as one of the viable solutions to achieve this objective, which led to several directional-antenna based MAC protocols for ad hoc networks. Directional antennas can provide benefits by reducing the interference in unwanted directions while providing additional gain in the desired direction of transmission. Hence, it improves the throughput in the network by increasing the spatial reuse of the wireless channel.

An alternate method for improving the throughput in MANETs, which is the focus of this chapter, is the use of multiple orthogonal channels that can be shared by all the nodes in the network. Although MANETs do not have centralized control or base stations that can perform channel allocation, appropriately designed MAC protocols can allow the transmitting nodes to dynamically select distinct channels in the same neighborhood to reduce the possibility of destructive interference or packet collisions in the network. In recent times several multichannel MAC protocols have been proposed with this objective [8,13,14,19,27,30]. These protocols provide significant improvement in the average network throughput in comparison to single channel protocols, even if the same total channel bandwidth is used. In addition, use of multiple channels can provide a simpler way to support quality of service (QoS) in ad hoc networks.

The study of multichannel MAC protocols is also important from the perspective of resource utilization in wireless LANs. Although not used, the physical layer specifications of IEEE 802.11b as well as 802.11a define multiple channels, of which several can be used for orthogonal transmissions. This additional bandwidth is wasted when all transmissions are performed on the same channel. Hence, efficient mechanisms for utilizing multiple channels for improving the throughput in MANETs is an important issue.

In this chapter, we first explain the possible advantages of using multiple channels in random access protocols for MANETs. We also discuss the theoretical issues governing efficient medium access and the shortcomings of the IEEE 802.11 MAC using a single channel. Details of the physical layer specifications that allow the use of multiple orthogonal channels are explained. Finally, a discussion on design aspects of multichannel MAC protocols with dynamic channel selection are presented. We also present some comparative performance results of various existing multichannel MAC protocols vis-à-vis those of a single-channel 802.11 MAC in the same network.

6.2 The Medium Access Problem in Wireless

A key difference between the MAC protocols in wired and wireless LANs is that protocols for wireless networks must take into account the path loss characteristics of the propagating signal. Whereas a transmitted signal in the wired medium is received at all nodes connected to the medium with almost equal
signal strength (albeit after a propagation delay), the same is not true in wireless. In wireless, the signal strength drops exponentially with distance. Hence, for successful packet transmission, transmitters in wireless networks must employ special techniques to ascertain that the strength of the signal as well as the ambient interference level at the receiver is adequate for it to receive the transmitted packet correctly.

### 6.2.1 Basic Concepts

Some of the key concepts for understanding the design issues of MAC protocols in MANETs are briefly described below:

*Frequency reuse:* The average power of a wireless signal varies inversely to the \( n \)th power of the distance, where \( n \) ranges between 2 and 4 [17]. Hence, the same channel can be simultaneously used at two different locations that are sufficiently far apart so that the interference from one to the other is within an acceptable level, a principle known as “frequency reuse”. The acceptable level of interference depends on the receiver properties, such as the minimum signal-to-interference-plus-noise ratio (SINR) required by the receiver to detect the packet correctly. This threshold, which we denote by \( \text{SINR}_{\text{min}} \), depends on the modulation used and the receiver hardware.

*Radio transmission range:* The transmission range is determined by the maximum distance from a transmitter at which the SINR in the absence of any interference is above the minimum receiver threshold \( \text{SINR}_{\text{min}} \). Within the transmission range, a receiver can detect (receive) a transmitted packet correctly as long as the ratio of the received signal power of the packet to the total noise and interference from all other transmissions on the channel (SINR) exceeds \( \text{SINR}_{\text{min}} \). Hence, a receiver located within the radio range of a transmitter node will be unable to receive a packet when the interference level on the channel is high, which is often described by a “busy” carrier state.

*Carrier sensing:* The process of determining whether the channel is busy or idle is termed Clear Channel Assessment (CCA) or carrier sensing. Carrier sensing is performed by comparing the power of the received signal on the channel to a threshold \( T_{\text{CS}} \). Typically \( T_{\text{CS}} \) is chosen such that a receiver can detect a transmitted signal from a distance larger than its radio range. The illustration in Figure 6.1 explains these concepts.

*Packet collision:* If the transmission times of two or more packets transmitted from nodes located within the radio range of the same receiver overlap such that none of the packets can be received correctly, then the packets are termed as collided. Technically, a packet suffers a collision whenever its SINR falls below the \( \text{SINR}_{\text{min}} \) threshold of the receiver. This may happen even if the combined interference from transmissions outside the radio range of the receiver reduces the SINR of the packet to fall below \( \text{SINR}_{\text{min}} \).

![Figure 6.1 Illustration of wireless signal propagation and receiver thresholds.](image-url)
Capture: If two different transmissions are received at the same time and both signals are strong enough to be independently received in the absence of the other, the receiver may still be able to receive one of the signals correctly, typically known as capture. The actual principle of capture depends on the physical layer design issues, such as modulation and receiver structure. A commonly used capture model is known as power-capture, which is the mechanism by which the receiver detects the strongest of several overlapping signals as long as its SINR is greater than a threshold called the capture threshold.

6.2.2 Using CSMA in Wireless

Carrier sense multiple access or CSMA is an effective technique for random channel access in mediums where the propagation characteristics such as path loss and delay are small. Hence, CSMA based protocols in wired networks can achieve high probabilities of successful packet transmission by using a “listen before transmit” principle. In the wired medium, CSMA protocols can also benefit from collision detection, where a sender monitors the channel while it is transmitting and aborts its transmission when it detects a collision, thereby minimizing unnecessary wastage of bandwidth during packet collisions.

In a wireless network, a transmitter cannot truly detect the state of the channel at the receiver by performing CCA, because propagation path losses in wireless make the signal strengths quite different at two different locations. As a result, CSMA-based protocols in wireless networks suffer from the hidden and exposed terminal problems that are illustrated in Figure 6.2.

- The hidden terminal problem: This arises when two nodes that are not within the carrier sensing range of each other (i.e., hidden) try to transmit to the same node, which is within range of both. An illustration is shown in Figure 6.2(a), where nodes A and C are hidden from each other while both are within range of B. Hence, while either A or C is transmitting to B, the other will not be able to detect the transmission and might transmit at the same time, causing a packet collision at B. Because of the isotropic nature of signal propagation in wireless, even if C is transmitting a packet to D, A faces the same problem while transmitting to B.

- The exposed terminal problem: This describes the complimentary situation where a node that is within the range of a transmitting node finds the channel busy and defers its transmission until the channel is perceived to be free, where its concurrent transmission would not have affected either of the receivers. This is illustrated in Figure 6.2(b), where B wanting to transmit to A waits until the detected transmission from C to D is over. However, this waiting period is unnecessary as both transmissions can take place at the same time. This is true when A(D) is sufficiently far from C(D) so that A(D) can correctly receive the packet from B(C) despite the transmission from C(B). The unnecessary waiting caused by the exposed terminal problem leads to inefficient channel utilization.

The above problems are typical examples of situations arising in wireless networks where carrier sensing fails to be effective. An additional issue is that spatial variations of signal strengths makes it impossible for a transmitting node to detect a collision at the corresponding receiver. Usually, wireless networks rely on the use of a MAC layer acknowledgment packet (ACK) returned from a receiver for confirmation of successful transmissions. This introduces an additional transmission overhead over that required in wired networks. In addition, a successful packet transfer depends on correct packet reception at both
ends, that is, the success of the data packet as well as the ACK. These are additional factors that reduce the efficiency of random access protocols in wireless.

6.2.3 The IEEE 802.11 MAC

The IEEE 802.11 [5] is an international standard of physical and MAC layer specifications for wireless LANs that addresses the issues presented in the previous section. It defines three physical layers of which two are based on radio transmission on the 2.4 GHz unlicensed ISM radio band: one using direct sequence (DS), and the other using frequency hopped (FH) spread spectrum. The third physical layer uses infrared signals. 802.11 supports mandatory support for 1 Mb/sec data rate with optional support for 2 Mb/sec in wireless LANs. Subsequent extensions of this standard, 802.11b and 802.11a, can support data rates of 11 and 54 Mb/sec, respectively. While 802.11b uses the 2.4 GHz band, 802.11a uses the 5 GHz ISM band. In this discussion, we are not particularly concerned with any specific physical layer as the fundamental aspects of the MAC layer performance is the same for all. For some numerical performance examples, we use parameters that relate to 802.11 with 1 Mb/sec data rate.

The MAC layer specification in 802.11 for noninfrastructured wireless LANs uses a scheme that is known as carrier sense multiple access with collision avoidance (CSMA/CA) with an optional channel reservation scheme that uses a four-way handshake between sending and receiving nodes. These two methods constitute the Distributed Coordination Function (DCF), which is designed to provide distributed coordination amongst asynchronous nodes for sharing a common channel for communication.

Basic DCF using CSMA/CA: The basic CSMA/CA scheme relies on two techniques to avoid collisions amongst contending nodes: carrier sensing and random backoffs. Before transmitting a data packet, the sender performs CCA to determine if the channel is free from other transmissions in its neighborhood. The data packet is transmitted if the channel is observed to be free for a period of time exceeding a distributed interframe space (DIFS). If the channel is found busy, it retransmits the packet after a slotted random backoff period that is counted over the subsequent period of time in which it senses the channel to be free. The backoff period is chosen to be $B$ times a backoff slot duration, where $B$ is an integer that is chosen uniformly in $[0, CW - 1]$ and CW is the length of the contention window. The initial (default) value of the contention window is a parameter $CW_{\text{min}}$, which is chosen as 8 in 802.11. If a data packet is received correctly, the receiving node transmits an ACK packet after a short interframe space (SIFS). If an ACK is not received within the stipulated time period, the sender attempts to transmit the data packet again following the same procedure. With every subsequent retry attempt, the value of CW is doubled until it reaches the maximum value of 256. The adaptive backoff period is designed to account for variations of the congestion in the network.

To minimize packet collisions due to the hidden terminal problem, it is recommended to use a $T_{CS}$ value for which the carrier sensing range is approximately twice as much as its radio range. However, increasing the carrier sensing range also increases the effect of the exposed terminal problem and essentially reduces spatial reuse of the wireless channel. An alternative technique for reducing the hidden terminal problem without having to use a high carrier sensing range is the use of the channel reservation option.

The CSMA/CA with RTS/CTS extension: With this option, the sending and receiving nodes exchange two short control packets, known as the request-to-send (RTS) and the clear-to-send (CTS) packets, respectively, before initiating a data packet transmission. If the receiver correctly receives the RTS packet, it replies by sending a CTS, thereby confirming that adequate conditions exist for data transmission. This serves as a “virtual” carrier sensing at the location of the receiver from that at the sender. Neighboring nodes that receive either the RTS or the CTS or both are required to delay their transmissions for a period of time specified in the corresponding packet. The duration of silencing period specified by the RTS is equal to the time by which the sender expects to receive the ACK packet, and the corresponding duration specified by the CTS packet is the time until which the receiver expects the data packet transmission to be over. This results in the sending and receiving nodes to reserve the channel until the end of data packet transmission cycle.
6.2.4 Concerns with 802.11 MAC

The basic DCF does not solve the hidden terminal problem, although it still is fairly efficient in resolving contention amongst neighboring nodes that are contending to transmit packets. The RTS–CTS option does reduce the hidden terminal problem, but is not successful in dealing with the inefficiency caused by the exposed terminal problem. In addition, several other issues add to the concerns related to the efficiency of the 802.11 DCF. We describe some of these issues below, which motivate alternative design efforts toward more efficient MAC protocols for ad hoc networks:

Additional overhead due to RTS and CTS transmissions: The RTS–CTS option requires additional transmissions on the shared channel. These packets must rely on the basic CSMA/CA mechanism for transmission and suffer from inefficiencies caused by the hidden and exposed terminal problems. Although these packets are much smaller than data packets and they waste a smaller amount bandwidth during collisions in comparison to data packets, they still introduce additional overhead on the channel. This concern is particularly serious under heavy traffic when there are a large number of RTS transmissions trying to establish channel reservation.

Channel reservation with RTS/CTS can fail: All nodes located within range of the sending the receiving nodes must correctly set their NAVs in order to make channel reservation complete. However this might not happen due to a number of reasons. For instance, the illustration in Figure 6.3 shows how node C fails to receive the CTS packet from B due to a collision with another RTS packet from D, and becomes a potential source of destructive interference for B.

Interference from out-of-range transmitters: Nodes that are beyond the range of the sender and the receiver do not learn about the ongoing data packet transmission. However, when they transmit, the resulting signal reaching the receiver adds to its total interference power. With sufficient amount of interference from out-of-range nodes, the SINR at a receiving node can drop below the SINR\textsubscript{min} threshold, causing packet loss. This is illustrated in Figure 6.4, where C cannot correctly receive transmissions from A or B as it is outside their transmission ranges. The SNR of the packet received by B from A (\(P_{AB}/N\)), is greater than the minimum SINR threshold of the receiver SINR\textsubscript{min} in the absence of any other transmission, and hence B can correctly receive the packet from A in that situation. However, if C starts transmitting at the same time, the SINR of the same packet (\(P_{AB}/(N + P_{CB})\)) may fall below SINR\textsubscript{min}, causing the packet to be decoded incorrectly. Such packet loss due to interference can occur frequently due to the combined interference from a large number of out-of-range transmissions at a receiver.

6.2.5 The Multichannel MAC Solution

The advantages of using multiple channels in random access protocols was first explored for wired LANs by Marsan and Roffinella [2]. There, it was shown that the use of multiple channels with the same aggregate channel capacity improves the throughput of CSMA [9] based MAC protocols in wired LANs. This is attributed to the fact that the normalized propagation delay in a wired medium, defined as the ratio of the propagation delay and the packet transmission time, decreases with increasing number of channels when the total bandwidth is conserved. Since the probability of packet collisions\(^1\) increases with increasing delay

\(^1\)A packet collision in a wired medium occurs whenever two packet transmissions overlap, making it impossible to recover either of the overlapping packets. The same term when applied to wireless LANs, has a slightly different physical interpretation.
between the start of transmissions and when it can be sensed by another node, use of multiple channels leads to a lower probability of packet collisions.

As described in the earlier sections, the primary causes of packet loss in wireless networks are due to the hidden and exposed terminal problems and other effects of radio interference. The relatively small propagation times do not pose a serious problem to the carrier sense based MAC protocols. However, use of multiple channels provide some advantages in wireless networks as well, although for different reasons. We explain these issues here.

The primary advantage of using multiple channels in a wireless network is that it provides a mechanism for multiple concurrent transmissions amongst independent source–destination pairs in a given region. Typically, a random medium access protocol uses techniques that enable different transmitting nodes to space out their packet transmissions over mutually nonoverlapping time intervals to avoid interfering with one another. The use of multiple channels provides a mechanism by which collisions may be reduced by spacing out transmissions over channels as well as over time, thereby introducing an additional dimension for controlling interference.

We provide an explanation of this fundamental advantage using the illustration in Figure 6.5. The example shows three pairs of communicating nodes with independent transmission times. Consider that the packet arrival times at nodes A, C, and E are $T_A$, $T_C$, and $T_D$, respectively. If all transmissions are performed on a single channel, nodes C and E will find the channel busy at the times of their packet transmissions and have to backoff for random time intervals before they are eventually transmitted. On the other hand, if three channels are available with each node capable of finding a free channel for its transmission, there would be no need for backoffs. Hence, the average channel utilization and throughput in this scenario is better with three channels instead of one, even if the same aggregate channel capacity is used in both cases.

Although this simple illustration explains the advantages of using three channels in place of one in this scenario, several points are worth mentioning. First, when the number of transmitting nodes is higher than
FIGURE 6.5 Example showing the benefit of using multiple channels.

The number of available channels, contention and backoffs cannot be avoided. The performance of using multiple channels in that case will depend on how channels are selected. An efficient channel selection scheme can distribute the transmissions over different channels and times to provide a comparatively higher throughput than a scheme using a single channel with the same overall bandwidth. Second, when multiple channels are used, the quality or clarity of transmissions will vary over channels. This is particularly important in wireless where the quality of a transmission depends on the SINR at the receiver. Hence, multichannel MAC protocols can use channel selection schemes for achieving desired levels of quality (such as specific QoS constraints) and simultaneously maximize the utilization of the available bandwidth. Lastly, it should be noted that if the same total aggregate bandwidth is to be used for a multichannel protocol, the bandwidth gets reduced. This leads to higher packet transmission times, which can cause a negative effect on the throughput if there are too many backoffs in the multichannel scheme. The above factors generate challenging issues for designing efficient multichannel MAC protocols for ad hoc networks.

6.3 Multichannel Support in Ad Hoc Standards

Technically, multiple independent channels can be implemented by dividing the available bandwidth into nonoverlapping frequency bands (FDMA), time-slots (TDMA), or codes (CDMA). The IEEE 802.11 physical layer standard already has multiple channels defined. There are currently four specifications in the family: 802.11, 802.11a, 802.11b, and 802.11g. The differences in these physical layers are in the modulation types used. 802.11 uses phase-shift keying (PSK) with CDMA channels in the 2.4 GHz frequency band. The modulation in 802.11b is complimentary code keying (CCK), which allows higher data rates and is less susceptible to multipath propagation. The 802.11a uses a modulation scheme called orthogonal frequency-division multiplexing (OFDM) in the 5-GHz frequency band that makes it possible to achieve...
TABLE 6.1  Channels in the IEEE 802.11 Standards Operated in North America

<table>
<thead>
<tr>
<th>Standard</th>
<th>Frequency band (GHz)</th>
<th>Modulation</th>
<th>Data rate (Mb/sec)</th>
<th>No. of Channels</th>
</tr>
</thead>
<tbody>
<tr>
<td>802.11</td>
<td>2.4</td>
<td>PSK</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>802.11b</td>
<td>2.4</td>
<td>CCK</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>802.11a</td>
<td>5</td>
<td>OFDM</td>
<td>54</td>
<td>8</td>
</tr>
<tr>
<td>802.11g</td>
<td>2.4</td>
<td>OFDM</td>
<td>54</td>
<td>8</td>
</tr>
</tbody>
</table>

Data rates as high as 54 Mb/sec. All the physical layer specifications allow multiple channels, which are summarized in Table 6.1. However, due to problems associated with radio interference and frequency coordination in the unlicensed ISM band, the number of usable orthogonal channels differs from the actual number of available channels. In North America, 3 of the 11 802.11b channels, channels 1, 6, and 11, are found to be compatible for independent use without interference problems. Similarly, 802.11a offers eight independently usable channels.

Traditionally, standard-compliant 802.11 wireless LAN radios operate on only one channel at any given time. The additional capacity is intended for infrastructured wireless LANs, where multiple nonoverlapping channels can be used by adjacent access points. However, needs for higher end-to-end throughputs in multihop ad hoc networks have led to the interest in using multiple channels within the noninfrastructured or ad hoc networking mode as well. In such cases, the MAC needs to be designed for interacting with the physical layer for optimum channel selection.

6.4 Multichannel MAC Protocols with Dynamic Channel Selection

Based on the discussion presented in Section 2.5, we note that in addition to the obvious benefit of utilizing more communication resources (channels), multichannel MAC protocols can also improve the throughput performance due to the following reasons:

1. Fewer backoffs: If contending transmitters in a given neighborhood distribute their transmissions over different channels so as to gain better access to free channels independently, the need for backoffs is reduced. This automatically improves the channel utilization due to smaller idle periods in the channel.

2. Reduced interference: Because of the spatial distribution of interference and the option of transmitting on one of several available channels, transmissions can be distributed on appropriate channels so that each transmission experiences the lowest possible interference. This can lead to lower probabilities of packet collisions and better quality of transmissions on the average.

These issues pose a complex set of design criteria that motivate exploration of newer multichannel MAC protocols for MANETs. These protocols try to maximize the utilization of multiple orthogonal channels for achieving higher throughputs. The assumptions that differentiate the conditions under which multichannel MAC protocols can be implemented over that used by the traditional 802.11 standard may be stated as follows:

- \( N \) nonoverlapping data channels are available, all having identical bandwidths and propagation characteristics. For the sake of discussion \( N \) is assumed to be arbitrary, but is much smaller than the number of nodes in the network.
- Each node has a single half-duplex transceiver that can operate on any of the \( N \) channels. It is assumed that a node can transmit or receive on only one channel at any given time. The MAC can dynamically select the channel that is to be used by the network interface card.
Each node is capable of sensing the carriers on all channels. The CCA is performed sequentially over all channels to identify the free and busy channels. The channel switching time is usually less than 1 µsec [27], which is negligible compared to packet transmission times.

These assumptions create a framework where a sender first determines a free-channel list, comprising of the channels in which the carrier strength is found to be smaller than $T_{CS}$. The sender can choose any one of these free channels for transmitting its data using a 802.11-like mechanism to take advantage of the combined bandwidth available on multiple orthogonal channels. In the absence of any channel selection criterion, the sender can choose a channel randomly from the free-channel list. However, higher channel utilization can be achieved if each packet is transmitted on the channel which would have the lowest collision probability. Determination of the best channel would typically require additional information. Various different schemes for channel selection have been proposed that are based on the past and current channel usage in the vicinity of the sender and the receiver.

A related issue is the mechanism for acquiring relevant information for channel selection. Since wireless signals are location-dependent, the information available at the sender is not sufficient to determine the most appropriate channel for transmission. The usage of MAC-layer control packets, such as RTS and CTS, is a typical solution for exchanging relevant information between a sender and the intended receiver. However, additional mechanisms may be necessary if it is deemed necessary to get information from other nodes (such as neighbors of the receiver or the transmitter) as well.

In the following, we describe some multichannel MAC protocols that use dynamic channel selection, to provide a better understanding of the issues discussed earlier. These do not represent the exhaustive list of multichannel protocols that have been presented in literature. However, some of the main aspects of using multiple channels in ad hoc networks are captured in these protocols.

### 6.4.1 The MMAC with Soft Reservation (MMAC-SR)

This protocol tries to reduce contention on the channels by confining the transmissions from a particular node on the same channel whenever possible [15]. Each node determines the set of free channels whenever it needs to transmit a data packet. It then selects the channel that it has used most recently without experiencing a collision, if that channel is free. If the last used channel is not free, the node chooses another free channel randomly.

If there are as many channels as the number of nodes that are active in transmission in a given neighborhood, then this procedure leads to a situation where each active node continuously uses the same channel for data transmission, thereby eliminating contention and the need for backoffs. This results in a “soft” reservation of a channel for every node, much like the distribution of nonoverlapping channels among users in a cellular network. If the number of transmitting nodes exceeds the number of free channels, then some nodes will occasionally seek alternative channels, which will result in the access and backoff phenomenon similar to that in 802.11. However, due to the fact that only unsuccessful transmissions result in channel switching, the amount of contention is still expected to be lower than that in the traditional single channel protocol as long as the network is operating within acceptable limits of traffic (i.e., when the congestion is not too high).

One of the characteristics of this protocol is that it can be implemented without using RTS and CTS packets. A positive acknowledgment using an ACK packet is required to allow the transmitter to know when a transmitted packet has been successfully received. Although eliminating the RTS/CTS handshake reduces the channel overhead, it has the drawback that there is no mechanism for the transmitter to inform the receiver about the chosen channel. Hence, this protocol requires that nodes simultaneously monitor all data channels for incoming data packets. This introduces additional hardware constraints. To eliminate this problem, the protocol may be extended to include an exchange of RTS and CTS packets for conveying channel selection information. This requires that one of the $N$ channels be designated as a control channel, to be used for RTS and CTS packets only. All nodes monitor this channel when they are idle. The concept of a common control channel has been used in a number of multichannel MAC...
protocols [13,19,27]. With this extension, when a node wants to transmit, it performs carrier sensing on all the $N - 1$ data channels to decide the channel that it wants to use based on the "soft reservation" mechanism. It includes this information in the RTS packet that it sends over the control channel to the receiver. If the receiver receives the RTS correctly, it replies with a CTS, after which both nodes tune to the chosen data channel for the data packet transmission. The ACK packet is also transmitted on the same data channel, after which both nodes return to the control channel. In this framework, the NAV is to be maintained only over the control channel. Furthermore, since control and data channels are separate, it is not required for nodes receiving an RTS or CTS to wait until the end of the ACK packet transmission. This reduces waiting time without affecting the throughput.

### 6.4.2 The MMAC Using Clearest Channel at Transmitter (MMAC-CT)

An alternative mechanism for data channel selection that has been used in References 8, 13, and 14 is based on carrier signal strength measurements on free channels. These protocols try to determine the "clearest" channel for sending data with the intention of maximizing the probability of success for every data packet transmitted. The clearest channel is the channel that has the lowest detected carrier signal strength. This requires that while performing CCA, nodes also estimate the strengths of carrier signals on all the free channels.

The detection of the clearest channel can be implemented in a number of ways. In Reference 14, a multichannel MAC protocol was introduced in which each transmitter selects the channel in which it detects the lowest carrier signal power before transmitting a data packet. The motivation for such a choice is based on the fact that ideally the strength of a wireless signal degrades with distance according to the same path loss function in all directions. Hence, the channel that has the lowest carrier signal is the channel which is least used in that location, that is, the nearest co-channel user on this channel is located farthest. This implies that the probability of packet collisions due to the hidden terminal problem is likely to be the smallest on this channel.

To gain a better understanding of the possible benefits of this scheme we refer the reader to Figure 6.4 and Figure 6.6. Figure 6.4 illustrates that any transmission on the channel in which a receiver is currently
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receiving a packet causes interference resulting in its SINR to drop. Now, assume that there are only three
data channels, which are being used by the node pairs $T_1$–$R_1$, $T_2$–$R_2$, and $T_3$–$R_3$, respectively, as shown in
Figure 6.6, when a new packet is to be transmitted from $T$ to $R$. Since $d_1 < d_2 < d_3$, $T$ would detect the
lowest carrier signal strength on channel 3. Hence, it would select channel 3 for transmitting its packet to
$R$. This is intended to achieve two objectives: (a) the resulting interference caused by $T$ to $R_3$ (which is
the only other receiver that is receiving in channel 3) is expected to be smaller than what it would cause to
either $R_1$ or $R_2$ if channel 1 or channel 2 were chosen, respectively; (b) the SINR of the received packet at
$R$ is expected to be highest on channel 3.

We make the observation that although lowest carrier power indicates highest distance from the cor-
responding transmitter, the above two objectives may not always be achieved with this channel selection
scheme. For instance, if $R_3$ was located at the position indicated by $R'_3$ in Figure 6.6, $T$ would still select
channel 3 for transmission, but the resulting interference to $R_3$ would possibly be greater than what it
would have caused to $R_1$ or $R_2$ had it chosen channel 1 or 2, respectively. This is because of the fact that
the transmitter-based clearest channel selection scheme estimates the distances from active transmitters,
but its transmission can affect the active receivers the network. The transmitter-based channel selection
scheme may also fail to select the channel that can provide the maximum SINR at the intended receiver.
For instance, the clearest channel at $R$ in Figure 6.6 is likely to be channel 1 as $T_1$ is farthest from $R$.

The multichannel MAC protocol with transmitter-based clearest channel selection presented in
Reference 14 still provides significant benefits over one using random channel selection as most of the
time the clearest channel at the transmitter is better than a random choice. This protocol also works
without the RTS–CTS option, and is based on the assumption that the receiver is able to monitor all the
channels for incoming data packets. To avoid the costly implementation of multiple receivers monitoring
all the channels simultaneously, the protocol can be modified to include RTS and CTS transmissions over
a common control channel. As in the MMAC-SR, the transmitter can inform the receiver about its channel
selection on the RTS packet and the receiver can tune to this channel for receiving the data packet after
sending the CTS packet over the control channel.

### 6.4.3 The MMAC Using Clearest Channel at Receiver (MMAC-CR)

One of the ways to achieve the best SINR at the receiver is to select the clearest channel that is detected
by the receiver. In order for the transmitter to learn about this, an exchange of RTS and CTS packets
can be performed over a control channel. This scheme was proposed in Reference 8 and variants of the
same has been studied by other researchers as well. The protocol presented in Reference 8 uses an RTS
packet to send its list of free channels to the intended receiver. If the receiver receives the RTS, it also
performs CCA over all channels and selects the channel included in the sender’s free-channel list that has
the lowest carrier signal strength at its own location. The receiver includes this channel number in the CTS
packet that it sends to the receiver and simultaneously tunes to that channel awaiting the data packet. If a
common channel is not found between the transmitter and receiver, the transmitter retries the transaction
by sending another RTS packet after a backoff delay.

This protocol allows each transmitter-receiver pair to select the channel that has the smallest interference
at the receiver. The idea is to maximize the probability of success by using the channel that has the highest
margin between the received signal power of the transmitted packet and the existing interference on the
channel. Hence the probability of collisions or failure of correct reception due to co-channel interference
is expected to be minimized using this channel selection process. However, since this protocol relies on the
success of the RTS–CTS handshake to initiate data packet transmission, the throughput is also dependent
on the success of the RTS and CTS transmissions on the control channel, which use the basic CSMA/CA
scheme. If the control channel has the same bandwidth as all the data channels, the contention on the
control channel becomes a minor issue as the RTS and CTS packets are much smaller than data packets.
On the other hand, the control channel may be somewhat under-utilized in that case. An alternative is
to design a “tailored” control channel that has just as much bandwidth as required corresponding to the
data channels available for use. We consider this issue when the total bandwidth occupied by all channels
6.4.4 The MMAC with Cooperative Channel Selection (MMAC-CC)

Of the two objectives targeted by the signal power based channel selection schemes mentioned in Section 6.4.2, the MMAC-CR protocol definitely achieves the second. However, it does not always meet the first objective. In other words, the channel selection scheme in MMAC-CR does not consider the interference that would be caused to active receivers on the chosen channel. An example to illustrate this is shown in Figure 6.7. This is the same scenario as in Figure 6.6 but here we depict the distances from all active transmitters to \( R \) instead of \( T \). Since here \( d_1 > d_3 > d_2 \), it is expected that under isotropic propagation conditions the carrier signal strength at \( R \) will be smallest on channel 1. Hence, MMAC-CR would select channel 1. This does not seem to pose any problem under the described scenario, where the closest active receiver on channel 1, \( R_1 \), is located sufficiently far from \( T \). However, the transmission from \( T \) might generate significant interference to \( R_1 \) if it was located at \( R'_1 \) instead. Note that MMAC-CR chooses channel 1 irrespective of the location of \( R_1 \) as its channel selection is based on the distances from the active transmitters to \( R \). However, when \( R_1 \) is in the latter position, the transmission from \( T \) on channel 1 could cause significant interference to it, possibly resulting in the loss of the packet that it is receiving.

We now describe MMAC-CC, a multichannel MAC protocol that attempts to meet both the objectives described above by using a “cooperative” channel selection scheme [14]. This channel selection scheme aims to minimize the amount of interference from new transmitters to currently active receivers while selecting the best channel for their own transmissions. The main hurdle for achieving this is to implement a mechanism by which a transmitter can estimate the amount of interference that it would cause to the closest active receiver on that channel. The protocol presented in Reference 14 proposes the use of receiver-initiated busy-tones to serve this purpose. Busy-tones are narrow out-of-band tones [21,4] that serve as a mechanism for neighbors or active receivers to know about an ongoing transmission. Here, we consider the use of busy-tones on each data channel, so that an active receiver can allow other nodes intending to transmit data...
packets to estimate their distances from it by detecting the strength of busy-tone signal. The idea is for the transmitter to check the strengths of busy-tones from active receivers to estimate the amount of interference it would cause to them, and the receiver to use carrier sensing on the data channels to determine the clearest data channel for receiving. This information can be exchanged over RTS and CTS packets to select the optimum channel from the point of view of all active nodes in the network as well as the new transmission.

### 6.4.4.1 Details of the MMAC-CC Protocol

Because of the fact that MMAC-CC takes into account all the relevant issues for optimum distributed channel selection that were discussed earlier, we present the details of a possible implementation of MMAC-CC:

1. When a node has a data packet to send, it first transmits an RTS packet to the receiving node in the control channel.
   a. Before transmitting the RTS, the sender builds a list of free data channels available for transmission. Free channels are those for which the busy tone signals lie below the carrier-sensing threshold. This list is sorted in ascending order of the signal powers of the busy tones, and embedded in the RTS packet.
   b. If the free-channel list is empty, that is, the free channel count is zero, the node initiates a backoff and re-attempts transmission of the RTS packet later.
   c. Unlike 802.11, other nodes receiving the RTS on the control channel defer their transmissions only until the duration of CTS and not until the duration of ACK. This is because data and ACK are transmitted on the data channel and cannot interfere with other RTS–CTS transmissions.

2. Upon successful reception of the RTS packet, the receiver node creates its own free-channel list by sensing the carrier signal on the data channels. This list is also sorted in ascending order of signal strengths.
   a. If there are channels that are included in the free-channel list sent by the sender as well as that obtained at the receiver, the receiver selects the best common channel by going down the lists and selecting the first channel that is common to both. In case of a tie, the best channel from the receiver’s list gets preference. The receiver then sends this channel information in the CTS packet and switches to the chosen data channel to receive the data. If it does not receive the data within a certain period, it reverts to idle mode and continues monitoring the control channel.
   b. If no common free channel is available, the no CTS packet is sent.

3. If the sender receives a CTS packet, it verifies that the selected channel is still free and transmits the data packet on it. Thus, the data is transmitted on a channel that is the clearest at the receiver as well as one that causes least possible interference to active receivers near the sender. The receiver node transmits the busy tone signal corresponding to the selected channel as long as it is receiving the data packet.
   If the transmitter does not receive a CTS packet within a certain period of time, it enters a “no-CTS backoff” and re-attempts transmission of the RTS packet later.

4. There is no “off the air” wait period for the nodes that receive a CTS packet.

### 6.4.5 Performance of MMAC Protocols

In order to quantitatively determine the benefits obtained from each of the features discussed in multichannel MAC protocols in the previous section, we present some comparative performance evaluations of some of these protocols obtained from simulations. These simulations are performed using the RFMACSIM simulator, which is a discrete event simulator that has accurate wireless physical layer and the IEEE 802.11 MAC implementations [16]. Additional modifications were incorporated into RFMACSIM to simulate the following multichannel MAC protocols that use carrier signal strengths for channel selection: MMAC-CT (clearest channel at the transmitter), MMAC-CR (clearest channel at the receiver), and MMAC-CC (clearest channel based on cooperative channel selection). In addition, a multichannel MAC that uses
random channel selection (MMAC-random) is also implemented, that is, one in which the sender selects
a channel randomly from the set of free channels detected at the time of transmission. The performances
of these multichannel MAC protocols are compared to that of a single channel 802.11 MAC under identical
conditions.

6.4.5.1 Network Model

The simulations were performed assuming a grid network topology, where static nodes are placed in a uni-
form grid in an area of 2100 m × 2100 m. Table 6.2 lists the parameters used in all MAC implementations.
Traffic is considered to be uniformly distributed over the whole network, with each node generating data
packets for transmission according to a Poisson distribution. The destination of a generated packet is selec-
ted randomly from the set of neighbors of the node in which the packet is generated. This network and
traffic model is aimed to simulate a uniform density of nodes as well as traffic. On an average, this repres-
ents the MAC layer packet transmissions in a network, which is experiencing a large number of multihop
communications. In order to make a fair comparison amongst the various MAC protocols, we use the
same aggregate channel bandwidth and packet sizes for all simulations. These are also shown in Table 6.2.

6.4.5.2 Optimizations

Except for the addition of channel selection and transmission of packets over chosen channels, the
basic framework of the multichannel MAC protocols described earlier follow the same principles as the
IEEE 802.11 MAC. This includes the mechanisms followed for carrier sensing, backoffs, and access retries.
However, there are several aspects in the implementation of the multichannel MAC protocols that warrant
reviewing these mechanisms and the corresponding parameters used.

Optimizing the control channel bandwidth: The first aspect is that of having a separate control channel
that carries only the RTS and CTS packets. In a single-channel MAC, RTS, and CTS packets are trans-
mited using carrier sensing and random backoffs on a common channel carrying RTS, CTS, as well as
data. Having a separate control channel brings up the issue of determining its optimum bandwidth to
maximize bandwidth utilization. The optimum solution would provide sufficient control channel band-
width to minimize the contention amongst RTS and CTS packets while leaving enough channel capacity
for the data channels. This depends on a number of parameters that include the data and control packet
lengths, the node density, traffic, and the total channel bandwidth. The optimum solution under heavy
traffic conditions for the grid network topology has been found to be 0.1 times the total bandwidth,
approximately, for a wide range of parameters from computer simulations.

Optimizing NAVs: A related design issue when using a separate control channel is the modification of the
NAV parameter, which is used to keep neighboring nodes from transmitting when a data transmission
is in progress. In single-channel 802.11 MAC, when a node receives an RTS packet that has a different
destination, it sets its NAV to $\text{NAV}_{\text{RTS}} = \text{CTS duration} + \text{data frame duration} + \text{ACK duration} + 3 \times \text{SIFS}$

\begin{table}[h]
\centering
\caption{Parameter Values Used in Simulations}
\begin{tabular}{|l|l|}
\hline
Parameter & Values used \\
\hline
Transmit power & 25 dBm \\
Carrier sense threshold & $-90$ dBm \\
Noise floor & $-110$ dBm \\
Minimum SIR & 10 dB \\
Data packet size & 1000 Bytes \\
RTS packet size & 10 Bytes \\
CTS packet size & 10 Bytes \\
SIFS & 10 $\mu$sec \\
DIFS & 60 $\mu$sec \\
Total bandwidth & 1 Mb/sec \\
\hline
\end{tabular}
\end{table}
+ 3 \times \text{propagation time after the RTS is received. Similarly, on receiving a CTS packet, a node sets its NAV to } \text{NAV}_{\text{CTS}} = \text{data frame duration} + \text{ACK duration} + 2 \times \text{SIFS} + 2 \times \text{propagation time. Since RTS and CTS transmissions cannot interfere with data, these parameters need to be modified to:}

\begin{align*}
\text{NAV}_{\text{RTS}} &= \text{CTS duration} + \text{SIFS} + \text{propagation time} \\
\text{NAV}_{\text{CTS}} &= 0
\end{align*}

**Optimizing the backoff parameters:** Another issue concerns the backoff parameters, that is, the minimum and maximum backoff window sizes and the backoff slot period, used for calculating the random backoff periods during access retries. Backoffs are required when the carrier on the control channel is found to be high (implying that the channel is in use) during the transmission of a control packet. Since data packet transmission times are higher for multichannel MAC protocols (due to the reduction of the bandwidth per data channel, under the same aggregate bandwidth assumption), these parameters also depend on \( N \).

The optimum values of these parameters have also been found experimentally from computer simulations to maximize the throughput in the grid network topology. The results are shown in Table 6.3.

### Table 6.3 Optimized Backoff Parameters for the Grid Network

<table>
<thead>
<tr>
<th>No. of data channels</th>
<th>Slot time ((\mu)sec)</th>
<th>Minimum window size (slots)</th>
<th>Maximum window size (slots)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>25</td>
<td>8</td>
<td>1024</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>128</td>
<td>1024</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>256</td>
<td>1024</td>
</tr>
</tbody>
</table>

#### 6.4.5.3 Throughput Performance

The variation of the average network throughput versus the offered load in the network for the selected MAC protocols in a 225 node network are shown in Figure 6.8. These results indicate that the average throughput performance in all multichannel protocols employing dynamic channel selection is better than that of the single channel 802.11 MAC. The multichannel MAC using random channel selection actually has a lower throughput in comparison to the single-channel 802.11 MAC. The performance improves with MMAC-CT, which is further improved by the MMAC-CR protocol. The MMAC-CC protocol with \( N = 4 \) generates a higher throughput than MMAC-CR with \( N = 9 \). The performance of MMAC-CC is even better with \( N = 9 \), but we observe that higher values of \( N \) does not improve the throughput proportionately. This is because of the fact that a larger value of \( N \) increases the packet transmission times due to a smaller data channel bandwidth and hence the number of retransmission attempts increase due to a higher number of “destination busy” events.

The variation of the throughput per node with increasing node density at an offered load of 250 KBytes/sec in the network is shown in Figure 6.9. These results are obtained assuming the same network area. Hence, they indicate that the achievable throughput per node decreases logarithmically with the number of nodes in the network for all MAC protocols. A theoretical treatment of the capacity of multichannel MAC protocols may be found in References 10 and 11.

### 6.5 Related Work on Multichannel MAC Protocols

A large volume of work have been reported on the utilization of multiple channels in ad hoc networks. In order to review the existing work on multichannel MAC protocols, it is useful to classify them into three broad classes: (a) protocols employing channel hopping using frequency-hopped spread spectrum (FH-SSMA) radio, where the primary emphasis is on the determination of appropriate frequency slots for data transmission, (b) protocols that use a separate signaling or control channel but only one data
FIGURE 6.8 Comparison of average MAC layer throughput obtained from using various MAC protocols in an ad hoc network of 225 nodes placed in a uniform grid. The total aggregate channel capacity is assumed to be 1 Mb/sec for all cases.

FIGURE 6.9 Variation of throughput per node with number of nodes in the network, using the same network area.
channel, and (c) protocols using a certain fixed number of channels with the idea of distributing packet transmissions over channels selectively to minimize errors. Of these, the second and third categories can potentially be applied to systems having multiple orthogonal channels constructed in any fashion, that is, by frequency division, time division, or code division. Since creating channels by time division requires accurate synchronization, it is not likely to be used in an ad hoc network. The availability of multiple channels in existing wireless standards has been described in Section 6.3.

6.5.1 Networks Using FH-SSMA Radio

The 2.4 GHz ISM band in the United States supports FH-SSMA by providing 79 channel frequencies in the hopping set, with a channel spacing of 1 MHz. There are three different hopping sequence sets in the United States, with 26 hopping sequences in each set. All the terminals in any given ad hoc network must use the same hopping sequence. However, the availability of multiple sets allow multiple systems or networks to coexist in the same location.

Several MAC protocols have been proposed based on slow FH where the hopping rate is assumed to be slower than the transmission times of control packets [20,23–25]. The general principle used in these protocols is that all nodes listen using a common FH sequence. To send data, nodes exchange control packets on the current FH. If this handshake is successful they use the same frequency slot for communication. Other hosts continue hopping and the communicating pair synchronizes with the common hopping sequence after the data packet transmission is over. Advantages of these protocols include the elimination of the needs for carrier sensing as well as distributed code assignment. The Hop Reservation Multiple Access (HRMA) protocol proposed in Reference 20 uses the traditional RTS and CTS based handshake for initiating data packet exchange. The Receiver Initiated Collision Avoidance (RICH) [23] and Receiver Initiated Collision Avoidance with dual polling (RICH-DP) [24] protocols use receiver-initiated polling with ready-to-receive (RTR) packets. The Channel Hopping Access with Trains (CHAT) protocol [25] enhances the control handshake to allow collision-free transmissions of packet trains, multicast packets, and broadcast packets. These protocols can be implemented with one FH radio receiver per node.

6.5.2 Separate Control and Data Channels

A markedly different mechanism for using multiple channels is the separation of transmissions of control signals from data. The concept of using an out-of-band busy tone, introduced by Tobagi and Kleinrock [21], is an example of sending control signals without interfering with data. This protocol, called Busy Tone Multiple Access (BTMA), was designed for packet radio networks with base stations, but can potentially be used in ad hoc networks as well. When a base station senses the transmission from any terminal, it broadcasts a busy tone signal to prevent all other terminals from accessing the channel. A subsequently developed protocol, called Split-channel Reservation Multiple Access (SRMA) [22] considers splitting the available bandwidth into either two subchannels for data and control packets (RAM mode), or three subchannels for data, request transmission, and answer-to-request transmission, respectively (RA mode). This protocol is also designed for packet radio networks working in the infrastructure mode, that is, having base stations. The Receiver-initiated Busy-Tone Multiple access scheme (RI-BTMA) [26] uses a similar principle as BTMA. Here, a transmitter sends a packet preamble to the intended receiver before initiating message transmission. If the preamble is received correctly, the receiver sends an out-of-band busy tone signal that serves the purpose of acknowledging the transmission request from the transmitter as well as preventing other nodes from transmitting at the same time. The Dual Busy Tone Multiple Access Protocol (DBTMA) [4] proposes to use two busy tones, one from the transmitter and the other from the receiver. An RTS packet is sent by the transmitter to initiate the data transmission cycle. An out-of-band transmit busy tone BT_t is transmitted simultaneously to protect the RTS packet by preventing those nodes that hear the tone from transmitting. The receiver busy tone BT_r is used to acknowledge the RTS packet as well as silence neighbors of the receiver while the data packet is being received. The BT_r is transmitted as
long as the receiver is receiving the data packet. The usage of dual tones allow exposed terminals to initiate data transmissions and also hidden terminals to respond to RTS packets without affecting the ongoing data packet exchange. The Power Aware Multi-Access protocol presented in Reference 18 also relies on a separate signaling channel for exchanging control packets. The main objective of this protocol is to use the exchange of control packets to implement a power conservation mechanism by allowing nodes to power off while not involved in communication. The control packets carry information on the times and durations of periods when the nodes are to be powered off. An 802.11-like protocol with a separate control channel was also considered in Reference 29.

All of these schemes use only one data channel. As discussed by Tobagi and Kleinrock in Reference 21 the transmission of out-of-band busy tones require about 0.1 to 10 KHz bandwidth when the main channel has a bandwidth of 100 KHz. Little additional information is available about the implementation of busy tones.

6.5.3 Multiple Data Channels with Channel Selection

The largest category of work on multichannel MAC protocols is on protocols that assume the availability of an arbitrary number (>2) of channels where nodes can select any channel for transmitting its data frames. The main objective of these protocols is to improve the channel utilization by partitioning the available bandwidth into multiple orthogonal channels to allow concurrent nonoverlapping transmissions. A key issue in such protocols is the mechanism employed for channel selection. While similar ideas have been applied successfully for improving the frequency reuse factor in infrastructured networks such as cellular, designing the channel selection scheme in wireless ad hoc networks poses additional challenges due to the absence of central control. The details presented in Section 6.4 are related to this domain of work.

Early work on this concept include the multichannel MAC protocol proposed in Reference 12, where the nodes identify channel usage in their neighborhood by carrier sensing and exchange this information during data transmission. An appropriate free channel (the first free channel) is selected for data transmission. A multichannel MAC protocol that uses a polling mechanism to schedule data transmissions based on the exchange of usage tables was presented in Reference 7. The multichannel MAC with “soft reservation” presented in Reference 15 introduced the idea of using a specific criterion for choosing the best channel among a set of free channels. This protocol tries to restrict channel usage for each node on the same channel whenever possible, thereby reducing contention during channel access. The idea of using signal power measurements on free channels for dynamic channel selection is proposed in Reference 14. Details of these protocols have been described in Section 6.4.1. In [28] proposed a multichannel Dynamic Channel Assignment (DCA) MAC. They consider the use of a dedicated control channel and two transceivers per node. Nodes can monitor the control channel for RTS and CTS packets simultaneously while exchanging data on any one of \( n \) data channels. RTS and CTS packets are used to exchange free channel information among a pair of communicating nodes and a randomly selected free channel is used for data transmission. In the sequel [27], the authors include power control to the DCA protocol. The multichannel protocols presented in References 8 and 14 also consider the exchange of free channel lists over RTS and CTS packets. However they perform channel selection using signal power measurements at the receiver or at both the transmitter and receiver nodes. In Reference 30, the authors propose an Opportunistic multichannel MAC that uses the RTS packet to also act as a “pilot signal” for channel estimation. The RTS packet is transmitted on all channels to allow the receiver to estimate the best channel for data transmission. This protocol assumes that the physical layer is capable of multirate data transmission. The receiver determines the optimum transmission rate from channel estimation and sends this information back to the transmitter over the CTS packet on the chosen channel. The authors suggest that this protocol can be implemented using only two transceivers per node, one for data transmission on any chosen channel, and the other for listening on all other channels. A multichannel MAC protocol that provides differentiated services over multiple channels is proposed in Reference 3. This protocol also considers negotiation over a common control channel but assumes that only one transceiver is used in each node. Each node maintains channel usage tables that includes channel-related information for all
data channels. Channel selection is based on data packet lengths (considered variable), priorities, and data channel availability. The multichannel MAC proposed in Reference 19 uses only one transceiver per node. It proposes to use time synchronization using beacon signals and Ad Hoc Traffic Indication Messages (ATIM) messages at the start of all beacon intervals to exchange Preferable Channel Lists (PCL). Channel selection is aimed to balance the channel load as much as possible.

Along with the development of multichannel MAC protocols, some work has also been reported on evaluation of the capacity of CSMA based MAC protocols using multiple data channels and dynamic channel selection [10,11]. The theoretical guaranteed throughput depends on a number of parameters that include the topology, the packet loss rate, and the aggregate bandwidth. However, the authors show that for medium network sizes (100 to 300 nodes) with a 2 Mbps channel rate, multichannel MAC protocols can theoretically achieve more than nine times the throughput capacity as can be achieved by using a single channel protocol.

### 6.6 Conclusion

The usage of multiple channels in an ad hoc wireless network provides many advantages. An ad hoc network experiences multiple simultaneous transmission attempts caused by multihop communications and the existence of multiple conversations. The usage of multiple channels provides a natural framework for concurrent wireless transmissions in the same region. In addition, it provides a mechanism for reducing contention in random channel access by allowing contending transmitters to distribute their transmissions over channels as opposed to using random backoffs over a single shared channel. Multiple channels can also be used to create a framework for providing priorities and differentiated service types.

However, the requirement of implementing a distributed (i.e., noncentralized) channel selection scheme in a dynamically changing network poses challenging design issues. In this chapter, we present a review of the extensive body of work that exists on the development of MAC protocols using multiple channels. These protocols differ in hardware requirements, complexity, and performance. While there is still significant scope of designing more efficient multichannel MAC protocols, the literature on these protocol provide valuable insights into the applicable methods for improving the throughput by utilizing multiple channels.

Future directions in the usage of multiple channels in wireless LANs include investigations on multiple network interface cards operating on multiple channels [1]. While this scheme has the same objective of exploiting the available spectrum for deriving higher bandwidths, usage of multiple interface cards would require modification of the link layer without affecting the MAC. This would allow the use of existing hardware built, for instance, over the 802.11 standard.
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7.1 Introduction

We address several important modeling and algorithmic issues arising in ad hoc mobile computing environments, with an emphasis on the case where all devices can move. Our main goal is to highlight essential differences (in models, problems and algorithms' correctness, design and efficiency) to classical distributed
computing. We concentrate on three basic problems: leader election, point-to-point communication, and reconfiguration of positions of robotic devices. We discuss some characteristic solutions to these problems that have appeared in the recent state-of-the-art literature. In addition, we informally present and criticize some general algorithmic and modeling notions and methodologies.

The chapter is organized as follows. In Section 7.2 we first discuss some important modeling differences between mobile and distributed computing. Then we describe the different meaning of several fundamental problems in mobile computing. In Section 7.3 we deal with the Leader Election Problem, by presenting and discussing in detail a basic algorithm and also briefly discussing a few others. In Section 7.4 we study the problem of pairwise communication in ad hoc mobile networks, by introducing appropriate motion and network area models and providing and analyzing rigorously a set of algorithms. In Section 7.5 we study motion coordination in systems of robots, giving an algorithm for system reconfiguration. We conclude with a section discussing open problems and future research.

7.2 Mobile versus Distributed Computing

Major technological advances in mobile networks have recently motivated the introduction of a new computing environment, called mobile computing. Mobile computing is a new kind of distributed computing; its several important features introduce essential modeling and abstraction differences. Among such features the most important is that some (or all) of the computing devices in the environment may move (in general, in arbitrary ways). In addition, usually the mobile computing elements, suffer from severe limitations with respect to:

a. Communication: They can communicate up to a certain range.
b. Power (energy): They rely on a finite, quite limited, energy source (battery).
c. Reliability: They are exposed to unexpected conditions while moving.

These limitations, when put together with the feature of motions, make the design of mobile information systems a quite hard task; communication among two devices may be broken due to distance while they move; the battery may fail in the middle of a global computing task; very fast motion may even introduce clock relativistic effects, thus making synchronism a hard task. Hence, many distributed computing tasks, even the most elementary (leader election, counting, pair-wise communication, etc.) have to be reconsidered in this new setting. As a consequence, new approaches are usually required.

An important special case of mobile computing environments is that in which all the devices are mobile (no fixed network exists). Such an environment is called an ad hoc mobile computing environment. In contrast, a hybrid mobile computing environment allows for the coexistence of a fixed (backbone) network of stations that do not move and at the same time the existence of (usually many) moving devices.

7.2.1 Models for Mobile Algorithms

The design of high-level protocols or algorithms for mobile computing environments, requires the adoption of a suitable abstraction-model that precisely captures the new features. Any such model has two sides:

- **Local**, that is, the modeling of each computing device
- **Global**, that is, the modeling of motions and motion/communication territory and constraints

A local model of a mobile computing device, \( m \), usually includes: (a) A transmission radius, \( R(t) \), at which \( m \) can send (or from which it can receive) messages. \( R(t) \) may vary with time if the mobile device can adjust its power supply. (b) A direction (or an angle) for communication at any position of the device; usually this is 360°, that is, a broadcast is assumed. (c) The amount \( e(t) \) of energy still available at time \( t \). (d) The computing model of the device (i.e., an automaton, a machine with memory, a Turing Machine, etc.)
Although the motion pattern of each device is a local feature, many models prefer to describe this in their global part, via a possible set of, for example, stochastic motions or in other summarizing ways. Thus, the **global** model part of a mobile computing environment must characterize: (a) The **motion space**, that is, the allowable motions (due to, for example, existence of obstacles or variable geometry), (b) The form of motions allowed in that space (ideally, the instant velocity vector as a function of time), and (c) How energy is dissipated while moving. Global models are either **explicit** (i.e., the motion space and patterns are given) or **implicit**.

**Definition 7.1** An implicit global model for a mobile computing environment is usually a graph $G_t(V, E_t)$ where nodes correspond to devices and links (time dependent) represent direct communication capability due to instant proximity.

Usually, the form of $G_t$ is assumed **not to be known** to the nodes (an unknown graph of communication). Many research works assume $G_t$ to be **quasi-static**, that is, they assume the existence of a time period $\Delta$ during which at most a certain number $\kappa$ of links may appear or disappear. Indeed, in some cases it is assumed that $\kappa = 1$.

**Definition 7.2** The rate of change, $h$, of $G_t$ is defined as $h = \kappa / \Delta$.

Notice that implicit representations **avoid** the geometry issues of the motion space; thus they are in essence combinatorial abstractions. **Intermediate** global models may represent the motion-allowable paths as a graph (the motion graph $M$). Notice that $M$ does not (usually) change with time. Then, moving devices are seen as distinct particles, that occupy a node of $M$ at each time and that move according to some law (e.g., from a vertex to some neighbor of it). None of these abstractions should exclude **unnatural motions** (e.g., the instant jump from a point in space to another, not nearby. Examples here are quantum phenomena and telepresense). So, we have:

**Definition 7.3** A mobile computing model is a tuple $T = (\Gamma, E)$ where $\Gamma$ is a global model and $E$ is a set of local models.

**Definition 7.4** A problem specification $P_i$ for the model $T$ is a set of properties that $T$ must satisfy.

**Definition 7.5** A mobile computing protocol $P$, on $T_i$, for the problem $\Pi$, is a set of programs, $P_I$, for each device $I$, where each $P_I$ has computing, communication, or motion commands, that satisfy the properties of $\Pi$ when executed.

Note that we allow mobile protocols $P$ to specify the motion of some of the devices to the benefit of the protocol. Such protocols are called semicompulsory [19]. (Compulsory when the motions of all devices obey the protocol.) Else, the protocol $P$ is noncompulsory. The usefulness scenarios of semicompulsory protocols include, for example, the case of a small set of moving devices that their purpose is to help in managing the mobile environment (this set is called the **support**, see Reference 19) or the case of some robots that move according to their program in order to carry out a global task (e.g., to coordinate, to rearrange, to achieve a formation, to help each other).

We should stress here that a model should allow (as a trivial case) some devices to stay still (**fixed stations**). Fixed stations may be connected via permanent channels (**fixed** or **backbone** network) and may communicate in very different ways than the mobile devices (e.g., two fixed stations may be connected via a high-speed optical link while mobile devices usually are equipped only with digital radio capabilities).

We should also stress that explicit representation of geometry, in addition to the way local communication is modeled, introduces nice and deep problems; the graph $G_t$ becomes, for example, an instant **geometric graph** (edges are where cycles of radius $R(t)$, centered at devices, intersect). Even **random** geometric graphs are extremely interesting (with respect to connectivity, coloring, diameter, etc., see Reference 30). Failure patterns of individual devices may be modeled, for example, by a failure probability (or rate) per device and for a given (short) time, or for the whole computation.
The above modeling considerations necessarily introduce some important parameters for a mobile computing environment. Such parameters are, for example:

- The communication radius $R(t)$
- The number of (mobile) devices
- The number of compulsory devices (support size)
- The rate of motion graph links updates $h$
- The motion space size (volume) $V(M)$ (e.g., the numbers of nodes of the graph representing $M$, or the actual volume)
- The total available energy $e(t)$

### 7.2.2 Some Basic Problems in Mobile Computing

While a mobile computing environment may execute complicated protocols at a higher layer for example, information system applications; however, (as in the case of distributed computing) some basic problems are usually required to be faced by any protocol. Such problems, in distributed computing, are for example:

- Leader Election
- Routing
- Communication of two stations $a$, $b$ (pairwise communication)
- Counting the number of processes
- Critical regions/mutual exclusion, etc.

Note that (a) even the meaning of the problem may change in a mobile environment setting (b) new basic problems arise.

As an example, let us examine carefully the problem of Leader Election. Clearly, if two devices never arrive within communication range, the possibility of electing two “leaders” is apparent. Even if one requires a recognized leader device for a “connected” part of the communication graph, one then falls into the problem of specifying the duration and form of those “connected” parts.

There are at least two ways to make the problem meaningful here:

- **Way 1**: Given that a subset of devices $P \subseteq V$ of $G_t$ is a connected component $\forall t \in I$ (where $I$ is some time interval), the protocol should elect a unique leader in $P$, for times in $I$.

- **Way 2**: Let us assume that, after a finite number of topology changes (link updates) of $G_t$, $G_t$ becomes fixed $G$ (quiescent). Then, it should eventually hold that: For each connected component, $C$, of $G$, there is a node $l \in V$ (the leader) whose identity is known to all nodes $i \in C$.

In many applications, it helps to ask for a second requirement in Way 2 (a routing information): eventually, each edge of $G$ has a direction (imposed to it by its endpoint nodes) so that each connected component $C$ of $G$ becomes a directed acyclic graph (DAG) with the leader as the single sink (such graphs are called leader-oriented graphs).

Note that the second way of specifying the problem is (perhaps) easier to handle mathematically. Note also that the requirement of quiescence after a “finite number” of link changes is semantically equivalent to the assumption that link changes cease to happen after some (long maybe) time. It is very tempting to us to stress here the similarity to on-line distributed algorithm. Indeed, any protocol that tries to maintain some global properties of $G_t$ while links come and go, is exactly a distributed on-line algorithm. This remark opens the ground for efficiency measures of such protocols other than the usual, such as the competitive ratio, where the protocol $P$ competes (continuously) against some (oblivious to $P$ or not) “adversary” $A$ that selects, at each time, which link to change.

Let us now carefully examine another problem: to implement the sending of a message from node $a$ to node $b$ (pairwise communication). This is very easy in distributed computing (e.g., solved by flooding the network with the message from node $a$). However, the flooding way is not only energy nonefficient
in a mobile setting, but also it may fail to solve the problem, simply because two parts of the network remain always disconnected. Here, an assumption about motions is necessary for the problem’s solvability: it is necessary to assume that, given enough time, moving stations meet pairwise in such a way that a temporal path $\Pi$ from $a$ to $b$ is formed. (A temporal path $\Pi = (a = i_0, i_1, i_2, \ldots, i_k = b)$ is a sequence of triples $(i_\lambda, i_{\lambda + 1}, t_\lambda)$ meaning that $i_\lambda$ and $i_{\lambda + 1}$ communicate directly at time $t_\lambda$ and $\forall \lambda, t_\lambda > t_{\lambda - 1}$.) Indeed, nodes $a, b$ may never meet, however, the message may go via intermediate passes between pairs of nodes that meet.

Yet a problem of a different taste (that does not have a counterpart in classical distributed computing) is that of reconfiguring a “configuration” (i.e., some initial placement of devices in $M$). This problem comes from the areas of Robotics (see Reference 27) or puzzles (e.g., the famous 16-puzzle or the Rubik cube) and it might be very hard even in its centralized version. Any way to solve a reconfiguration problem includes the subproblem of moving from some word of a finite group or semigroup to another, and the number of elementary motions (e.g., nearby station movements one at a time) is lower-bounded by the group diameter.

Distributed ways to solve such problems must specify carefully how the devices move and in which sequence. Not all motions may be possible due to, for example, geometry or robot shape restrictions; also care is required so that, for example, the devices do not become disconnected and “lose their way” when they move.

In the sequel of the chapter we have selected three mobile computing algorithms (protocols) each solving one of the problems discussed earlier. We did that in order to provide the reader with an as wide as possible set of problems, solutions, and modeling assumptions. One of the protocols is due to our team, while the other two (and their analyses) are adapted from References 42 and 52. We do not insist on this being a complete set but rather a biased choice with the criteria of clarity, variability of model and approach, and the fundamental nature of the problems.

### 7.2.3 Mathematical Tools for the Basic Problems

Each of the problem discussed earlier hints a different area of analytical tools, mainly due to the modeling assumptions about motion. Thus, the implicit representation (via link changes) of motion in the leader-election problem recalls the use of combinatorics (graph theory) and some use of temporal logic and inductive inference.

On the contrary, the explicit representation of motion in the basic communication problem, via independent random walks (stochastic) that some devices do, leads to tools from the rich and recent theory of concurrent random walks and stochastic multiparticle interaction. Finally, the reconfiguration problems hint either to group theory or to lattice distances; a flavor of algebraic combinatorics. We will see these in detail in the next chapters.

Let us note here that, in the problems of maintenance of properties of $G_t$ (e.g., leaders, connectivity, etc.) while links change, we believe that all the techniques of on-line algorithms can be re-used here (even statements of system “potential” changes).

To this end there is a relation with the approach of (stochastic) multiparticle interactions theory. That theory (originated in Statistical Physics) also examines the duration (or the eventual satisfaction) of global properties, and sometimes uses summary measures of the whole mobile system (e.g., “heat”). There is a rich theory of phase transitions in multiparticle systems and quite similar phenomena are expected to appear in the system of many moving and locally interacting devices.

### 7.2.4 The Behavior of Mobile Computing Protocols

Many performance issues of mobile computing protocols (algorithms) are motivated by the Theory of Networks. We informally discuss some of them here:

a. **Throughput.** It can be understood as the number of messages delivered to final destinations per unit time.
b. **Scalability.** A protocol $P$ is scalable when (1) its correctness is not affected when the network size changes and (2) its “performance” admits a smooth change when the size of the network changes. Here, the notion of performance can be quantified in various ways, for example, energy loss, time for a message to be finally delivered to its destination, number of compulsory motions, etc.

c. **Stability.** The networks-motivated definition of stability is that the message population (number of messages originated but not yet delivered) in the system remains bounded as time grows. Although this definition still holds in mobile networks of devices, it does not capture entirely our intuition about a stable system. For example, an abnormal behavior in link updates may cause certain protocol states to be repeated infinitely often, disallowing termination. The issue is quite open for research.

d. **Fault-tolerance.** A mobile computing algorithm tolerates $k$ faults when its correctness is not violated by up to $k$ faults of devices during execution. A similar statement can be made for a protocol tolerating up to a certain faults rate $r$ without correctness violation.

The semantics of faults are identical to those in Distributed Computing (random delays, permanent device failures, adversarial behavior of some mobile stations, i.e., not following the protocol code, etc.).

A quite interesting research aspect of mobile computing (with applications to mobile viruses in, for example, the Internet) is that of protocols of *pursuit-evation*: the mobile devices (or entities) are separated into two groups with different objectives. The *fugitives* group wants to remain in the motion space as long as possible. The *hunters* group of devices has as its goal to “capture” or “find” the fugitives. The semantics of capturing a fugitive may vary from a simple meeting (or coexistence within some range) of the fugitive with one or more hunters, to a blocking of all possible moves of the fugitive by a set of hunters. Such protocols are motivated by the Graph Searching problem and have been proposed and analyzed in Reference 1. It should be clear that in pursuit–evation scenarios, the hunter devices are compulsory, since their motions are specified by the protocol. The motion strategy of fugitive devices must be assumed to be a best response to the hunters protocol (i.e., to be as adversarial as possible so that the task of the hunters is nontrivial). Clearly, game-theoretic notions can be applied in such settings.

### 7.2.5 Some More Algorithmic Problems in Mobile Environments

Some of the distinctive features of mobile computing are also the source of new problems. As an example, let us consider power-controlled networks, that is, mobile networks where devices are able to change their transmission power (by controlling their battery according to the protocol). In such mobile environments, if a device $u$ attempts to send a message with transmission power $P_u$, then all devices within range but with power less than $\alpha P_u$ ($\alpha > 0$ is a constant) cannot receive the message. Such mobile computing environments were considered in Reference 2. The authors of Reference 2 discuss the complexity of routing in such environments, and propose near-optimal routing protocols for them.

Another algorithmic problem worthy of mentioning is that of devising protocols for ad hoc mobile networks that manage to implement group communication while ensuring a total order in the delivery of messages. There, motion makes preservation of delivery order hard (see, e.g., Reference 53). A possible solution is to provide a subprotocol that causes a token to continually circulate through all the mobile devices. Such an idea is presented in Reference 41, with a nice discussion about the performance of the protocol.

We remark here that the solvability and performance of many algorithmic problems in mobile computing depends (sometimes crucially) on the assumed properties of the mobile devices (that are abstracted from technology). For example, the assumption of existence of GPS technology [8,10,32,55,56] makes the mobile devices position-aware with respect to a global system of coordinates. Position-awareness may trivialize some problems of reconfiguration.
For a further discussion of some principles of algorithmic design in mobile ad hoc networks, see Reference 9, the book chapter by Boukerche and Nikoletseas [14] and the book chapter by Chatzigiannakis, Nikoletseas, and Spirakis [18].

7.3 An Algorithm for Leader Election

7.3.1 The Problem

The leader election problem is one of the most fundamental problems in distributed computing. Leader election is in fact a building block in the design of distributed protocols. For example, electing a unique node that generates a single token controlling the entrance to the critical section is essential to mutual exclusion algorithms. Further important uses of the leader election problem are the coordination in resource sharing among a set of nodes toward achieving efficiency and fault-tolerance, and symmetry breaking (such as in a deadlock situation where a single node elected as a leader may undertake deadlock repairing actions). (See References 43 and 7 for a detailed study of leader election algorithms.) The leader election problem has many variants. For static networks, its most general version is, informally, the following: “Eventually, exactly one node in the network is designated a leader, while there should never be more than one leader during the execution of the leader election algorithm.”

Leader election becomes especially important in a mobile setting, due to the frequent changes in the network topology because of the movement of hosts and other special reasons (permanent or temporary disconnections from the network, failures, etc.). As an example, in a mutual exclusion algorithm, link/node failures may frequently result in token loss, thus it is crucial to elect a new leader for creating a new token. As an another example, consider a group communication algorithm for a mobile network (see, e.g., Reference 41). In such a setting, mobility of hosts results in frequent group membership changes and a new leader must be elected among the new members of the group.

However, mainly because of the dynamically changing network topology, solving the leader election problem in a mobile setting becomes more difficult and challenging compared to the static case. A usual complication is the possibility of disconnection of the ad hoc network into connected components, or the merging of two or more connected components into one. In the first case it is essential to eventually elect a unique node in each connected component (note that after the disconnection and for a certain period, there might be components with no leader node). Similarly, in the case of two or more components that merge, there may be more than one leaders. In such a case, the algorithm must resolve the presence of multiple leaders by guaranteeing that only one leader survives.

In the light of the above, Malpani et al. [42] propose the following modified informal definition of the leader election problem in an ad hoc mobile network: “Any connected component whose topology is static for sufficiently long time will eventually have exactly one leader.” More formally, Malpani et al. [42] provide the following problem statement for leader election in ad hoc mobile networks.

**Definition 7.6** [42] Let in each node $i$ a variable $lid_i$ that holds the identifier of the node currently considered the leader in the component of $i$. In every execution with a finite number of topology changes, eventually we must have that, for every connected component $C$ of the topology graph, there is a node $l$ in $C$ such that $lid_i = l$ for all nodes $i$ in $C$.

Note that the assumption in the above definition of “a finite number of topology changes” suggests (it is in fact equivalent) that the topology remains “for a sufficiently long time” unchanged.

7.3.2 The Model

The ad hoc mobile networks considered in Reference 42 are modeled as follows: the network is comprised of a set of $n$ independent mobile nodes, communicating in a wireless manner by message passing. The network is modeled as a dynamically changing, not necessarily connected, undirected graph, with
vertices representing nodes and edges between vertices corresponding to nodes that are within each other’s transmission range and can communicate.

The following assumptions on the mobile nodes and the network are made:

1. The nodes have unique node identities.
2. Communication links are bidirectional, reliable, and FIFO. Unidirectional links, if any, are not used and ignored.
3. A protocol at the link layer ensures that each node knows the set of nodes with which it can currently directly (in one “hop”) communicate (by providing indications of link formations and failures).

As far as the rate of topology changes are concerned, Malpani et al. [42] distinguish two cases:

a. The case of a single topology change: In this case it is assumed that only one change (either a link failure or a link formation) can occur at a time, in the sense that the next change occurs only after the network has been updated after the previous change.

b. The case of multiple concurrent topology changes.

Note that the latter case is much more difficult to cope with. Malpani et al. [42] indeed proposes two different algorithms (one for each case). We discuss in the following section only the first one.

7.3.3 The Algorithm

The algorithm in Reference 42 is in fact a modification of the Temporally Ordered Routing Algorithm (TORA) [46] routing algorithm, which in turn is based on a routing algorithm by Gafni and Bertsekas (GB, [34]). Both GB and TORA follow the so-called “link reversal routing” (LRR) paradigm (see Reference 47 for an in-depth discussion). The common characteristic of all LRR techniques is their goal to reduce (as much as possible) the routing overhead communication complexity due to topology changes. In LRR, the reaction to topological changes is local, limited in frequency and scope of application. In contrast to trying to maintain at each node very powerful information (e.g., shortest paths) toward a destination node, LRR just maintains information necessary to support a DAG, with the only sink being the destination node.

Maintaining a DAG guarantees the important property of loop freedom in the routing tables. Moreover, a DAG provides multiple, redundant paths to the destination node. However, a node in the DAG structure knows only its distance to its one-hop neighbors (i.e., those nodes within its transmission range) and is not aware of its distance to the destination node, that is, no additive distance metric or topology composition information for a multihop propagation is supported.

Thus, LRR techniques may trade-off routing optimality for reduced topology adaptation communication overhead. Thus, LRR tends to be very adaptive and scalable. These properties are further supported by minimizing the frequency and scope of reactions to topology changes. In LRR, route maintenance (triggered by the failure of all outgoing links of a node) affects only the set of nodes whose directed paths (prior to failure) to the destination include the failed links. This is in sharp contrast to other approaches: in link-state approaches topological changes must be reported to all the nodes in the network, while in path finding techniques topology changes must be propagated to all nodes whose shortest path spanning trees are affected by the change.

Because of the above, it seems that LRR techniques are best suitable for networks of rather “medium” rate of topology changes, that is, when the mobility rate is not very slow to allow path maintenance or link-state techniques to be applicable, and not so fast to make any techniques trying to maintain some topological information not applicable, inefficient or even erroneous. For a rigorous analysis of the performance of link reversal techniques see Reference 15.

In the next section we present the first ever LRR algorithm. Other efficient routing protocols for ad-hoc mobile environments can be found in references 12 and 13.
7.3.3.1 A Brief Description of the GB Algorithm

Gafni and Bertsekas introduce in Reference 34 for the first time a LRR approach, by providing two algorithms for maintaining a destination-oriented DAG in a network undergoing link failures. The algorithms are called the “Partial Reversal Algorithm” and the “Full Reversal Algorithm.” Both algorithms assign and dynamically update a unique “height” to each node, which is drawn from a totally ordered set of possible values. Each link between two nodes is directed from the node with the higher height to that with the lower height. The goal of the algorithm is to appropriately update the link directions (after the link failures) for maintaining a DAG in which the destination is the only sink. For the algorithms to achieve this goal, whenever a node (other than the sink) loses all its outgoing links (i.e., when it loses its last outgoing or “downstream” link), either because of a link failure or because of a change in a neighbor’s height, it calculates a new height for itself.

The two algorithms differ in the rule for calculating a new height. We here outline the Partial Reversal Algorithm, because it is this algorithm TORA and the algorithm of Reference 42 are based upon. Furthermore, the Partial Reversal Algorithm tends to be the most efficient of the two, because the Full Reversal Algorithm (when a node has no outgoing links) reverses the direction of all of its links.

The height of a node \( i \) is a triple \((\alpha, \beta, i)\) of integers; the last component in the triple is the node’s identity and is included in order to assure uniqueness. Indeed, assuming unique node identities the triples form a total order. Triples are compared lexicographically. In an abstract way, the triple of each node can be seen as its “height,” where links between neighbor nodes are directed according to their relevant heights, that is, from the higher to the lower. Thus, messages flow downstream from higher to lower height nodes. In fact, parameter \( \alpha \) can be seen as a “base” or “reference” height level, with the other two parameters in the triple distinguishing heights of nodes with the same reference level.

A new iteration of the distributed algorithm is triggered whenever one or more nodes have no downstream links anymore. If node \( i \) loses all its outgoing (i.e., when it loses its last outgoing) links, it must compute a new height for itself. It chooses it to be \((\alpha'_i, \beta'_i, i)\), where \( \alpha'_i \) is by one larger than the smallest \( \alpha \) value among all its neighbors’ heights. If \( i \) has a neighbor whose \( \alpha \) height component is equal to \( \alpha'_i \), then \( \beta'_i \) is set to be by one less than the smallest \( \beta \) value among all neighbors of \( i \) whose \( \alpha \) height component equals \( \alpha'_i \). Otherwise the \( \beta \) component of \( i \)'s height remains unchanged.

The above rule for setting \( \alpha'_i \) ensures that node \( i \) will have at least one outgoing link, that is, that \((\alpha'_i, \beta'_i, i)\) will be larger than the height of at least one neighbor, the one with the smallest height. The rule for setting \( \beta'_i \) aims at limiting the number of links incident on \( i \) that will reverse their direction, by keeping \( i \)'s height smaller than that of any neighbors whose \( \alpha \) height component is not smaller than \( \alpha'_i \). Reducing the number of link reversals contributes to the efficiency of the algorithm toward limiting the propagation of height changes (in contrast to the Full Reversal Algorithm that reverses all link directions).

The GB algorithm is shown to be deadlock-free and loop-free. Furthermore, the maintenance of a DAG exhibits redundancy features by providing multiple routes to the destination. Assuming that the network remains connected, the GB algorithm converges in finite time (i.e., after a finite number of iterations). When, however, the topological changes result in the disconnection of the network, the algorithm never converges by trapping in an infinite number of loops.

7.3.3.2 A Brief Description of the TORA Algorithm

Park and Corson [46] adapted the GB algorithm for routing in ad hoc mobile networks, proposing TORA. Their main contribution was a mechanism (maintaining a temporal marker) for distributed detection of network disconnections that result in the destination being no longer reachable. As mentioned in the previous section, the GB algorithms would cause an infinite cycle of messages in that case. TORA seems to be adaptive and scalable, thus it is possibly suitable for large ad hoc mobile networks.

In TORA, the height of node \( i \) is a 5-tuple, \((\tau, \text{oid}_i, r_i, \delta_i, i)\). As in the GB algorithm, the last component is the node’s identity, to ensure uniqueness. The first three components form a “reference” (or “base”) level with the rest two differentiating node heights of the same reference level. A new reference level is started by node \( i \) if it loses all (i.e., its last) outgoing links due to a link failure. Then \( \tau_i \) is set to the time
when this occurs and oid, is set to \( i \), the originator node of this reference level. Component \( r_i \) in turn is used to modify the reference level. Initially, it is set to 0, the so-called “unreflected” reference level. It can be changed at some times to 1, indicating a “reflected” reference level, which is used in detecting network disconnections.

If the node \( i \) loses all its outgoing links due to a link failure, then the following route maintenance action is taken:

**Case 1** (Generate new reference level): The \( \delta \), \( \tau \) components of the triple decide the link directions among all nodes with the same reference level so as to form a destination-oriented DAG. The originator of a new reference level assigns 0 to its \( \delta \) component. When a new reference level is created, say by node \( i \), it is larger than any pre-existing reference level, since it is based on the current time. The originator notifies its neighbors of its new height. As shown in Reference 42, this change eventually propagates among all nodes for whom \( i \) was on their only path to the destination. These are the nodes that must either form new paths to the destination or discover that, due to partitioning, there is no such path anymore. Note that a node \( i \) can lose its last outgoing link due to a neighbor’s height change under a variety of circumstances, which are explained in the sequel.

**Case 2** (Propagate the highest neighbor’s reference level): The first of these cases is when not all the neighbors of \( i \) have the same reference level. Then \( i \) sets its reference level to the largest among all its neighbors and sets its \( \delta \) component to one less than the minimum \( \delta \) value among all neighbors with the largest reference level (this partial reversal is similar to that in the GB algorithm).

**Case 3** (Reflect back a higher sublevel): If all of \( i \)’s neighbors do have the same reference level and it is an unreflected one, then \( i \) starts a reflection of this reference level by setting its reference level to the reflected version of its neighbors’ (with \( r_i = 1 \)) and its \( \delta \) to zero.

**Case 4** (Partition detected, deletion of invalid routes): If all of \( i \)’s neighbors have the same reflected reference level with \( i \) as the originator, then \( i \) has detected a partition and takes appropriate action by deleting invalid routes.

**Case 5** (Generate a new reference level): If all of \( i \)’s neighbors have the same reference level with an originator other than \( i \), then \( i \) starts a new reference level. This situation only happens if a link fails while the system is recovering from an earlier link failure.

### 7.3.3.3 Synopsis of the Leader Election Algorithm

As the authors state in Reference 42, they made the following changes to TORA. The height of each node \( i \) in their algorithm is now a 6-tuple \((\text{lid}_i, r_i, \text{oid}_i, r_i, \delta_i, i)\). The first component is the id of a node believed to be the leader of \( i \)’s component. The remaining five components are the same as in TORA. The reference level \((-1, -1, -1)\) is used by the leader of a component to ensure that it is a sink.

Remark that in TORA, once a network disconnection has been detected, the node that first detected the partition notifies the other nodes in its component so that they stop updating heights and sending (useless) messages. In the leader election algorithm, the node that detected the partition elects itself as the leader of the newly created component. It then transmits this information to its neighbors, who in turn propagate this information further to their neighbors and so on. Eventually all the nodes in the new component are notified of the leader change. In the other case, that is, when two or more components merge due to the activation of new links, the leader of the component whose identity is the smallest eventually becomes the only leader of the entire newly created component.

### 7.3.3.4 A Pseudo-Code Description of the Algorithm

Malpani et al. [42] describes the pseudo-code executed by node \( i \), which we present below. Recall that each step is triggered either by the notification of the failure or formation of an incident link or by the receipt of a message from a neighbor. Node \( i \) stores its neighbors’ identities in a local variable \( N_i \). When an incident link fails, \( i \) updates \( N_i \). When an incident link is formed, \( i \) updates \( N_i \) and sends an Update
We now present part of the correctness proof of Reference 46 for their leader election algorithm. The decide the direction of its incident links.

References in the pseudo-code below to variables $\text{lid}_i$, $\tau_j$, $\text{oid}_j$, $r_j$, $\delta_j$ for a neighbor node $j$ of node $i$ actually refer to the information that $i$ has stored about $j$'s height, in variable height, $[j]$. At the end of each step, if $i$'s height has changed, then it sends an Update message with the new height to all its neighbors. The pseudo-code below explains how and when node $i$'s height is changed. Parts B through D are executed only if the leader identity in the received Update message is the same as $\text{lid}_i$.

A. When node $i$ has no outgoing links due to a link failure, then:
   (1) if node $i$ has no incoming links as well then
   (2) $\text{lid}_i := i$
   (3) $(\tau_i, \text{oid}_i, r_i) := (-1, -1, -1)$
   (4) $\delta_i := 0$
   (5) else
   (6) $(\tau_i, \text{oid}_i, r_i) := (t_i, 0, 0)$ ($t_i$ is the current time)
   (7) $\delta_i := 0$

B. When node $i$ has no outgoing links due to a link reversal following reception of an Update message and the reference levels $(\tau_j, \text{oid}_j, r_j)$ are not equal for all $j \in N_i$, then:
   (1) $(\tau_i, \text{oid}_i, r_i) := \max \{(\tau_j, \text{oid}_j, r_j) \mid j \in N_i\}$
   (2) $\delta_i := \min \{\delta_j \mid j \in N_i \text{ and } (\tau_j, \text{oid}_j, r_j) = (\tau_i, \text{oid}_i, r_i)\} - 1$

C. When node $i$ has no outgoing links due to a link reversal following reception of an Update message and the reference levels $(\tau_j, \text{oid}_j, r_j)$ are equal with $r_j = 0$ for all $j \in N_i$, then:
   (1) $(\tau_i, \text{oid}_i, r_i) := (\tau_j, \text{oid}_j, 1)$ for any $j \in N_i$
   (2) $\delta_i := 0$

D. When node $i$ has no outgoing links due to a link reversal following reception of an Update message and the reference levels $(\tau_j, \text{oid}_j, r_j)$ are equal with $r_j = 1$ for all $j \in N_i$ and $\text{oid}_j = i$, then:
   (1) $\text{lid}_i := i$
   (2) $(\tau_i, \text{oid}_i, r_i) := (-1, -1, -1)$
   (3) $\delta_i := 0$

E. When node $i$ receives an Update message from neighboring node $j$ such that $\text{lid}_j \neq \text{lid}_i$, then:
   (1) if $\text{lid}_j > \text{lid}_i$ or ($\text{oid}_j = \text{lid}_j$ and $r_j = 1$) then
   (2) $\text{lid}_i := \text{lid}_j$
   (3) $(\tau_i, \text{oid}_i, r_i) := (0, 0, 0)$
   (4) $\delta_i := \delta_j + 1$

In part E, if the new identity is smaller than yours, then adopt it. If the new id is larger than yours, then adopt it, but only if it is the case that the originator of a new reference level has detected a partition and elected itself.

### 7.3.4 Analytic Considerations

We now present part of the correctness proof of Reference 46 for their leader election algorithm. The authors of Reference 42 assume that each connected component is a leader-oriented DAG initially and that only one change (either a link failure or a link formation) can occur at a time. The next change occurs only after the entire network has recovered from the previous change (i.e., this is the case of single topology changes). They also assume that the system is synchronous, that is, the execution occurs in rounds. Messages are sent at the beginning of each round and are received by the nodes to whom they were sent before the end of each round.
Theorem 7.1 [42] The algorithm ensures that each component eventually has exactly one unique leader.

Proof (sketch following [42]). We consider the following three cases (the only ones causing changes):

Case 1: A link disappears at time $t$, causing node $i$ to lose its last outgoing link but not disconnecting the component.

Case 2: A link appears at time $t$, joining two connected components.

Case 3: A link disappears at time $t$, causing node $i$ to lose its last outgoing link and disconnecting the component.

In each case, Malpani et al. [42] show that eventually each component becomes a leader-oriented DAG:

Case 1: A link disappears at time $t$, causing node $i$ to lose its last outgoing link but not disconnecting the component.

Let $G$ be the directed graph representing the resulting component topology. Let $l$ be the leader of the component. Then the component was an $l$-oriented DAG before the link was lost. Let $V_l$ be the set of nodes that still have a path to $l$. At time $t$, the remaining nodes have a path to $i$; let this set be $V_i$. Let $G_l$ be the graph induced by $V_l$, and $G_i$ be the graph induced by $V_i$.

Definition 7.7 The frontier nodes of $V_i$ are nodes that are adjacent to nodes in $V_l$. The edges between $V_i$ and $V_l$ are the frontier edges.

Let $k$ be any node in $V_i$.

Definition 7.8 Level($k$) is the length of the longest path in $G_i$ from $k$ to $i$.

Note that level is defined with respect to the fixed $G_i$. Thus, even though the direction of edges change as the algorithm proceeds, the levels remain the same.

Lemma 7.1 If $k$ is on a path in $G_i$ from a frontier node to $i$, then $k$’s final height is $(l, t, i, 0, -\text{level}(k), k)$. Otherwise, $k$’s final height is $(l, t, i, 1, -\text{diff}(k), k)$, where $\text{diff}(k) = \max\{\text{level}(h) \mid h \in V_l \text{ and } k \text{ is reachable from } h \text{ in } G_i \} - \text{level}(k)$.

Proof (sketch). By induction on the number of rounds $r$ after $t$, Malpani et al. [42] show that at the end of round $r$:

a. If $r < \text{level}(k)$, then $k$’s height is the same as it was at time $t$.

b. If $k$ is on a path from a frontier node to $i$ and $r \geq \text{level}(k)$, then $k$’s height is $(l, t, i, 0, -\text{level}(k), k)$.

c. If $k$ is not on a path from a frontier node to $i$ and $\text{level}(k) \leq r < \text{level}(k) + 2 \cdot \text{diff}(k)$, then $k$’s height is $(l, t, i, 0, -\text{level}(k), k)$.

d. If $k$ is not on a path from a frontier node to $i$ and $r \geq \text{level}(k) + 2 \cdot \text{diff}(k)$, then $k$’s height is $(l, t, i, 1, -\text{diff}(k), k)$.

Thus, Lemma 7.1 implies that the resulting graph is an $l$-oriented DAG, since all nodes in $G_i$ now have paths to frontier nodes. The frontier edges are now directed from $V_i$ to $V_l$ because the $\tau$-component in the heights of nodes in $V_i$ is larger than for $V_l$ (since the algorithm has access to synchronized or at least logical clocks).

Case 2: A link appears at time $t$, joining two formerly separate components $C_1$ and $C_2$ into a new component $C$.

Let $l_1$ be the leader of $C_1$ and $l_2$ the leader of $C_2$. Assume, without loss of generality, that $l_1 < l_2$. Suppose a link appears at time $t$ between $k_1$ (a node in $C_1$) and $k_2$ (a node in $C_2$).
**Lemma 7.2** Eventually $l_1$ becomes the leader of component $C$ and $C$ is an $l_1$-oriented DAG.

*Proof* (sketch). Let $r$ be the number of rounds after $t$. At $r = 0$, $k_1$ and $k_2$ send Update messages to each other. Since $k_1$'s leader $l_1$ is smaller than $k_2$'s leader, $l_2$, $k_2$ updates its height to $(l_1, 0, 0, 0, \delta_{k_1+1}, k_2)$ and gets an outgoing link to $k_1$. Let the value of $\text{dist}(k)$ for any node $k$ in partition$_2$ be the shortest path distance from that node to node $k_2$ (the path distance is in terms of number of links). When $r < \text{dist}(k)$, the height of $k$ remains unaffected since it has not yet received the Update message regarding the change in leadership. When $r = \text{dist}(k)$, $k$ (including $l_2$) changes its height to $(l_1, 0, 0, 0, \delta_{k_1} + \text{dist}(k) + 1, k)$. Thus $k$ now has a path to $k_1$ and its leader id has also changed to indicate a change in leadership. When $r > \text{dist}(k)$, the height of $k$ remains unchanged.

Thus we see that when $r = \text{dist}(k)$, where $k$ is the farthest node from $k_2$, all the nodes in partition$_2$ have updated their heights and have a route to $k_1$. The resulting graph (for the merged component) will be an $l_1$-oriented DAG, since $k_1$ is a node in partition$_1$, which is an $l_1$-oriented DAG. □

**Case 3:** A link disappears at time $t$, causing node $i$ to lose its last outgoing link and disconnecting the component.

The proof for case 3 is very similar to case 1, except that there will be no path from node $i$ to a frontier node. The following condition will arise, which is different from the conditions in case 1: Let $r_1 = \max(\text{level}(k) + 2 \cdot \text{diff}(k))$ for all $k$ adjacent to $i$. At round $r_1$, the heights of all the adjacent nodes $k$ will be $(l, t, i, 1, -\text{diff}(k), k)$ and node $i$ will detect that a partition has occurred and will elect itself as the leader.

**Lemma 7.3** At round $r_1$ a DAG with node $i$ as the sink has already been formed.

*Proof.* We know from the proof of case 1 that, when $r > \text{level}(k) + 2 \cdot \text{diff}(k)$ for any node $k$ other than $i$, node $k$ has changed its height to $(l, t, i, 1, -\text{diff}(k), k)$ and has an outgoing link toward node $i$. This height of $k$ will not change when $r > \text{level}(k) + 2 \cdot \text{diff}(k)$ and $r < r_1$. Also when $r = r_1 - 1$, one of the nodes $k$, which is adjacent to $i$ will change its height to $(l, t, i, 1, -\text{diff}(k), k)$ and have an outgoing link to node $i$. This node $k$ will also be the last adjacent node of $i$ to do so. □

Thus at $r_1$, when node $i$ detects the partition, it changes its height to $(l, t, i, 1, -\text{diff}(k), k)$ and sends an Update message to its neighbors. This message is propagated throughout the new component. The resulting graph is an $i$-oriented DAG. The proof for this is the same as the proof for Lemma 7.2.

Thus we see from all the three cases that the algorithm will eventually ensure that each component has exactly one unique leader. Thus Theorem 7.1 has been proved.

### 7.4 A Communication Algorithm for High Mobility Networks

In this section, we focus on networks with high rate of mobility changes. For such dynamically changing networks we propose protocols, which exploit the coordinated (by the protocol) motion of a small part of the network. We show that such protocols can be designed to work correctly and efficiently even in the case of arbitrary (but not malicious) movements of the hosts not affected by the protocol.

We also propose a methodology for the analysis of the expected behavior of protocols for such networks, based on the assumption that mobile hosts (those whose motion is not guided by the protocol) conduct concurrent random walks in their motion space.

In particular, our work examines the fundamental problem of communication and proposes distributed algorithms for it. We provide rigorous proofs of their correctness, and also give performance analyses by combinatorial tools. Finally, we have evaluated these protocols by large scale simulation experiments.

#### 7.4.1 The Case of High Mobility Rate

Ad hoc mobile networks have been modeled by most researchers by a set of independent mobile nodes communicating by message passing over a wireless network. The network is modeled as a dynamically
changing, not necessarily connected, undirected graph, with nodes as vertices and edges (virtual links) between vertices corresponding to nodes that can currently communicate. Such a model is used, for example, in References 42, 39, and 47. See also Section 7.3.

However, the proof of correctness of algorithms presented under such settings requires a bound on the virtual link changes that can occur at a time. As Reference 47 also states, in ad hoc mobile networks the topological connectivity is subject to frequent, unpredictable changes (due to the motion of hosts). If the rate of topological change is very high, then structured algorithms (i.e., algorithms that try to maintain connectivity related data structures, such as shortest paths, DAGs, etc.) fail to react fast enough and Reference 47 suggests that, in such cases, the only viable alternative is flooding. If the rate is low (“quasi-static” networks) or medium, then adaptive algorithmic techniques can apply. In such settings many nice works have appeared like, for example, the work of Reference 42 on leader election, the work of Reference 2 on communication (which, however, examines only static transmission graphs), etc. See the discussion on LRR in Section 7.3.

The most common way to establish communication in ad hoc networks is to form paths of intermediate nodes that lie within one another’s transmission range and can directly communicate with each other [38, 39, 48]. The mobile nodes act as hosts and routers at the same time in order to propagate packets along these paths. Indeed, this approach of exploiting pairwise communication is common in ad hoc mobile networks that cover a relatively small space (i.e., with diameter that is small with respect to transmission range) or are dense (i.e., thousands of wireless nodes) where all locations are occupied by some hosts; broadcasting can be efficiently accomplished.

In wider area ad hoc networks with less users, however, broadcasting is impractical: two distant peers will not be reached by any broadcast as users may not occupy all intermediate locations (i.e., the formation of a path is not feasible). Even if a valid path is established, single link “failures” happening when a small number of users that were part of the communication path move in a way such that they are no longer within transmission range of each other, will make this path invalid. Note also that the path established in this way may be very long, even in the case of connecting nearby hosts.

We conjecture that, in cases of high mobility rate and of low density of user spreading, one can even state an impossibility result: any algorithm that tries to maintain a global structure with respect to the temporary network will be erroneous if the mobility rate is faster than the rate of updates of the algorithm. An experimental validation of conjecture is partially achieved in Reference 16, where a detailed study of the impact of user mobility and user density on the performance and correctness of communication protocols is performed.

In contrast to all such methods, we try to avoid ideas based on paths finding and their maintenance. We envision networks with highly dynamic movement of the mobile users, where the idea of “maintenance” of a valid path is inconceivable (paths can become invalid immediately after they have been added to the routing tables). Our approach is to take advantage of the mobile hosts natural movement by exchanging information whenever mobile hosts meet incidentally. It is evident, however, that if the users are spread in remote areas and they do not move beyond these areas, there is no way for information to reach them, unless the protocol takes special care of such situations.

### 7.4.2 The Basic Idea

In the light of the above, we propose the idea of forcing a small subset of the deployed hosts to move as per the needs of the protocol. We call this set the “support” of the network. Assuming the availability of such hosts, the designer can use them suitably by specifying their motion in certain times that the algorithm dictates.

We wish to admit that the assumption of availability of such hosts for algorithms deviates from the “pure” definition of ad hoc mobile networks. However, we feel that our approach opens up an area for distributed algorithms design for ad hoc mobile networks of high mobility rate.

Our approach is motivated by two research directions of the past:

a. The “two tier principle” [38], stated for mobile networks with a fixed subnetwork, however, which says that any protocol should try to move communication and computation to the fixed part of the
network. Our assumed set of hosts that are coordinated by the protocol simulates such a (skeleton) network; the difference is that the simulation actually constructs a coordinated moving set.

b. A usual scenario that fits to the ad hoc mobile model is the particular case of rapid deployment of mobile hosts, in an area where there is no underlying fixed infrastructure (either because it is impossible or very expensive to create such an infrastructure, or because it is not established yet, or because it has become temporarily unavailable, that is, destroyed or down).

In such a case of rapid deployment of a number of mobile hosts, it is possible to have a small team of fast moving and versatile vehicles, to implement the support. These vehicles can be cars, jeeps, motorcycles, or helicopters. We interestingly note that this small team of fast moving vehicles can also be a collection of independently controlled mobile modules, that is, robots. This specific approach is inspired by the recent paper of Walter, Welch, and Amato. In their paper “Distributed Reconfiguration of Metamorphic Robot Chains” [52] the authors study the problem of motion coordination in distributed systems consisting of such robots, which can connect, disconnect, and move around. The paper deals with metamorphic systems where (as is also the case in our approach) all modules are identical. See Section 7.5 for a detailed discussion of the paper [52]. Note in particular that the approach of having the support moving in a coordinated way, that is, as a chain of nodes, has some similarities to Reference 52.

Related Work. In a recent paper [40], Li and Rus present a model, which has some similarities to ours. The authors give an interesting, yet different, protocol to send messages, which forces all the mobile hosts to slightly deviate (for a short period of time) from their predefined, deterministic routes, in order to propagate the messages. Their protocol is, thus, compulsory for any host, and it works only for deterministic host routes. Moreover, their protocol considers the propagation of only one message (end to end) each time, in order to be correct. In contrast, our support scheme allows for simultaneous processing of many communication pairs. In their setting, they show optimality of message transmission times.

Adler and Scheideler [2] deal only with static transmission graphs, that is, the situation where the positions of the mobile hosts and the environment do not change. In Reference 2 the authors pointed out that static graphs provide a starting point for the dynamic case. In our work, we consider the dynamic case (i.e., mobile hosts move arbitrarily) and in this sense we extend their work. As far as performance is concerned, their work provides time bounds for communication that are proportional to the diameter of the graph defined by random uniform spreading of the hosts.

In Reference 31, Dimitriou et al. study the “infection time” of graphs, that is, the expected time needed for red and white particles moving randomly on the vertices of a graph and “infecting” each other with their color when they meet, to become all red. By using properties of stochastic interaction of particles, the authors provide tight bounds on the infection time. We note that the infection time may capture the communication time of mobile hosts in an ad hoc network. Other communication algorithms extending the support approach to other important network types (such as highly changing and hierarchical networks), can be found in references 20, 22, 25, 26 and 29.

7.4.3 The Model
7.4.3.1 The Motion Space
The set of previous research that follows the approach of slowly changing communication graphs, models hosts motions only implicitly, that is, via the pre-assumed upper bound on the rate of virtual link changes. In contrast, we propose an explicit model of motions because it is apparent that the motions of the hosts are the cause of the fragility of the virtual links. Thus we distinguish explicitly between (a) the fixed (for any algorithm) space of possible motions of the mobile hosts and (b) the kind of motions that the hosts actually perform inside this space. In the sequel we have decided to model the space of motions only combinatorially, that is, as a graph. We however believe that future research will complement this effort by introducing geometry details into the model.

In particular, we abstract the environment where the stations move (in three-dimensional space with possible obstacles) by a motion-graph (i.e., we neglect the detailed geometric characteristics of the motion).
In particular, we first assume that each mobile host has a transmission range represented by a sphere $tr$ centered by itself. This means that any other host inside $tr$ can receive any message broadcast by this host. We approximate this sphere by a cube $tc$ with volume $V(tc)$, where $V(tc) \geq V(tr)$. The size of $tc$ can be chosen in such a way that its volume $V(tc)$ is the maximum that preserves $V(tc) \approx V(tr)$, and if a mobile host inside $tc$ broadcasts a message, this message is received by any other host in $tc$. Given that the mobile hosts are moving in the space $S$, $S$ is divided into consecutive cubes of volume $V(tc)$.

**Definition 7.9** The motion graph $G(V, E)$, $|V| = n$, $|E| = m$, which corresponds to a quantization of $S$ is constructed in the following way: a vertex $u \in G$ represents a cube of volume $V(tc)$. An edge $(u, v) \in G$ if the corresponding cubes are adjacent.

The number of vertices $n$, actually approximates the ratio between the volume $V(S)$ of space $S$, and the space occupied by the transmission range of a mobile host $V(tr)$. In the case where $V(S) \approx V(tr)$ (the transmission range of the hosts approximates the space where they are moving), then $n = 1$. Given the transmission range $tr$, $n$ depends linearly on the volume of space $S$ regardless of the choice of $tc$, and $n = O(V(S)/V(tr))$. Let us call the ratio $V(S)/V(tr)$ by the term relative motion space size and denote it by $\rho$. Since the edges of $G$ represent neighboring polyhedra each node is connected with a constant number of neighbors, which yields that $m = \Theta(n)$. In our example where $tc$ is a cube, $G$ has maximum degree of six and $m \leq 6n$. Thus motion graph $G$ is (usually) a bounded degree graph as it is derived from a regular graph of small degree by deleting parts of it corresponding to motion or communication obstacles. Let $\Delta$ be the maximum vertex degree of $G$.

**7.4.3.2 The Motion of the Hosts — Adversaries**

The motion that the hosts perform (we mean here the hosts that are not part of the support, that is, those whose motion is not specified by the distributed algorithm) is an input to any distributed algorithm.

a. In the general case, we assume that the motions of such hosts are decided by an oblivious adversary. The adversary determines motion patterns in any possible way but independently of the part of the distributed algorithm that specifies motions of the support. In other words, we exclude the case where some of the hosts not in the support are deliberately trying to maliciously affect the protocol (e.g., to avoid the hosts in the support). This is a pragmatic assumption usually followed by applications. We call such motion adversaries the restricted motion adversaries.

b. For the purpose of studying efficiency of distributed algorithms for ad hoc networks on an average, we examine the case where the motions of any host not affected by the algorithm are modeled by concurrent and independent random walks. In fact, the assumption that the mobile users move randomly, either according to uniformly distributed changes in their directions and velocities or according to the random waypoint mobility model by picking random destinations, has been used by other research (see, e.g., References 35 and 37).

We interestingly note here a fundamental result of graph theory, according to which dense graphs look like random graphs in many of their properties. This has been noticed for expander graphs at least by References 3 and 6 and is captured by the famous Szemeredi’s Regularity Lemma [50], which says that in some sense most graphs can be approximated by random-looking graphs.

In analogy, we conjecture that any set of dense (in number) but arbitrary otherwise motions of many hosts in the motion space can be approximated (at least with respect to their meeting and hitting times statistics) by a set of concurrent dense random walks. But the meeting times statistics of the hosts essentially determine the virtual fragile links of any ad hoc network. We thus believe that our suggestion for adoption of concurrent random walks as a model for input motions, is not only a tool for average case performance analysis but it might in fact approximate well any ad hoc network of dense motions.
7.4.4 The Problem

A basic communication problem, in ad hoc mobile networks, is to send information from some sender user, MHS, to another designated receiver user, MHR.

One way to solve this problem is the protocol of notifying every user that the sender MHS meets (and providing all the information to it) hoping that some of them will eventually meet the receiver MHR.

Is there a more efficient technique (other than notifying every user that the sender meets, in hope that some of them will then eventually meet the receiver) that will effectively solve the basic communication problem without flooding the network and exhausting the battery and computational power of the hosts?

A protocol solving this important communication problem is reliable if it allows the sender to be notified about delivery of the information to the receiver.

Note that this problem is very important and in fact fundamental, in the sense that no distributed computing protocol can be implemented in ad hoc mobile networks without solving this basic communication problem.

7.4.5 A Set of Algorithms

7.4.5.1 The Basic Algorithm

In simple terms, the protocol works as follows: the nodes of the support move fast enough so that they visit (in a sufficiently short time) the entire motion graph. Their motion is accomplished in a distributed way via a support motion subprotocol $P_1$. When some node of the support is within communication range of a sender, an underlying sensor subprotocol $P_2$ notifies the sender that it may send its message(s). The messages are then stored “somewhere within the support structure.” When a receiver comes within the communication range of a node of the support, the receiver is notified that a message is “waiting” for him and the message is then forwarded to the receiver. The messages received by the support are propagated within the structure when two or more members of the support meet on the same site (or are within the communication range). A synchronization subprotocol $P_3$ is used to dictate the way that the members of the support exchange information.

In a way, the support $\Sigma_1$ plays the role of a (moving) skeleton subnetwork (whose structure is defined by the motion subprotocol $P_1$), through which all communication is routed. From the above description, it is clear that the size, $k$, and the shape of the support may affect performance.

Note that the proposed scheme does not require the propagation of messages through hosts that are not part of $\Sigma$, thus its security relies on the support’s security and is not compromised by the participation in message communication of other mobile users. For a discussion of intrusion detection mechanisms for ad hoc mobile networks see Reference 54.

7.4.5.2 The SNAKE Algorithm

The main idea of the protocol proposed in References 19 and 21 is as follows. There is a set-up phase of the ad hoc network, during which a predefined set, $k$, of hosts, become the nodes of the support. The members of the support perform a leader election by running a randomized breaking symmetry protocol in anonymous networks (see, e.g., Reference 36). This is run once and imposes only an initial communication cost. The elected leader, denoted by $MS_0$, is used to coordinate the support topology and movement. Additionally, the leader assigns local names to the rest of the support members $MS_1, MS_2, \ldots, MS_{k-1}$.

The nodes of the support move in a coordinated way, always remaining pairwise adjacent (i.e., forming a chain of $k$ nodes), so that they sweep (given some time) the entire motion graph. This encapsulates the support motion subprotocol $P^1_1$. Essentially the motion subprotocol $P^1_1$ enforces the support to move as a “snake,” with the head (the elected leader $MS_0$) doing a random walk on the motion graph and each of
the other nodes MS<sub>i</sub> executing the simple protocol “move where MS<sub>i-1</sub> was before.” More formally, the movement of Σ is defined as follows:

Initially, MS<sub>i</sub>, ∀i ∈ {0, 1, . . . , k − 1}, start from the same area-node of the motion graph. The direction of movement of the leader MS<sub>0</sub> is given by a memoryless operation that chooses randomly the direction of the next move. Before leaving the current area-node, MS<sub>0</sub> sends a message to MS<sub>1</sub> that states the new direction of movement. MS<sub>1</sub> will change its direction as per instructions of MS<sub>0</sub> and will propagate the message to MS<sub>2</sub>. In analogy, MS<sub>i</sub> will follow the orders of MS<sub>i-1</sub> after transmitting the new directions to MS<sub>i+1</sub>. Movement orders received by MS<sub>i</sub> are positioned in a queue Q<sub>i</sub> for sequential processing. The very first move of MS<sub>i</sub>, ∀i ∈ {1, 2, . . . , k − 1} is delayed by a δ period of time.

We assume that the mobile support hosts move with a common speed. Note that the above described motion subprotocol P<sub>1</sub> enforces the support to move as a “snake,” with the head (the elected leader MS<sub>0</sub>) doing a random walk on the motion graph G and each of the other nodes MS<sub>i</sub> executing the simple protocol “move where MS<sub>i-1</sub> was before.” This can be easily implemented because MS<sub>i</sub> will move following the edge from which it received the message from MS<sub>i-1</sub> and therefore our protocol does not require common sense of orientation.

The purpose of the random walk of the head is to ensure a cover (within some finite time) of the whole motion graph, without memory (other than local) of topology details. Note that this memoryless motion also ensures fairness. The value of the random walk principle of the motion of the support will be further justified in the correctness and the efficiency parts of the paper, where we wish our basic communication protocol to meet some performance requirements regardless of the motion of the hosts not in Σ. A modification of M<sub>2</sub> is that the head does a random walk on a spanning subgraph of G (e.g., a spanning tree). This modified M<sub>Σ</sub> (call it M′<sub>Σ</sub>) is more efficient in our setting since “edges” of G just represent adjacent locations and “nodes” are really possible host places.

A simple approach to implement the support synchronization subprotocol P<sub>2</sub> is to use a forward mechanism that transmits incoming messages (in-transit) to neighboring members of the support (due to P<sub>1</sub> at least one support host will be close enough to communicate). In this way, all incoming messages are eventually copied and stored in every node of the support. This is not the most efficient storage scheme and can be refined in various ways in order to reduce memory requirements.

### 7.4.5.3 The RUNNERS Algorithm

A different approach to implement M<sub>Σ</sub> is to allow each member of Σ not to move in a snake-like fashion, but to perform an independent random walk on the motion graph G, that is, the members of Σ can be viewed as “runners” running on G. In other words, instead of maintaining at all times pairwise adjacency between members of Σ, all hosts sweep the area by moving independently of each other. When two runners meet, they exchange any information given to them by senders encountered using a new synchronization subprotocol P<sub>3</sub>. As in the snake case, the same underlying sensor subprotocol P<sub>2</sub> is used to notify the sender that it may send its message(s) when being within communication range of a node of the support.

As described in Reference 19, the runners protocol does not use the idea of a (moving) backbone subnetwork as no motion subprotocol P<sub>1</sub>′ is used. However, all communication is still routed through the support Σ and we expect that the size k of the support (i.e., the number of runners) will affect performance in a more efficient way than that of the snake approach. This expectation stems from the fact that each host will meet each other in parallel, accelerating the spread of information (i.e., messages to be delivered).

A member of the support needs to store all undelivered messages, and maintain a list of receipts to be given to the originating senders. For simplicity, we can assume a generic storage scheme where all undelivered messages are members of a set S<sub>1</sub> and the list of receipts is stored on another set S<sub>2</sub>. In fact, the unique ID of a message and its sender ID is all that is needed to be stored in S<sub>2</sub>. When two runners meet at the same vertex of the motion graph G, the synchronization subprotocol P<sub>3</sub>′ is activated. This
subprotocol imposes that when runners meet on the same vertex, their sets $S_1$ and $S_2$ are synchronized. In this way, a message delivered by some runner will be removed from the set $S_1$ of the rest of runners encountered, and similarly delivery receipts already given will be discarded from the set $S_2$ of the rest of runners.

The synchronization subprotocol $P_{2}$ is partially based on the two-phase commit algorithm as presented in Reference 43 and works as follows:

Let the members of $\Sigma$ residing on the same site (i.e., vertex) $u$ of $G$ be $MS^n_1, \ldots, MS^n_j$. Let also $S_1(i)$ (resp. $S_2(i)$) denote the $S_1$ (resp. $S_2$) set of runner $MS^n_i$, $1 \leq i \leq j$. The algorithm assumes that the underlying sensor subprotocol $P_2$ informs all hosts about the runner with the lowest ID, i.e., the runner $MS^n_1$. $P_{2}$ consists of two rounds:

Round 1: All $MS^n_i$, $1 \leq i \leq j$ residing on vertex $u$ of $G$, send their $S_1$ and $S_2$ to runner $MS^n_1$. Runner $MS^n_1$ collects all the sets and combines them with its own to compute its new sets $S_1$ and $S_2$: $S_2(1) = \bigcup_{1 \leq i \leq j} S_2(i)$ and $S_1(1) = \bigcup_{1 \leq i \leq j} S_1(i) - S_2(1)$.

Round 2: Runner $MS^n_1$ broadcasts its decision to all the other support member hosts. All hosts that received the broadcast apply the same rules, as $MS^n_1$ did, to join their $S_1$ and $S_2$ with the values received. Any host that receives a message at Round 2 and which has not participated in Round 1, accepts the value received in that message as if it had participated in Round 1.

This simple algorithm guarantees that mobile hosts which remain connected (i.e., are able to exchange messages) for two continuous rounds, will manage to synchronize their $S_1$ and $S_2$. Furthermore, on the event that a new host arrives or another disconnects during Round 2, the execution of the protocol will not be affected. In the case where runner $MS^n_1$ fails to broadcast in Round 2 (either because of an internal failure or because it has left the site), then the protocol is simply re-executed among the remaining runners.

Remark that the algorithm described above does not offer a mechanism to remove message receipts from $S_2$; eventually the memory of the hosts will be exhausted. A simple approach to solve this problem and effectively reduce the memory usage is to construct an order list of IDs contained in $S_2$, for each receiver. This ordered sequence of IDs will have gaps — some messages will still have to be confirmed, but thus are not in $S_2$. In this list, we can identify the maximum ID before the first gap. We are now able to remove from $S_2$ all message receipts with smaller ID than this ID.

### 7.4.6 Analysis of the SNAKE Algorithm

#### 7.4.6.1 Preliminaries

In the sequel, we assume that the head of the snake does a continuous time random walk on $G(V, E)$, without loss of generality (if it is a discrete time random walk, all results transfer easily, see Reference 5).

We define the random walk of a host on $G$ that induces a continuous time Markov chain $M_G$ as follows: the states of $M_G$ are the vertices of $G$ and they are finite. Let $s_t$ denote the state of $M_G$ at time $t$. Given that $s_t = u$, $u \in V$, the probability that $s_{t+dt} = v$, $v \in V$, is $p(u, v) \cdot dt$, where

$$
p(u, v) = \begin{cases} 
\frac{1}{d(u)}, & \text{if } (u, v) \in E \\
0, & \text{otherwise}
\end{cases}
$$

and $d(u)$ is the degree of vertex $u$. We assume that all random walks are concurrent and that there is a global time $t$, not necessarily known to the hosts.

**Note 7.1** Since the motion graph $G$ is finite and connected, the continuous Markov chain abstracting the random walk on it is automatically time-reversible.

**Definition 7.10** $P_i(E)$ is the probability that the random walk satisfies an event $E$ given it started at vertex $i$. 
Definition 7.11 For a vertex \( j \), let \( T_j = \min\{t \geq 0 : s_t = j\} \) be the first hitting time of the walk onto that vertex and let \( E_j, T_j \) be its expected value, given that the walk started at vertex \( i \) of \( G \).

Definition 7.12 For the random walk of any particular host, let \( \pi(\cdot) \) be the stationary distribution of its position after a sufficiently long time.

We denote \( E_{\mu}[\cdot] \) the expectation for the chain started at time 0 from any vertex with distribution \( \mu \) (e.g., the initial distribution of the Markov chain). We know (see Reference 5) that for every vertex \( \sigma \),

\[
\pi(\sigma) = d(\sigma)/2m \text{ where } d(\sigma) \text{ is the degree of } \sigma \text{ in } G \text{ and } m = |E|.
\]

Definition 7.13 Let \( p_{j,k} \) be the transition probability of the random walk from vertex \( j \) to vertex \( k \). Let \( p_{j,k}(t) \) be the probability that the random walk started at \( j \) will be at \( k \in V \) in time \( t \).

Definition 7.14 Let \( X(t) \) be the position of the random walk at time \( t \).

7.4.6.2 Correctness Guarantees under the Restricted Motion Adversary

Let us now consider the case where any sender or receiver is allowed a general, unknown motion strategy, but its strategy is provided by a restricted motion adversary. This means that each host not in the support does not deliberately try to avoid the support.

Let \( \Sigma \) be the probability that the random walk started at \( j \) will be at \( k \in V \) in time \( t \).

Theorem 7.2 The support \( \Sigma \) and the management subprotocol \( M_\Sigma \) guarantee reliable communication between any sender–receiver (\( M_{HS}, M_{HR} \)) pair in finite time, whose expected value is bounded only by a function of the relative motion space size \( \rho \) and does not depend on the number of hosts, and is also independent of how \( M_{HS}, M_{HR} \) move, provided that the mobile hosts not in the support do not deliberately try to avoid the support.

Proof. For the proof purpose, it is enough to show that a node of \( \Sigma \) will meet \( M_{HS} \) and \( M_{HR} \) infinitely often, with probability 1 (in fact our argument is a consequence of the Borel–Cantelli Lemmas for infinite sequences of trials). We will furthermore show that the first meeting time \( M \) (with \( M_{HS} \) or \( M_{HR} \)) has an expected value (where expectation is taken over the walk of \( \Sigma \) and any strategy of \( M_{HS} \) [or \( M_{HR} \)] and any starting position of \( M_{HS} \) [or \( M_{HR} \)] and \( \Sigma \)), which is bounded by a function of the size of the motion graph \( G \) only. This then proves the theorem since it shows that \( M_{HS} \) (and \( M_{HR} \)) meet with the head of \( \Sigma \) infinitely often, each time within a bounded expected duration. So, let \( EM \) be the expected time of the (first) meeting and \( m^* = \sup EM \), where the supremum is taken over all starting positions of both \( \Sigma \) and \( M_{HS} \) (or \( M_{HR} \)) and all strategies of \( M_{HS} \) (one can repeat the argument with \( M_{HR} \)).

We proceed to show that we can construct for the walk of \( \Sigma \)s head a strong stationary time sequence \( V_t \), such that for all \( \sigma \in V \) and for all times \( t \)

\[
P_j(X(V_t) = \sigma \mid V_t = t) = \pi(\sigma)
\]

Remark that strong stationary times were introduced by Aldous and Diaconis in Reference 4. Notice that at times \( V_1 \), \( M_{HS} \) (or \( M_{HR} \)) will necessarily be at some vertex \( \sigma \) of \( V \), either still moving or stopped. Let \( u \) be a time such that for \( X \),

\[
p_{j,k}(u) \geq \left(1 - \frac{1}{e}\right) \pi(k)
\]

for all \( j, k \). Such a \( u \) always exists because \( p_{j,k}(t) \) converges to \( \pi(k) \) from basic Markov Chain Theory.

Note that \( u \) depends only on the structure of the walk’s graph, \( G \). In fact, if one defines separation from stationarity to be \( s(t) = \max_j s_j(t) \) where \( s_j(t) = \sup\{s : p_{j}(t) \geq (1 - s)\pi(j)\} \) then

\[
r_j^{(1)} = \min\{t : s(t) \leq e^{-1}\}
\]
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is called the separation threshold time. For general graphs $G$ of $n$ vertices this quantity is known to be $O(n^2)$ [11]. Now consider a sequence of stopping times $U_i \in \{u, 2u, 3u, \ldots\}$ such that

$$P_i(X(U_i) = \sigma | U_i = u) = \frac{1}{e} \pi(\sigma)$$

(7.1)

for any $\sigma \in V$. By induction on $\lambda \geq 1$ then

$$P_i(X(U_i) = \sigma | U_i = \lambda u) = e^{-(\lambda - 1)} \frac{1}{e} \pi(\sigma)$$

This is because of the following: first remark that for $\lambda = 1$ we get the definition of $U_i$. Assume that the relation holds for $(\lambda - 1)$, that is,

$$P_i(X(U_i) = \sigma | U_i = (\lambda - 1)u) = e^{-(\lambda - 2)} \frac{1}{e} \pi(\sigma)$$

for any $\sigma \in V$. Then $\forall \sigma \in V$

$$P_i(X(U_i) = \sigma | U_i = \lambda u) = \sum_{\alpha \in V} P_i(X(U_i) = \alpha | U_i = (\lambda - 1)u)$$

$$\times P(X(U_i + u) = \sigma | X(U_i) = \alpha)$$

$$= e^{-(\lambda - 2)} \frac{1}{e} \sum_{\alpha \in V} \pi(\alpha) \frac{1}{e} \pi(\sigma)$$

from (7.1)

$$= e^{-(\lambda - 1)} \frac{1}{e} \pi(\sigma)$$

which ends the induction step. Then, for all $\sigma$

$$P_i(X(U_i) = \sigma) = \pi(\sigma)$$

(7.2)

and, from the geometric distribution with $q = 1/e$,

$$E_i U_i = u \left(1 - \frac{1}{e}\right)^{-1}$$

Now let $c = u(e/(e - 1))$. So, we have constructed (by (7.2)) a strong stationary time sequence $U_i$ with $E U_i = c$. Consider the sequence $0 = U_0 < U_1 < U_2 < \cdots$ such that for $i \geq 0$

$$E(U_{i+1} - U_i | U_j, j \leq i) \leq c$$

But, from our construction, the positions $X(U_i)$ are independent (of the distribution $\pi()$), and, in particular, $X(U_i)$ are independent of $U_i$. Therefore, regardless of the strategy of MHS (or MH$_R$) and because of the independence assumption, the support's head has chance at least $\min_{\sigma} \pi(\sigma)$ to meet MHS (or MH$_R$) at time $U_i$, independently of how $i$ varies. So, the meeting time $M$ satisfies $M \leq U_T$, where $T$ is a stopping time with mean

$$ET \leq \frac{1}{\min_{\sigma} \pi(\sigma)}$$

Note that the idea of a stopping time $T$ such that $X(T)$ has distribution $\pi$ and is independent of the starting position is central to the standard modern Theory of Harris — recurrent Markov Chains.
Note that since $G$ is produced as a subgraph of a regular graph of fixed degree $\Delta_1$ we have \[ \frac{1}{2m} \leq \pi(\sigma) \leq \frac{1}{n} \]
for all $\sigma (n = |V|, m = |E|)$; thus \[ ET \leq 2m \]
Hence \[ m^* \leq 2mc = \frac{e}{e-1}2mu \]
Since $m, u$ only depend on $G$, this proves the theorem.

**Corollary 7.1** If $\Sigma$'s head walks randomly in a regular spanning subgraph of $G$, then $m^* \leq 2cn$.

### 7.4.6.3 Worst Case Time Efficiency for the Restricted Motion Adversary

Clearly, one intuitively expects that if $k = |\Sigma|$ is the size of the support then the higher $k$ is (with respect to $n$), the best the performance of $\Sigma$ gets. By working as in the construction of the proof of Theorem 7.2, we can create a sequence of strong stationary times $U_i$ such that $X(U_i) \in F$, where $F = \{\sigma: \sigma$ is a position of a host in the support$\}$. Then $\pi(\sigma)$ is replaced by $\pi(F)$, which is just $\pi(F) = \sum_{\sigma \in F} \pi(\sigma)$ over all $\sigma \in F$. So now $m^*$ is bounded as follows:

\[ m^* \leq c \frac{1}{\min_{\sigma \in J} \left( \sum_{\sigma \in J} \pi(\sigma) \right)}, \]

where $J$ is any induced subgraph of the graph of the walk of $\Sigma$'s head such that $J$ is the neighborhood of a vertex $\sigma$ of radius (maximum distance simple path) at most $k$. The quantity

\[ \min_{J} \left( \sum_{\sigma \in J} \pi(\sigma) \right) \]

is then at least $k/2m$ (since each $\pi(\sigma)$ is at least $1/2m$ and there are at least $k$ vertices $\sigma$ in the induced subgraph), hence, $m^* \leq c(2m/k)$. The overall communication is given by:

\[ T_{\text{total}} = X + T_\Sigma + Y, \quad (7.3) \]

where

- $X$ is the time for the sender node to reach a node of the support.
- $T_\Sigma$ is the time for the message to propagate inside the support. Clearly, $T_\Sigma = O(k)$, that is, linear in the support size.
- $Y$ is the time for the receiver to meet with a support node, after the propagation of the message inside the support.
We have for all MHS, MHR:

\[ E(T_{\text{total}}) \leq \frac{2mc}{k} + \Theta(k) + \frac{2mc}{k} + \Theta_1(k) + 2mc_k \]

The upper bound achieves a minimum when \( k = \sqrt{2mc} \).

**Lemma 7.4** For the walk of \( \Sigma \)’s head on the entire motion graph \( G \), the communication time’s expected value is bounded above by \( \Theta(\sqrt{mc}) \) when the (optimal) support size \( |\Sigma| \) is \( \sqrt{2mc} \) and \( c \) is \( (e/(e-1))u \), \( u \) being the “separation threshold time” of the random walk on \( G \).

Remark that other authors use for \( u \) the symbol \( \tau(1) \) for a symmetric Markov Chain of continuous time on \( n \) states.

**7.4.6.4 Tighter Bounds for the Worst Case of Motion**

To make our protocol more efficient, we now force the head of \( \Sigma \) to perform a random walk on a regular spanning graph of \( G \). Let \( G_R(V, E') \) be such a subgraph. Our improved protocol versions assume that (a) such a subgraph exists in \( G \) and (b) is given in the beginning to all the stations of the support. Then, for any \( \sigma \in V \), and for this new walk \( X' \), we have for the steady state probabilities \( \pi_{X'}(\sigma) = 1/n \) for all \( \sigma \) (since in this case \( d(\sigma) = r \) and \( 2m = rn \) for all \( \sigma \), where \( r \) is the degree of any \( \sigma \)).

Let now \( M \) be again the first meeting time of MHS (or MHR) and \( \Sigma \)’s head. By the stationarity of \( X' \) and since all \( \pi_{X'}(\sigma) \) are equal,

\[ \int_0^t P(\text{MHS, } X' \text{ are together at time } s) ds = \frac{t}{n} \tag{7.4} \]

Now let

\[ p^*(t) = \max_{x,y} p_{x,y}(t) \]

Regardless of initial positions, the chance that MHS (or MHR), \( \Sigma \)’s head are together (i.e., at the same vertex) at time \( u \) is at most \( p^*(u) \). So, by assuming first that \( \Sigma \)’s head starts with the stationary distribution, we get

\[ P(\text{MHS, } X' \text{ are together at time } s) = \int_0^s f(u)P(\text{together at time } s \mid M = u) du \]

where \( f(u) \) is the (unknown) probability density function of the meeting time \( M \). So

\[ P(\text{MHS, } X' \text{ together at time } s) \leq \int_0^s f(u)p^*(s-u) du \]

But we know (see Reference 5) the following:

**Lemma 7.5** [5] There exists an absolute constant \( K \) such that

\[ p^*(t) \leq \frac{1}{n} + Kt^{-1/2} \quad \text{where } 0 \leq t < \infty \]

Thus

\[ P(\text{MHS, } X' \text{ are together at time } s) \leq \frac{1}{n} P(M \leq s) + K \int_0^s f(u)(s-u)^{-1/2} du \]
So, from (7.4), we get

\[
t_n \leq \frac{1}{n} \int_0^t P(M \leq s)ds + K \int_0^t f(u)du \int_0^t (s - u)^{-1/2}ds
\]

\[
= \frac{t}{n} \int_0^t P(M > s)ds + 2K \int_0^t f(u)(t - u)^{-1/2}du
\]

\[
\leq \frac{t}{n} - \frac{1}{n} E \min(M, t) + 2K t^{-1/2}
\]

So, the expected of the minimum of \( M \) and \( t \) is

\[
E \min(M, t) \leq 2K nt^{-1/2}
\]

Taking \( t_0 = (4Kn)^2 \), from Markov’s inequality we get \( P(M \leq t_0) \geq \frac{1}{2} \). When \( \Sigma \) starts at some arbitrary vertex, we can use the notion of separation time \( s(u) \) (a time to approach stationarity by at least a fraction of \( (1 - (1/e))^{-1} \)) to get

\[
P(M \leq u + t_0) \geq \frac{1 - s(u)}{2}
\]

that is, by iteration,

\[
EM \leq \frac{2(u + t_0)}{1 - s(u)},
\]

where \( u \) is as in the construction of Theorem 7.2. Thus,

\[
m^* \leq \frac{2}{1 - \left(\frac{1}{e}\right)}(t_0 + u)
\]

but for regular graphs it is known (see, e.g., Reference 5) that \( u = O(n^2) \) implying (together with our remarks about \( \Sigma \)'s size and set of positions) the following theorem:

**Theorem 7.3** By having \( \Sigma \)’s head to move on a regular spanning subgraph of \( G \), there is an absolute constant \( \gamma > 0 \) such that the expected meeting time of MHS (or MHR) and \( \Sigma \) is bounded above by \( \gamma(n^2/k) \).

Again, the total expected communication time is bounded above by \( 2\gamma(n^2/k) + \Theta(k) \) and by choosing \( k = \sqrt{2\gamma n^2} \) we can get a best bound of \( \Theta(n) \) for a support size of \( \Theta(n) \). Recall that \( n = O(V(S)/V(tr)) \), that is, \( n \) is linear to the ratio \( \rho \) of the volumes of the space of motions and the transmission range of each mobile host. Thus,

**Corollary 7.2** By forcing the support’s head to move on a regular spanning subgraph of the motion graph, our protocol guarantees a total expected communication time of \( \Theta(\rho) \), where \( \rho \) is the relative motion space size, and this time is independent of the total number of mobile hosts, and their movement.

**Note 7.2** Our analysis assumed that the head of \( \Sigma \) moves according to a continuous time random walk of total rate 1 (rate of exit out of a node of \( G \)). If we select the support’s hosts to be \( \psi \) times faster than the rest of the hosts, all the estimated times, except of the inter-support time, will be divided by \( \psi \). Thus,

**Corollary 7.3** Our modified protocol where the support is \( \psi \) times faster than the rest of the mobile hosts guarantees an expected total communication time, which can be made to be as small as \( \Theta(\gamma(\rho/\sqrt{\psi})) \) where \( \gamma \) is an absolute constant.
7.4.6.5 Time Efficiency — A Lower Bound

**Lemma 7.6**

\[ m^* \geq \max_{i,j} E_i T_j \]

**Proof.** Consider the case where MH$_S$ (or MH$_R$) just stands still on some vertex $j$ and $\Sigma$'s head starts at $i$.  

**Corollary 7.4** When $\Sigma$ starts at positions according to the stationary distribution of its head’s walk then

\[ m^* \geq \max_j E_\pi T_j \]

for $j \in V$, where $\pi$ is the stationary distribution.

From a lemma of [5, ch. 4, pp. 21], we know that for all $i$

\[ E_\pi T_i \geq \frac{(1 - \pi(i))^2}{q_i \pi(i)} \]

where $q_i = d_i$ is the degree of $i$ in $G$, that is,

\[ E_\pi T_i \geq \min_i \left( \frac{1 - (d_i/2m))^2}{d_i^2/2m} \right) \geq \min_i \left( \frac{1}{2m} (2m - d_i)^2 \right) \]

For regular spanning subgraphs of $G$ of degree $\Delta$ we have $m = \Delta n/2$, where $d_i = \Delta$ for all $i$. Thus,

**Theorem 7.4** When $\Sigma$’s head moves on a regular spanning subgraph of $G$, of $m$ edges, we have that the expected meeting time of MH$_S$ (or MH$_R$) and $\Sigma$ cannot be less than $(n - 1)^2/2m$.

**Corollary 7.5** Since $m = \Theta(n)$ we get a $\Theta(n)$ lower bound for the expected communication time. In that sense, our protocol’s expected communication time is optimal, for a support size, which is $\Theta(n)$.

7.4.6.6 Time Efficiency on an Average

Time-efficiency of semicompulsory protocols for ad hoc networks is not possible to estimate without a scenario for the motion of the mobile users not in the support (i.e., the noncompulsory part). In a way similar to References 23 and 36, we propose an “on-an-average” analysis by assuming that the movement of each mobile user is a random walk on the corresponding motion graph $G$. We propose this kind of analysis as a necessary and interesting first step in the analysis of efficiency of any semicompulsory or even noncompulsory protocol for ad hoc mobile networks. In fact, the assumption that the mobile users are moving randomly (according to uniformly distributed changes in their directions and velocities, or according to the random waypoint mobility model, by picking random destinations) has been used in References 37 and 35. In the light of the above, we assume that any host not belonging in the support, conducts a random walk on the motion graph, independently of the other hosts.

The communication time of $M^*_\Sigma$ is the total time needed for a message to arrive from a sending node $u$ to a receiving node $v$. Since the communication time, $T_{\text{total}}$, between MH$_S$, MH$_R$ is bounded above by $X + Y + Z$, where X is the time for MH$_S$ to meet $\Sigma$, $Y$ is the time for MH$_R$ to meet $\Sigma$ (after $X$) and $Z$ is the message propagation time within $\Sigma$, in order to estimate the expected values of $X$ and $Y$ (these are random variables), we work as follows:

a. Note first that $X$, $Y$ are, statistically, of the same distribution, under the assumption that $u$, $v$ are randomly located (at the start) in $G$. Thus $E(X) = E(Y)$.
b. We now replace the meeting time of \( u \) and \( \Sigma \) by a hitting time, using the following thought experiment:

(b1) We fix the support \( \Sigma \) in an “average” place inside \( G \).

(b2) We then collapse \( \Sigma \) to a single node (by collapsing its nodes to one but keeping the incident edges). Let \( H \) be the resulting graph, \( \sigma \) the resulting node and \( d(\sigma) \) its degree.

(b3) We then estimate the hitting time of \( u \) to \( \sigma \) assuming \( u \) is somewhere in \( G \), according to the stationary distribution, \( \pi \) of its walk on \( H \). We denote the expected value of this hitting time by \( E_\pi T^{H}_\sigma \).

Thus, now \( E(T_{\text{total}}) = 2E_\pi T^{H}_\sigma + O(k) \).

**Note 7.3** The equation above amortizes over meeting times of senders (or receivers) because it uses the stationary distribution of their walks for their position when they decide to send a message.

Now, proceeding as in Reference 5, we get the following lemma.

**Lemma 7.7** For any node \( \sigma \) of any graph \( H \) in a continuous-time random walk

\[
E_\pi T^{H}_\sigma \leq \frac{\tau_2(1 - \pi(\sigma))}{\pi(\sigma)}
\]

where \( \pi(\sigma) \) is the (stationary) probability of the walk at node (state) \( \sigma \) and \( \tau_2 \) is the relaxation time of the walk.

**Note 7.4** In the above bound, \( \tau_2 = 1/\lambda_2 \) where \( \lambda_2 \) is the second eigenvalue of the (symmetric) matrix \( S = \{s_{i,j}\} \) where \( s_{i,j} = \sqrt{\pi(i)} p_{i,j} \), \( \sqrt{\pi(i)} \) is the transition matrix of the walk. Since \( S \) is symmetric, it is diagonalizable and the spectral theorem gives the following representation: \( S = U \Lambda U^{-1} \) where \( U \) is orthonormal and \( \Lambda \) is a diagonal real matrix of diagonal entries \( 0 = \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_{n'} \), \( n' = n - k + 1 \) (where \( n' = |V_H| \)). These \( \lambda \)s are the eigenvalues of both \( P \) and \( S \). In fact, \( \lambda_2 \) is an indication of the expansion of \( H \) and of the asymptotic rate of convergence to the stationary distribution, while relaxation time \( \tau_2 \) is the corresponding interpretation measuring time.

It is a well-known fact (see, e.g., Reference 45) that \( \forall v \in V_H, \pi(v) = d(v)/2m' \) where \( m' = |E_H| \) is the number of the edges of \( H \) and \( d(v) \) is the degree of \( v \) in \( H \). Thus \( \pi(\sigma) = d(\sigma)/2m' \). By estimating \( d(\sigma) \) and \( m' \) and re-marking that the operation of locally collapsing a graph does not reduce its expansion capability and hence \( \lambda^H_{2} \geq \lambda^G_{2} \) (see lemma 1.15 [28, ch. 1, p. 13]).

**Theorem 7.5**

\[
E(X) = E(Y) \leq \frac{1}{\lambda_2(G)} \Theta \left( \frac{n}{k} \right)
\]

**Theorem 7.6** The expected communication time of our scheme is bounded above by the formula

\[
E(T_{\text{total}}) \leq \frac{2}{\lambda_2(G)} \Theta \left( \frac{n}{k} \right) + \Theta(k)
\]

**Note 7.5** The above upper bound is minimized when \( k = \sqrt{2n/\lambda_2(G)} \), a fact also verified by our experiments (see Reference 23 and also Section 7.4.7).

We remark that this upper bound is tight in the sense that by Reference 5, Chapter 3,

\[
E_\pi T^{H}_\sigma \geq \frac{(1 - \pi(\sigma))^2}{q_0 \pi(\sigma)},
\]
where \( q_\sigma = \sum_{j \neq \sigma} p_{\sigma j} \) in \( H \) is the total exit rate from \( \sigma \) in \( H \). By using martingale type arguments we can show sharp concentration around the mean degree of \( \sigma \).

### 7.4.6.7 Robustness

Now, we examine the robustness of the support management subprotocol \( MS_{\Sigma_1} \) and \( MR_{\Sigma_1} \) under single stop-faults.

**Theorem 7.7** The support management subprotocol \( MS_{\Sigma_1} \) is 1-fault tolerant.

**Proof.** If a single host of \( \Sigma \) fails, then the next host in the support becomes the head of the rest of the snake. We thus have two, independent, random walks in \( G \) (of the two snakes), which, however, will meet in expected time at most \( m^* \) (as in Theorem 7.2) and re-organize as a single snake via a very simple re-organization protocol, which is the following: when the head of the second snake \( \Sigma_2 \) meets a host \( h \) of the first snake \( \Sigma_1 \) then the head of \( \Sigma_2 \) follows the host, which is “in front” of \( h \) in \( \Sigma_1 \), and all the part of \( \Sigma_1 \) after and including \( h \) waits, to follow \( \Sigma_2 \)’s tail.

Note that in the case that more than one faults occur, the procedure for merging snakes described above may lead to deadlock (see Figure 7.1).

**Theorem 7.8** The support management subprotocol \( MR_{\Sigma_1} \) is resilient to \( t \) faults, for any \( 0 \leq t < k \).

**Proof.** This is achieved using redundancy: whenever two runners meet, they create copies of all messages in transit. In the worst-case, there are at most \( k - t \) copies of each message. Note, however, that messages may have to be re-transmitted in the case that only one copy of them exists when some fault occurs. To overcome this limitation, the sender will continue to transmit a message for which delivery has not been confirmed, to any other member of the support encountered. This guarantees that more than one copy of the message will be present within the support structure.

### 7.4.7 Experimental Evaluation

To experimentally validate, fine-tune, and further investigate the proposed protocols, we performed a series of algorithmic engineering experiments. All of our implementations follow closely the support motion subprotocols described earlier. They have been implemented as C++ classes using several advanced data types of LEDA [44]. Each class is installed in an environment that allows to read graphs from files, and to perform a network simulation for a given number of rounds, a fixed number of mobile users and certain communication and mobility behaviors. After the execution of the simulation, the environment stores the results again on files so that the measurements can be represented in a graphical way.
7.4.7.1 Experimental Set-Up

A number of experiments were carried out modeling the different possible situations regarding the geographical area covered by an ad hoc mobile network. We considered three kinds of inputs, unstructured (random) and more structured ones. Each kind of input corresponds to a different type of motion graph. For all the cases that we investigated, each \( h \notin \Sigma \), generates a new message with probability \( p_h = 0.01 \) (i.e., a new message is generated roughly every 100 rounds) by picking a random destination host. The selection of this value for \( p_h \) is based on the assumption that the mobile users do not execute a real-time application that requires continuous exchange of messages. Based on this choice of \( p_h \), each experiment takes several thousands of rounds in order to get an acceptable average message delay. For each experiment, a total of 100,000 messages were transmitted. We carried out each experiment until the 100,000 messages were delivered to the designated receivers. Our test inputs are as follows:

- **Random Graphs.** This class of graphs is a natural starting point in order to experiment on areas with obstacles. We used the \( G_{n,p} \) model obtained by sampling the edges of a complete graph of \( n \) nodes independently with probability \( p \). We used \( p = 1.05 \log n/n \), which is marginally above the connectivity threshold for \( G_{n,p} \). The test cases included random graphs with \( n \in \{1,600, 3,200, 6,400, 40,000, 320,000\} \) over different values of \( k \in [3, 45] \).

- **2D Grid Graphs.** This class of graphs is the simplest model of motion one can consider (e.g., mobile hosts that move on a plane surface). We used two different \( \sqrt{n} \times \sqrt{n} \) grid graphs with \( n \in \{400, 1600\} \) over different values of \( k \). For example, if \( V(tc) = 50 \text{ m}^2 \) then the area covered by the ad hoc network will be \( 20,000 \text{ m}^2 \) in the case where \( n = 400 \).

- **Bipartite multistage graphs.** A bipartite multistage graph is a graph consisting of a number \( \xi \) of stages (or levels). Each stage contains \( n/\xi \) vertices and there are edges between vertices of consecutive stages. These edges are chosen randomly with some probability \( p \) among all possible edges between the two stages. This type of graphs is interesting as such graphs may model movements of hosts that have to pass through certain places or regions, and have a different second eigenvalue than grid and \( G_{n,p} \) graphs (their second eigenvalue lies between that of grid and \( G_{n,p} \) graphs). In our experiments, we considered \( \xi = \log n \) stages and chose \( p = (n/\xi) \log(n/\xi), \) which is the threshold value for bipartite connectivity (i.e., connectivity between each pair of stages). The test cases included multistage graphs with 7, 8, 9, and 10 stages, number of vertices \( n \in \{1,600, 3,200, 6,400, 40,000\} \), and different values of \( k \in [3, 45] \).

7.4.7.2 Validation of the SNAKE Protocol’s Performance

In References 19 and 23 we performed extensive experiments to evaluate the performance of the “snake” protocol. A number of experiments were carried out modeling the different possible situations regarding the geographical area covered by an ad hoc mobile network. We only considered the average case where all users (even those not in the support) perform independent and concurrent random walks.

In the first set of experiments, we focused on the validation of the theoretical bounds provided for the performance of the “Snake” protocol. For each message generated, we calculated the delay \( X \) (in terms of rounds) until the message has been transmitted to a member of \( \Sigma \). Additionally, for each message received by the support, we logged the delay \( Y \) (in terms of rounds) until the message was transmitted to the receiver. We assumed that no extra delay was imposed by the mobile support hosts (i.e., \( T_{\Sigma} = 0 \)). We then used the average delay over all measured fractions of message delays for each experiment in order to compare the results and further discuss them.

The experimental results have been used to compare the average message delays \( E(T_{\text{total}}) \) with the upper bound provided by the theoretical analysis of the protocol. We observe that as the total number \( n \) of motion-graph nodes remains constant, as we increase the size \( k \) of \( \Sigma \), the total message delay (i.e., \( E(T_{\text{total}}) \)) is decreased. Actually, \( E(T_{\text{total}}) \) initially decreases very fast with \( k \), while having a limiting behavior of no further significant improvement when \( k \) crosses a certain threshold value (see, e.g., Figure 7.2). Therefore,
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**FIGURE 7.2** Average message delay for the “snake” approach over G_{n,p} types of motion graphs with different sizes n and varied support size k.

Taking into account a possible amount of statistical error, the following has been experimentally validated:

\[ \text{if } k_1 > k_2 \implies E_1(T_{\text{total}}) < E_2(T_{\text{total}}) \]

Throughout the experiments, we used small and medium-sized graphs, regarding the total number of nodes in the motion graph. Over the same type of graph (i.e., grid graphs), we observed that the average message delay \( E(T_{\text{total}}) \) increases as the total number of nodes increases. This can be clearly seen from Figure 7.3, where the curves of the four different graph sizes are displayed. It is safe to assume that for the same graph type and for a fixed-size \( \Sigma \) the overall message delay increases with the size of the motion graph. We further observe that \( E(T_{\text{total}}) \) does not increase linearly but is affected by the expansion rate of the graph, or otherwise, as stated in the theoretical analysis, by the second eigenvalue of the matrix of the graph. If we take into account possible amounts of statistical error that our experiments are inherently prone to, we can clearly conclude the following:

\[ \text{if } n_1 > n_2 \implies E_1(T_{\text{total}}) > E_2(T_{\text{total}}) \]

Furthermore, we remark that \( E(T_{\text{total}}) \) does not only depend on the actual size of the graph and the size of the support \( \Sigma \), but it is also directly affected by the type of the graph. This is expressed throughout the theoretical analysis by the effect of the second eigenvalue of the matrix of the graph on communication times. If we combine the experimental results of Figures 7.2–7.4 for fixed number of motion-graph nodes (e.g., \( n = 400 \)) and fixed number of \( \Sigma \) size (e.g., \( k = 40 \)) we observe the following:

\[ E_{\text{grid}}(T_{\text{total}}) > E_{\text{multistage}}(T_{\text{total}}) > E_{G_{n,p}}(T_{\text{total}}) \]

which validates the corresponding results due to the analysis.

In Section 7.4.6.6, we note that the upper bound on communication times \( E(T_{\text{total}}) \leq (2/\lambda_2(G))\Theta(n/k) + \Theta(k) \) is minimized when \( k = \sqrt{2n/\lambda_2(G)} \). Although our experiments disregard the delay imposed by \( \Sigma \) (i.e., we take \( \Theta(k) \to 0 \)) this does not significantly affect our measurements. Interestingly, the values of Figures 7.2–7.4 imply that the analytical upper bound is not very tight. In particular, for the \( G_{n,p} \) graphs, we clearly observe that the average message delay drops below 3 rounds (which is a very low, almost negligible, delay) if \( \Sigma \) size is equal to 10; however, the above formula implies that this size should be higher, especially for the medium sized graphs. Actually, it is further observed that there exists a certain threshold value (as also implied by the theoretical analysis) for the size of \( \Sigma \) above,
FIGURE 7.3 Average message delay of the "Snake" approach over bipartite multistage types of motion graphs with different sizes \( (n) \) and varied support size \( k \).

FIGURE 7.4 Average message delay of "snake" approach over grid types of motion graphs with different sizes \( (n) \) and varied support size \( k \).

which the overall message delay does not further significantly improve. The threshold size for the support validated experimentally is smaller than the threshold implied by the analytical bound.

### 7.4.7.3 Experimental Comparison of the SNAKE and the RUNNERS Protocols

In Reference 24 we performed a comparative experimental study of the "snake" and the "runners" protocols. Our test inputs were similar to that used in Section 7.4.7.2. We measured the total delay of messages exchanged between pairs of sender–receiver users. For each motion graph constructed, we injected 1,000 users (mobile hosts) at random positions that generated 100 transaction message exchanges of one packet each by randomly picking different destinations. For each message generated, we calculated the overall delay (in terms of simulation rounds) until the message was finally transmitted to the receiver. We used these measurements to experimentally evaluate the performance of the two different support management subprotocols.

The reported experiments for the three different test inputs we considered are illustrated in Figures 7.5–7.7. In these figures, we have included the results of two instances of the input graph w.r.t. \( n \), namely, a smaller and a larger value of \( n \) (similar results hold for other values of \( n \)). Each curve in the
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**FIGURE 7.5** Average message delay over random graphs with different sizes \(n\) and varied support size \(k\), for the snake (S) protocol and runners (R) protocol.
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**FIGURE 7.6** Average message delay over bipartite multistage motion graphs with different sizes \(n\) and varied support size \(k\), for the snake (S) protocol and runners (R) protocol.

The curves reported for the snake protocol confirm the theoretical analysis in Section 7.4.6.6. That is, the average message delay drops rather quickly when \(k\) is small, but after some threshold value stabilizes and becomes almost independent of the value of \(k\). This observation applies to all test inputs we considered. We also note that this behavior of the snake protocol is similar to the one reported in Section 7.4.7.2, although we count here the extra delay time imposed by the synchronization subprotocol \(P_3\).

Regarding the "runners" protocol, we first observe that its curve follows the same pattern with that of the snake protocol. Unfortunately, we do not have yet a theoretical analysis for the new protocol to see
whether it behaves as should expected, but from the experimental evidence we suspect that it obeys a similar but tighter bound than that of the snake protocol. Our second observation is that the performance of the “runners” protocol is slightly better than that of the “snake” protocol in random graphs (except for the case of random graphs with small support size; see Figure 7.5) and bipartite multistage graphs (Figure 7.6), but is substantially better in the more structured case (grid graphs; see Figure 7.7). This could be partly explained by the fact that the structured graphs have a smaller second eigenvalue than that of bipartite multistage and random graphs. A small value for this eigenvalue makes the average message delay to be more dependent on the hidden constant in the asymptotic analysis of the “snake” protocol (see Section 7.4.6.6), which is apparently larger than the corresponding constant of the runners protocol.

### 7.5 An Algorithm for Reconfiguration of Robot Chains

#### 7.5.1 Introduction

The aspect of motion planning in robotic systems has become recently a topic of significant research and development activity. We study here a particular motion planning problem, that of reconfiguration. Roughly speaking, the reconfiguration problem for a robotic system comprised of several modules (robots) consists in reshaping the system by motions of the robots that change their relative positions and thus allow the system to go from an initial configuration to a desired goal configuration.

A reason for the increasing interest in the reconfiguration problem of robotic systems is its wide range of important applications. To name a few characteristic examples, reshaping of robotic systems may allow such systems to perform specific shape-dependent tasks (e.g., “bridge-like” shapes may be useful in crossing rivers, adjustable buttress shapes may be used in supporting collapsing buildings, etc.). Also, the operation of systems of robots in areas where human presence is either impossible or dangerous (such as in disaster places, or deep under sea areas and space missions) necessitates the ability of such systems to self-organize themselves into (possibly changing) formations and shapes. Furthermore, the reshaping feature significantly increases the fault-tolerance of robotic systems since it allows them to better adapt to
external (possibly adversarial) conditions or to dynamically coordinate responsibilities in case of failure of certain robots in the system.

Such robotic systems, able to change their shape by individual robot motions, are called self-configurable or metamorphic. More specifically, a self-configurable robotic system is a collection of independently controlled, mobile modules (robots), each of which can connect, disconnect, and move around adjacent modules. A metamorphic robotic system is a special case of self-configurable systems, where additionally all modules (robots) are identical (in structure, motion, and computing capabilities). For achieving shape formation, the modules should be able to pack together as densely as possible (i.e., by minimizing gaps between modules). A module shape allowing their dense packing with each other, is one having both regularity and symmetry. A typical example of such module structure (studied here as well) is that of regular hexagons of equal size.

Two major, different approaches in the design and operation of metamorphic systems use (a) centralized motion planning algorithms and (b) distributed algorithms. Most of the existing strategies are centralized. The fundamental work of Reference 52 that we present in this section is in fact the first distributed approach to reconfiguration in metamorphic robotic systems. We wish to note the following three basic advantages of a distributed approach over a centralized one: (a) the motion decisions are local, thus such algorithms can operate under lack of knowledge of the global system structure and are potentially more efficient, (b) the algorithm’s fault-tolerance is greater compared to the centralized case, where failure of the central module is fatal, (c) distributed algorithms can operate under weaker modeling assumptions, such as that of lack of communication between modules.

For another problem of motion coordination (in particular, cycle formation) of systems of robots see Reference 17. We study there a system of anonymous, oblivious robots, which running an efficient distributed algorithm, place themselves in equal distances on the boundary of a cycle.

7.5.2 The Model

The modeling assumptions in Reference 52 include basically the coordination system as well as the hardware and motion characteristics of the robots.

7.5.2.1 The Coordinate System

The two-dimensional (plane) area is partitioned into regular hexagonal cells of equal size. The coordinate system exemplified in Figure 7.8 is used for labeling the cells.

A key concept for motion planning by the reconfiguration algorithm, is that of the “lattice distance” in the cell structure. Given the coordinates of two cells, \( c_1 = (x_1, y_1) \) and \( c_2 = (x_2, y_2) \), the lattice distance, \( \text{LD} \), between them is defined as follows: Let \( \Delta x = x_1 - x_2 \) and \( \Delta y = y_1 - y_2 \). If \( \Delta x \cdot \Delta y < 0 \), then \( \text{LD}(c_1, c_2) = \max(\vert \Delta x \vert, \vert \Delta y \vert) \). Otherwise, \( \text{LD}(c_1, c_2) = \vert \Delta x \vert + \vert \Delta y \vert \). The lattice distance of cells in the plane area is very important, since it is equal to the minimum number of cells a robot must move through to go from the one cell to the other. As an example, consider cells \( c_1 = (0, 2) \) and \( c_2 = (-1, 1) \). It is \( \Delta x = 1, \Delta y = 1 \), so \( \text{LD}(c_1, c_2) = \vert \Delta x \vert + \vert \Delta y \vert = 2 \). Consider now \( c_1 \) and a third cell \( c_3 = (1, -1) \). It is \( \Delta x = -1, \Delta y = 3 \), so \( \text{LD}(c_1, c_3) = \max(\vert \Delta x \vert, \vert \Delta y \vert) = 3 \).

7.5.2.2 The Modules (Robots)

The model in Reference 52 includes the following assumptions about the modules (imposed by hardware constraints and application needs):

- Modules are identical in terms of computing capability.
- Each module runs the same program.
- Each module is a regular hexagon of the same size as the cells of the plane area. At any point in time each module occupies exactly one of the cells.
- Each module knows at all times the following: (a) its location (i.e., the \( x, y \) coordinates of the cell that it currently resides on), (b) its orientation (which edge it is facing in which direction), and
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FIGURE 7.8 The coordinate system.

(c) which of its neighboring cells is occupied by another module (the latter piece of information is assumed to be provided by an appropriate link layer protocol).

Furthermore, Walter *et al.* [52] makes the following assumptions about the possible motion of the robots:

- Modules move in synchronous rounds.
- A module $M$ is capable of moving to an adjacent cell, $C_1$, if and only if the following conditions hold: (a) cell $C_1$ is empty, (b) module $M$ has a neighbor $S$ that does not move in the current round (called the substrate) and $S$ is also adjacent to cell $C_1$, and (c) the neighboring cell to $M$ on the other side of $C_1$ from $S$, $C_2$, is empty. See Figure 7.9 for an example. Note that the algorithm must ensure that each module trying to move has a substrate that is not moving, otherwise the algorithm may engage in unpredictable behavior.
- Only one module tries to move into a particular cell in each round. Note that if the algorithm does not ensure collision freedom, then unpredictable behavior may emerge.
7.5.2.3 The Problem

The problem consists in designing a distributed algorithm running locally at each module, putting the modules to move from an initial configuration, $I$, to a (known to all modules) goal configuration, $G$. We here in fact deal with a special case of the problem where the initial and the goal configurations are straight-line sets of modules that overlap in exactly one cell. See Figure 7.11 for an example of a reconfiguration.

7.5.2.4 The Algorithm

In this section we present the algorithm of Walter et al. [52] only for the case where the initial configuration and the goal configuration are collinear. The interested reader can find in their paper an extension of this algorithm to the noncollinear case (i.e., when the goal configuration is allowed to intersect the initial one in any orientation).

Walter et al. [52] categorizes modules based on their possible types of edge contacts during an execution of the algorithm. In particular, modules are classified into three categories (trapped, free, and other) according to the number and orientation of their contact and noncontact edges. Noncontact edges are those edges where the module is adjacent to an empty cell. Contact edges connect a module to an occupied adjacent cell. In the graphical presentation in Figure 7.10, there are vertical line segments toward contact edges. We note that the classification above applies to any rotation of a module.

Trapped modules cannot move because of the number and orientation of their contact edges (this represents hardware constraints on movement, explained in Section 7.5.2.2). Free modules are required to move in the algorithm. The other category includes modules whose movement is restricted by the algorithm, even though their movement is not constrained by the number and orientation of contact edges.

The algorithm in Reference 52 operates under the following assumptions:

a. Each module knows the total number $n$ of modules in the system. Modules also know the goal configuration $G$.

b. Initially, exactly one module occupies each cell of the initial configuration $I$.

c. Configurations $I$ and $G$ are collinear, while they overlap in exactly one cell.

The algorithm works in synchronous rounds. Each module moves (throughout the execution) either clockwise (CW) or anticlockwise (CCW). This direction of movement for each module is decided by the algorithm in a way that creates alternate direction for adjacent modules. This is achieved by using the parity of each module’s distance from the (single) overlap cell.
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**FIGURE 7.10** Module types.
In each round, each module calculates whether it is free, and if free it moves in the direction (CW or CCW) calculated initially.

We below provide the pseudo-code description (as given in Reference 52) of the reconfiguration algorithm. Before, we present some data structures kept at each module and used in the algorithm:

- The boolean array \textit{contacts} show which edges have neighboring modules. (It is assumed that this information is accordingly updated at each round by some underlying low layer protocol.)
- The coordinates of a module according to the coordinate system explained earlier are kept in data structure \textit{coord}.
- The array \textit{goalCell} contains all coordinates of cells in the goal configuration in decreasing order of the \textit{y} coordinate.
- Variable \textit{d} keeps the direction of movement, CW or CCW.
- \textit{flips} is a counter used to represent whether a module is free or not.

The pseudo-code of the reconfiguration algorithm follows:

Each module $\not\in G$ executes:

\textbf{Initially:}
1. if $((n - LD(myCoord, goalCell[1]))$ is even)
2. then $d = CCW$
3. else $d = CW$

In round $r = 1, 2, \ldots$:
4. if (isFree())
5. then move $d$

Procedure \textit{isFree():}
6. $flips = 0$
7. for (\textit{i} = 0 to 5) do
8. if ($\text{contacts}[i] \neq \text{contacts}[(i + 1) \% 6]$)
9. then $flips++$
10. return ($flips == 2$)

Note that modules in goal cells are not allowed to move. In this sense the above algorithm is called a “goal-stopping” algorithm.

\textbf{Figure 7.11} presents an execution of the above reconfiguration algorithm when the number of robots in the system is $n = 4$. In this figure, occupied cells have solid borders and goal cells are shaded. For purposes of analysis, modules are labeled 1 through 4. Remark that nine rounds are required for this reconfiguration.

\textbf{7.5.2.5 Analysis}

We here present sketches of the correctness and performance proofs of Reference 52. Assume, without loss of generality, that configurations $I$ and $G$ are directed from north to south and also that $I$ is north of $G$. For reference clarity in the following proofs, number the cells in $I$ and $G$ from 1 through $2n - 1$ from north to south. We will refer to the module occupying at the beginning of the algorithm cell \textit{i} as module \textit{i}, where $1 \leq i \leq n$. We will refer to a cell's neighboring cells as north (\textit{N}), northeast (\textit{NE}), southeast (\textit{SE}), south (\textit{S}), southwest (\textit{SW}), and northwest (\textit{NW}).

\textbf{Theorem 7.9} [52] \textit{The reconfiguration algorithm is correct.}
Proof (sketch following [52]). We show that the following properties $P_1$–$P_3$ are invariant throughout the execution. For each $i, 1 \leq i \leq n$, and each round $S \geq 1$, at the end of round $S$, it is:

- $P_1$: If $S < 2i - 1$, then module $i$ is in cell $i$.
- $P_2$: If $S = 2i - 1 + j, 0 \leq j \leq n - 1$, then:
  - a. If $i$ is odd, then module $i$ is SE of cell $i + j$,
  - b. If $i$ is even, then module $i$ is SW of cell $i + j$,
- $P_3$: If $S \geq 2i - 1 + n$, then module $i$ is in cell $i + n$.

The proof is by induction on the number of rounds, $S$, in the execution. The basis ($S = 0$) is easy since initially $P_2$ and $P_3$ are not applicable, and $P_1$ is clearly true by assumption. For the inductive hypothesis, assume that the invariants hold for round $S - 1, S > 0$. Figure 7.12 shows the configuration at the end of round $2k - 1$. In this figure, occupied cells have solid borders and goal cells are shaded. Without loss of generality, we take $i$ to be even.

Case 1: $S < 2i - 1$. Thus, $S - 1 < 2i - 2$. By the inductive hypothesis and $P_1$, module $i - 1$ occupies cell $i - 1$ and module $i + 1$ is in cell $i + 1$ at the end of round $S - 1$. Therefore, module $i$ does not move in round $S$ because it will not be free in this round. Referring to Figure 7.12, module $k + 2$ has contacts that correspond to those described for module $i$. By property $P_1$, module $i$ is in cell $i$ at the end of round $S - 1$, thus (since it does not move in next round) it remains in cell $i$ at the end of round $S$.

Case 2: $S = 2i - 1 + j$ for some $j, 0 \leq j \leq n - 1$. Thus, $S - 1 = 2i - 1 + (j - 1) = 2(i - 1) + j + 1$. If $j = 0$, then by the inductive hypothesis $P_1$ implies that module $i$ is in cell $i$ at the end of round $S - 1$ and because of $P_2$ module $i - 1$ is SE of cell $i$ at the end of round $S - 1$, since $S - 1 = 2(i - 1) + 0 + 1$. Thus module $i$ is free at the end of round $S - 1$. So module $i$ moves anticlockwise, and gets SW of cell $i$ in round $S$. In Figure 7.12, module $k$ corresponds to the position described for module $i$ and module $k - 1$ corresponds to the position described for module $i - 1$ in round $S$. If $j > 0$, then property $P_1$ implies that module $i$ is in the cell SW of cell $i + (j - 1)$ at the end of round $S - 1$. Module $i$ will be free at the end of round $S - 1$ because $i$ will have contacts only on its NE and SE edges. Therefore, module $i$ will...
move CCW in round \( S \) to be SW of cell \( j \). In Figure 7.12, module \( k - 2 \) is like module \( i \) at the end of round \( S - 1 \).

Case 3: \( S \geq 2i - 1 + n \). Then for the equality case it is \( S - 1 = 2i - 2 + n \), thus by \( P3 \) module \( i - 1 \) is in cell \( i + n - 1 \) in round \( S - 1 \), so module \( i - 1 \) will not move in round \( S - 1 \) or later. By \( P2 \), module \( i \) is in the cell SW of cell \( i + n - 1 \) at the end of round \( S - 1 \). Therefore, module \( i \) is free at the end of round \( S - 1 \) because it has only one contact. Module \( i \) has no other neighbors in round \( S - 1 \). So in round \( S \), module \( i \) moves to cell \( i + n \) and stops moving in this round by the code. In Figure 7.12, module \( k - 4 \) is in a position like that described for module \( i \), and module \( k + 4 \) is like that \( i - 1 \) at the end of round \( S - 1 \). If \( S > 2i - 1 + n \), then, since at the end of round \( S \) module \( i \) is already in cell \( i + n \) by \( P3 \), then it is still in cell \( i + n \) in every round following \( S \). By the code, once a module is in a goal position, it does not move further.

The above invariants imply that the modules only use three columns of the cell structure. At the initial configuration, modules are all in the center column and, during the execution, modules in outer columns are spaced or staggered such that there is an empty cell between any two modules. Invariant \( P3 \) implies that, after round \( 3(n - 1) \), all modules are in goal positions.

As far as the performance of the algorithms is concerned, Walter et al. [52] prove the following:

**Theorem 7.10** [52] The reconfiguration algorithm takes \( 3(n - 1) \) rounds and makes \( n^2 - 1 \) module movements.

**Proof.** Clearly, invariants \( P1 \) through \( P3 \), imply that the algorithm takes \( 3(n - 1) \) rounds. Invariants \( P2 \) and \( P3 \) show that \( n - 1 \) (all but the overlapping one) of the modules in the initial configuration make \( n + 1 \) moves each, thus we get a total of \( n^2 - 1 \) module movements.

By estimating lower bounds, the authors in Reference 56 prove that their algorithm is asymptotically optimal, both with respect to number of moves and rounds (time).

### 7.6 Conclusions and Future Research

In this chapter we focused on some characteristic algorithms for three fundamental problems in ad hoc mobile networks. The material presented is far from being exhaustive, and also there is a rich research activity going on.
In particular, we intend to work on validating the “high mobility rate impossibility conjecture” by also using analytic means. Also, to study hybrid words of ad hoc mobile networks and other important network environments (such as peer-to-peer [51], wireless sensor networks, and fixed network topologies). Such hybrid combinations may be very helpful in achieving goals like fault-tolerance, scalability, etc.
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8.1 Challenges in Ad Hoc Networking

The current rapid growth in the spread of wireless devices of ever increasing miniaturization and computing power has greatly influenced the development of ad hoc networking. Ad hoc networks are wireless, self-organizing systems formed by cooperating nodes within communication range of each other that form temporary networks with a dynamic decentralized topology. It is desired to make a variety of services available (e.g., Internet, GPS, service discovery) in such environments and our expectation is for a seamless and ubiquitous integration of the new wireless devices with the existing wired communication infrastructure. At the same time we anticipate the development of new wireless services that will provide solutions to a variety of communication needs (e.g., sensing and reporting an event, integrating hosts in a temporary network) among hosts without the interference of an existing infrastructure.

To comprehend the magnitude of our task and the challenges that need to be addressed it is important to understand that currently hosts of an ad hoc network are energy limited and must operate in a bandwidth limited communication environment. Providing for efficient information dissemination in such an ad hoc network is a significant challenge. The present chapter is a survey with a threefold goal. First, to understand and propose a reasonable abstract model of communication that integrates well with
the expected “location awareness” of the hosts, second to explain how by preprocessing the underlying wireless network we can simplify the communication infrastructure, and third propose solutions for achieving efficient information dissemination.

A brief outline of the chapter is as follows. After discussing various abstract models in Section 8.2 we address how neighborhood proximity can be used to produce geometric and hop spanners in Section 8.3. Finally, in Section 8.4 we outline several algorithms for route discovery and traversal in undirected and directed ad hoc networks.

8.2 Modeling Ad Hoc Networks

An ad hoc network can be modeled as a set of points, representing network nodes (hosts), in two- or three-dimensional Euclidean space $\mathbb{R}^2$ or $\mathbb{R}^3$, with a relation among the nodes representing communication links (or wireless radio channels). One node is linked with another if the signal of the former can reach the latter. Hosts have limited computational and communication power. The computational power corresponds to the level of coding the host can accomplish as well as the amount of local memory accessible to the host. The communication power reflects how far a signal can reach and is determined by propagation characteristics of the radio channel in the environment as well as the power control capabilities of the host.

Modeling a radio channel is a nontrivial task due to possible signal loss or signal degeneracy caused by interference with other channels and blockages by physical obstructions. Radio propagation and interference models based on the physical layer have been developed in [12,13]. These models provide accurate information on the capacity and limitations of an ad hoc network. However, they are too general for the design and analysis routing protocols in higher layers. Thus, a simpler model that abstracts the wireless ad hoc nature of the network is being used. In this model, the wireless network is modeled as a graph $G = (V, E)$ where $V$ is the set of all hosts/nodes and $E$ contains an edge joining $u$ to $v$ if the node $u$ can directly transmit to $v$. Adjacency between nodes can be determined, for example, by a pass loss equation and a signal to noise formula [19]. If we assume that the transmission power of all the nodes is the same and fixed, then the graph $G$ will be an undirected graph, called a unit disk graph. This is the standard theoretical model of wireless ad hoc network. On the other hand, if hosts can adjust their transmission power and the transmission power is not the same for all hosts, then the resulting graph $G$ will be a directed graph. The directed graph also models the signal loss in the wireless radio channels and as such can be viewed as a more realistic model of a wireless ad hoc network.

8.2.1 Communication and Information Dissemination

An essential requirement of information dissemination in communication networks is that the nodes be endowed with a consistent addressing scheme. IP-addresses, so typical of traditional Internet networking, can be either setup at initialization or else acquired by means of an address configuration protocol. Unfortunately none of these techniques are suitable for wireless networking where addresses have to be built “on the fly” and are usually based on the geographic coordinates of the hosts. The latter can be acquired either directly from a participating satellite of an available GPS or via radio-location by exchanging signals with neighboring nodes in the wireless system. Thus, the coordinates of the hosts form the foundation of any addressing scheme in such infrastructureless networks. The corresponding model is then a unit disk graph together with an embedding (not necessarily planar) into $\mathbb{R}^2$. We refer to the graph with an embedding as geometric graph if we want to emphasize the fact that nodes are aware of their coordinates.

In general, ad hoc networks are infrastructureless, have no central components and the nodes may have unpredictable mobility patterns. In order to produce dynamic solutions that take into account the changing topology of the backbone the hosts should base their decision only on factors whose optimality depends on geographically local conditions.

A common approach to ad hoc wireless network design is to separate the infrastructure design and the routing scheme design. However, these two parts are closely interlaced as the choice of a particular infrastructure control algorithm may have a considerable impact on the choice of the routing scheme.
In Section 8.3, we discuss the infrastructure control techniques, and in Section 8.4 we survey some well-known routing techniques in wireless ad hoc networks. Since hosts of a wireless ad hoc network are embedded in two-dimensional (or three-dimensional) Euclidean space, many of these techniques borrow tools from combinatorial geometry.

### 8.3 Ad Hoc Communication Infrastructure

Due to the host’s limited resources in a wireless ad hoc network, an important task is to compute and maintain a suitable topology over which high level routing protocols are implemented. One possible approach is to retain only a linear number of radio channels using some local topology control algorithm. A fundamental requirement on the resulting sparse network topology is that it has similar communication capabilities and power consumption as the original network. In the unit disk graph model, this directly leads to the problem of finding a sparse subgraph so that for each pair of nodes there exists an efficient path in the subgraph. A path is efficient if its Euclidean length or number of edges/hops is no more than some small constant factor (length-stretch factor in the former case and hop-stretch factor in the latter case) of the minimum needed to connect the nodes in the unit disk graph.

If our objective is to optimize the power consumption and the ad hoc network has hosts with variable transmission ranges, then the resulting communication infrastructure should have good (small) length-stretch factor. Constructions of such topologies are based on various types of proximity graphs, and we review some of them in Section 8.3.1.

If the hosts of the wireless ad hoc network have fixed transmission power, then the power consumption is minimized when the routes in the communication infrastructure minimize hops. We present a technique for maintaining communication infrastructure with optimal (up to a small constant) hop-stretch factor in Section 8.3.3.

Fundamental criteria for evaluation of the communication infrastructure include the following:

- **Bounded Degree**: Each node has only a bounded number of neighbors in the subgraph. This is crucial since nodes have limited memory and power resources.
- **Localized Construction**: This is one of the most important requirements on the infrastructure control algorithm since nodes have only access to the information stored in nodes within a constant number of hops away. Thus, distributed local algorithms for maintenance of the topology are desirable.
- **Planarity**: This strong geometric requirement forces edges not to cross each other in the embedding. Many routing algorithms rely on planarity of the communication topology.
- **Sparseness**: The topology should be a sparse subgraph, that is, the number of links should be linear in the number of nodes of the network. Sparseness enables most routing algorithms to run more efficiently. Note that planarity as previously mentioned implies sparseness.
- **Spanner**: Nodes in the substructure should have distance “comparable” to their distance in the original network. In particular, a subgraph $S \subseteq G$ is a spanner of $G$ if there is a positive constant $t$ so that for every pair of nodes $u$ and $v$, $d_S(u, v) \leq t \cdot d_G(u, v)$. This general definition gives rise to various types of spanners: if the distance function $d$ measures the Euclidean length, then the subgraph is geometric spanner and the constant $t$ is the length-stretch factor. On the other hand, if $d$ is the number of edges/hops, then the subgraph is hop spanner and the constant $t$ is the hop-stretch factor.

#### 8.3.1 Geometric Spanners

In this section, we survey several results on constructing sparse communication topology (spanner) for ad hoc networks with hosts of variable transmission ranges. Consequently the obtained spanners will be geometric spanners.

Suppose that $P$ is a set of $n$ points in the plane. Every pair $(p, q)$ of points is associated with a planar region $S_{p,q}$ that specifies “the neighborhood association” of the two points. Let $S$ be the set of
neighborhood associations in the pointset. Formally, the neighborhood graph $G_{S,P}$ of the planar pointset $P$ is determined by a property $\mathcal{P}$ on the neighborhood associations:

1. $(p,q) \rightarrow S_{p,q} \subseteq \mathbb{R}^2$, for $p,q \in P$.
2. $\mathcal{P}$ is a property on $\mathcal{S} := \{S_{p,q} : p,q \in P\}$.

The graph $G_{S,P} = (P,E)$ has the pointset $P$ as its set of nodes and the set $E$ of edges is defined by $(p,q) \in E \Leftrightarrow S_{p,q}$ has property $\mathcal{P}$. There are several variants on this model including Nearest Neighbor Graph, Relative Neighbor Graph, and Gabriel Graph which we define in the sequel.

### 8.3.1.1 Nearest Neighbor Graph

The edges of a nearest neighbor graph (NNG) are determined by minimum distance. More precisely, for two points $p$ and $q$ $(p,q) \in E \Leftrightarrow p$ is nearest neighbor of $q$. If $S_{p,q}$ is the disk with diameter determined by the points $p$ and $q$ then it is easy to see that the NNG is the same as the graph $G_{S,P}$, where the property $\mathcal{P}$ is defined by $S_{p,q} = \emptyset$. Although the NNG incorporates a useful notion it has the disadvantage that the resulting graph may be disconnected. A generalization of the NNG is the $k$-nearest neighbor graph ($k$-NNG), for some $k \geq 1$. In this case, $(p,q) \in E \Leftrightarrow p$ is $k$th nearest neighbor of $q$ or $q$ is $k$th nearest neighbor of $p$ (Figure 8.1).

### 8.3.1.2 Relative Neighbor Graph

The neighborhood association in the relative neighbor graph (RNG) is determined by the lune. Formally, the lune $L_{p,q}$ of $p$ and $q$ is the intersection of the open disks with radius the distance $d(p,q)$ between $p$ and $q$ and centered at $p$ and $q$, respectively. The set of edges of the graph is defined by $(p,q) \in E \Leftrightarrow$ the lune $L_{p,q}$ does not contain any point in the pointset $P$ (Figure 8.2).

### 8.3.1.3 Gabriel Graph

Gabriel graphs (GG; also known as Least squares adjacency graphs) were introduced by Gabriel and Sokal [11] and have been used for geographic analysis and pattern recognition. The region of association between two points $p$, $q$ is specified by the disk with diameter determined by $p$ and $q$. Formally, the set of
edges of the GG is defined by \((p, q) \in E \iff \text{the disk centered at } (p + q)/2 \text{ and radius } d(p \cdot q)/2 \text{ does not contain any point in the pointset } P \) (Figure 8.3).

8.3.1.4 Relation between the Neighborhood Graphs
We mention without proof the following theorem.

**Theorem 8.1** (O’Rourke and Toussaint [16,20]). Let \(P\) be a planar pointset. Then the following inclusions are satisfied for the previously mentioned neighborhood graphs

\[
NNG \subset MST \subset RNG \subset GG \subset DT,
\]

where MST denotes the Minimum spanning tree, and DT the Delaunay triangulation of the pointset \(P\).

8.3.2 Tests for Preprocessing the Ad Hoc Network
In this section, we describe two procedures for constructing a geometric spanner in a given ad hoc network: the Gabriel test is due to Bose et al. [5] and the Morelia test is due to Boone et al. [3].

8.3.2.1 Gabriel Test
One of the most important tests for eliminating crossings in a wireless network is called Gabriel test, which is applied to every link of the network. Assume that all nodes have the same transmission range \(R\). Let \(A, B\) be two nodes whose distance is less than the transmission range \(R\) of the network. In the Gabriel test, if there is no node in the circle with diameter \(AB\) then the link between \(A\) and \(B\) is kept. If however there is a node \(C\) in the circle with diameter \(AB\), as depicted in Figure 8.4, then nodes \(A\) and \(B\) remove

\[
\begin{align*}
\text{FIGURE 8.3} & \quad \text{The circle with diameter the line segment determined by } p, q \text{ and centered at the point } (p + q)/2. \\
\text{FIGURE 8.4} & \quad \text{Eliminating an unnecessary link (dashed line } AB) \text{ with the Gabriel test.}
\end{align*}
\]
The Gabriel test is as follows:

**Gabriel Test**

**Input:** Pointset

**Output:** Gabriel Graph of Pointset

1. for each node $v$ do
2. for each $u$ neighbor of $v$ do
3. if circle with diameter $uv$ contains no other points in $P$ then
4. remove the edge $uv$
5. end if
6. end for
7. end for

In particular, when $A$ (respectively, $B$) is queried on routing data to $B$ (respectively, $A$) the routing table at $A$ (respectively, $B$) forwards the data through $C$ (or some other similar node if more than one node is in the circle with diameter $AB$). The advantage of doing this re-routing of data is that the resulting graph is a planar spanner on which we can apply the face routing algorithm (to be described later) for discovering a route from source to destination.

**Theorem 8.2** (Bose et al. [5]). If the original network is connected then the Gabriel test produces a connected planar network.

### 8.3.2.2 Morelia Test

The Gabriel test suffers from the multiple hop effect. Consider a set of pairwise mutually reachable nodes as depicted on the left-hand side of Figure 8.5. When we apply the Gabriel test the configuration on the right-hand side of Figure 8.5 results. We can see that although nodes $A$ and $B$ could have reached each other directly in a single hop instead they must direct their data through a sequence of hops.

The Morelia test takes into account the “distance one” neighborhood of the nodes prior to deciding on whether it should delete an edge. It is similar to the Gabriel test in that given two nodes $A$ and $B$ it eliminates links based on the inspection of the circle with diameter $AB$. Unlike the Gabriel test it does not necessarily eliminate the direct link $AB$ when it finds another node inside the circle with diameter $AB$. Instead, it verifies whether the nodes inside the circle create any crossing of the line $AB$. If no crossing is created the line $AB$ is kept, otherwise it is removed. The verification of the existence of crossing is done in most cases by inspecting only the neighborhood of nodes $A$ and $B$ at the transmission distance $R$. In a few cases, the neighborhood of some of the nodes in the circle around $AB$ is inspected. We subdivide the area of the circle with diameter $AB$ into four regions $X_1$, $X_2$, $Y_1$, and $Y_2$ (see Figure 8.6) as determined by an arc of radius $R$.

**Figure 8.6** depicts several scenarios being considered prior to determining whether or not an edge should be deleted. Details of the precise specification of the Morelia test applied to a link $AB$ can be found in Boone et al. [3].
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**FIGURE 8.6** Morelia test.

**FIGURE 8.7** Examples of the Morelia test scenarios: (a) AB deleted by rule 1, (b) AB deleted by rule 2, and (c) AB deleted by rule 4.

We can prove the following theorem:

**Theorem 8.3** (Boone et al. [3]). *If the original network is connected then application of the Morelia test produces a connected planar spanner of the original network, which contains the GG of the network as a subgraph.*

### 8.3.3 Hop Spanners

In all constructions described in the previous sections, the computed topology is a sparse geometric spanner. If the hosts of the wireless network can adjust their transmission power, then the topology will guarantee optimal power consumption. However, the communication delay is not bounded.

To bound the communication delay, one must construct a topology with a small hop-stretch factor. Hop spanners were introduced by Peleg and Ullman [18] and were used as network synchronizers. A survey of results on (sparse) hop spanners is given in Reference 17. The problem of finding a sparsest hop spanner with a given hop-stretch factor $t$ was shown to be NP-complete for most values of $t$ in general graphs, see Reference 6. In the case $t = 2$ (i.e., the hop length of a shortest path in a spanner is at most twice the hop length of a shortest path in the original graph) an approximation algorithm to construct a hop spanner with hop-stretch factor two is given in Reference 14. However, such a spanner cannot have a linear number of edges in general networks [14]. Recently a distributed nonconstant hop-stretch factor $O(\log n)$ spanner algorithm appeared in Reference 10.

For unit disk graphs, various hierarchical structures, based on the concepts of dominating sets and coverings, have been proposed. Although hop spanners in unit disk graphs can be made sparse, they
cannot have every node of constant degree. This follows from a more general result in Reference 2 where the following generalization of a hop spanner has been introduced.

Let $S$ be a subgraph of $G$. We say that $u$ and $v$ are quasi-connected (in $S$) if there exists a path $(u, u_1, \ldots, u_k, v)$ in $G$ with all but the last edge in $E(S)$. Such a path will be referred to as a quasi-path in $S$. Given two quasi-connected nodes $u$ and $v$, their quasi-distance $qd_S(u, v)$ is the number of edges of a shortest $u - v$ quasi-path in $S$. A subgraph $S \subseteq G$ is a hop quasi-spanner of $G$ if there is a positive constant $t$ so that for every pair of nodes $u$ and $v$, $qd_S(u, v) \leq t(d_G(u, v) - 1) + 1$. Notice that according to this definition every hop spanner is also a hop quasi-spanner with the same hop-stretch factor. Thus, the notion of quasi-spanner generalizes the notion of hop spanner. Furthermore, in a wireless ad hoc network it completely suffices to route a message to a host that is in the transmission range of the destination host. Indeed, if a host receives a message that is destined for it, it can accept the message, disregarding the fact that the sender may not be in its routing table based on the communication topology.

Now the following result shows that hop spanners must contain some nodes of large degree.

**Theorem 8.4** (Berenbrink et al. [2]). Let $u$ be a node of a unit disk graph $G$. Let $d$ and $D$ be the number of nodes at distance 1 and 2 from $u$ in $G$, respectively. Let $H$ be a hop quasi-spanner of $G$ with hop-stretch factor two. Then some node in $G$ has degree at least $\sqrt{D/d}$.

In the remainder of this section, we survey some known results on computing hop spanners with small hop-stretch factor. The most common approach is to first compute a dominating set of the wireless network $G$, then to add some connector nodes to transform the dominating set into a connected subgraph CDS of $G$, and finally to connect all remaining nodes to the nodes of CDS. The best result using this technique is the following.

**Theorem 8.5** (Alzoubi et al. [1]). There exists a local distributed algorithm that will compute a hop spanner of a unit disk graph with the hop-stretch factor 5. Moreover, the hop spanner is planar.

From the practical point of view, the hop-stretch factor of the spanner from Theorem 8.5 is large. Another approach was taken in Reference 2 where the hop quasi-spanner was proposed as the communication topology for wireless ad hoc networks. The quasi-spanner is build on the concept of coverings: every node selects a constant number of nodes covering all other nodes in the circle with radius two centered at the node. Since the algorithm is simple, we present it in detail.

The $k$-neighborhood of a node $v$, denoted as $N^k_G(v)$, is the set of all nodes at distance $k$ from $v$. Similarly, we denote the set of all nodes at distance at most $k$ from $v$ as $N^\leq k_G(v)$. A subset $C$ of a set $S$ is called a covering of $S$ if for every point $s \in S$ there is a point $c \in C$ such that the distance between $s$ and $c$ is at most 1. Given a unit disk graph $G$ and a node $u \in V$, a covering of $N^2_G(u)$ will be denoted as $T(u)$. A covering $T(u)$ is minimal if no other covering of $N^2_G(u)$ is a subset of $T(u)$.

The following is a simple greedy procedure constructing a minimal covering.

**Min-Covering**

**Output:** minimal covering $T(u)$ of $N^2_G(u)$

1: $N := N^2_G(u)$
2: $T(u) = \emptyset$
3: while $N \neq \emptyset$ do
4: choose $v \in N$
5: $T(u) := T(u) \cup \{v\}$
6: for every $x \in N^2_G(v) \cap N$ do
7: $N := N - \{x\}$
8: end for
9: end while

The algorithm for constructing a hop quasi-spanner follows. The algorithm is very simple — every node will build a minimal covering around it.
The hop quasi-spanner algorithm produces a sparse hop quasi-spanner. This is stated in the following theorem.

**Theorem 8.6** (Berenbrink et al. [2]). The graph $K$ produced by the hop quasi-spanner algorithm is a hop quasi-spanner with the hop-stretch factor two and has at most $36|V|$ edges, that is, the average degree of $K$ is at most 72.

### 8.4 Information Dissemination

After producing an underlying communication topology, an important task is how to disseminate information efficiently. For example, in routing we want to guarantee real-time message delivery and at the same time: (1) avoid flooding the network, (2) discover an optimal path (the existence of such a path strongly depends on our choice of communication topology), (3) use only geographically local information. It is inevitable that we may not be able to satisfy all three goals at the same time. Traditional methods discover routes using a greedy approach in which the “next-hop” is determined by iteratively (hop-to-hop) reducing the value of a given function of a distance and angle determined by the source and destination hosts. Unfortunately this does not always work either because of loops (return to the source host without finding the destination) or voids (hosts with no neighbors closer to the destination). In this section, we look at the problem of determining in which networks it is possible to attain geographically local routing with guaranteed delivery.

#### 8.4.1 Routing in Undirected Planar Graphs

In this section, we will consider planar geometric graphs as the communication topology and will describe several routing algorithms for them. Let $G$ be a planar geometric graph. Recall that $V$ denotes the set of nodes, and $E$ the set of edges in $G$. We denote the set of faces of $G$ by $F$. We will assume that nodes of $G$ are in general position, that is, no three are collinear.

**8.4.1.1 Compass Routing**

The first routing algorithm we consider is greedy in the sense that it always selects its next edge/hop on the basis of the smallest angle between the “current edge” and the “straight line” formed by the current node and the target node. More precisely the compass routing is achieved by the following algorithm.

**Compass Routing Algorithm**

**Input:** connected planar graph $G = (V, E)$

**Source node:** $s$

**Destination node:** $t$

1. Start at source node $c := s$.
2. repeat
3: Choose an edge incident to current node \( c \) forming the smallest angle with straight line \( c - t \) connecting \( c \) to \( t \).
4: Traverse the chosen edge.
5: Go back to 3
6: until target \( t \) is found

In a deterministic setting, compass routing guarantees delivery if the planar graph is, for example, a Delaunay Triangulation (see Kranakis et al. [15]). It is easy to show that in a random setting, whereby the points of the set \( P \) are uniformly distributed over a given convex region, compass routing can reach the destination with high probability. In general, however, compass routing cannot guarantee delivery. This is not only due to possible voids (i.e., hosts with no neighbors closer to the destination) along the way but also inherent loops in the network (see Figure 8.8).

In the next section, we describe a routing algorithm with guaranteed delivery on geometric planar graphs.

### 8.4.1.2 Face Routing Algorithm

Failure of compass routing to guarantee delivery is due to its “greedy” nature in order to minimize memory storage. Face routing overcomes this problem by remembering the straight line connecting the source \( s \) to the target node \( t \).

#### Face Routing Algorithm

**Input:** Connected Geometric Planar Network \( G = (V,E) \)

**Source node:** \( s \)

**Destination node:** \( t \)

1: Start at source node \( c := s \).
2: repeat
3: repeat
4: Determine face \( f \) incident to current node \( c \) and intersected by the straight line \( s - t \) connecting \( s \) to \( t \).
5: Select any of the two edges of \( f \) incident to \( c \) and traverse the edges of \( f \) in the chosen direction.
6: until we find the second edge, say \( xy \), of \( f \) intersected by \( s - t \).
7: Update the face \( f \) to the new face of the graph \( G \) that is “on the other side” of the edge \( xy \).
8: Update current node \( c \) to either of the nodes \( x \) or \( y \).
9: until target \( t \) is found.

An example of the application of face routing is depicted in Figure 8.9. Face routing always advances to a new face. We never traverse the same face twice. Since each link is traversed a constant number of times we can prove the following theorem.

**Theorem 8.7** (Kranakis et al. [15]). *Face routing in a geometric planar graph always guarantees delivery and traverses at most \( O(n) \) edges.*

The reader may wish to consult [5] for additional variants of the face routing algorithm.

### 8.4.2 Routing in Directed Planar Graphs

As discussed earlier the unit disk graph is the graph of choice used in modeling ad hoc networks when the communication links are bidirectional. However, bidirectionality cannot be assured in a system consisting of diverse hosts having variable power ranges, and nodes facing obstructions that may attenuate the signals (Figure 8.9). This gives rise to the “directed link model,” which provides a natural direction between links.
as follows. If a node $A$ can reach a node $B$ (but it is not necessarily the case that $B$ can also reach $A$) then we say that there is a directed link from $A$ to $B$ in the graph. This gives rise to an orientation in the network.

An orientation $\rightarrow$ of a graph $G$ is an assignment of a direction to every edge $e$ of $G$. For an edge $e$ with endpoints $u$ and $v$, we write $e = (u, v)$ if its direction is from $u$ to $v$. A graph $G$ together with its orientation is denoted by $\vec{G}$. In this section, we will consider two classes of directed planar geometric graphs: Eulerian and Outerplanar. For both classes, we present a simple routing algorithm.

### 8.4.2.1 Eulerian Networks

Consider a connected planar geometric graph $G = (V, E)$. If $G$ is oriented, then the face routing algorithm will not necessarily work since some edges may be directed in an opposite direction while traversing a face.

We describe a simple method from Reference 7 for routing a message to the other end of an oppositely directed edge in Eulerian geometric networks. The idea is simple: imitate the face routing algorithm but when an edge that needs to be traversed is misdirected find a way to circumvent it using only “constant” memory and geographically local information.

We say that $\vec{G}$ is **Eulerian** if for every node $u \in V$, the number of edges outgoing from $u$ equals the number of edges ingoing into $u$, that is, the size of $N^+(u) = \{x, (u, x) \in E\}$ equals the size of $N^-(u) = \{y, (y, u) \in E\}$. Now suppose that $\vec{G}$ is an Eulerian planar geometric graph. For a given node $u$ of $\vec{G}$, we order edges $(u, x)$ where $x \in N^+(u)$ clockwise around $u$ starting with the edge closest to the vertical line passing through $u$. Similarly we order edges $(y, u)$ where $y \in N^-(u)$ clockwise around $u$ (see Figure 8.10).

Let $e = (y, u)$ be the $i$th ingoing edge to $u$ in $\vec{G}$. The function $\text{succ}(e)$ will return a pointer to the edge $(u, x)$ so that $(u, x)$ is the $i$th outgoing edge from $u$. For an illustration of the function see Figure 8.11.
Again, this function is easy to implement using only local information. Obviously, the function `succ()` is injective, and thus, for every edge $e = (u, v)$ of $\vec{G}$, we can define a closed walk by starting from $e = (u, v)$ and then repeatedly applying the function `succ()` until we arrive at the same edge $e = (u, v)$. Since $\vec{G}$ is Eulerian, the walk is well-defined and finite. We call such a walk a quasi-face of $\vec{G}$.

We modify the face routing algorithm from Reference 15 so that it will work on Eulerian planar geometric graphs. This requires extending the face traversal routine so that whenever the face traversal routine wants to traverse an edge $e = (u, v)$ that is oppositely directed, we traverse the following edges in this order: $\text{succ}(e), \text{succ}(e)^2, \ldots, \text{succ}(e)^k$, so that $\text{succ}(e)^{k+1} = (u, v)$. After traversing $\text{succ}(e)^k$, the routine resumes to the original traversal of the face. Formally the algorithm is as follows:

**Eulerian Directed Graph Algorithm**

**Input:** Connected Eulerian geometric graph $\vec{G} = (V, E)$

**Source node:** $s$  

**Destination node:** $t$

1: $v \leftarrow s$  |Current node = source node.|
2: repeat
3: Let $f$ be a face of $G$ with $v$ on its boundary that intersects the line $v-t$ at a point (not necessarily a node) closest to $t$.
4: for all edges $xy$ of $f$ do
5: if $xy \cap v-t = p$ and $|pt| < |vt|$ then
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8.4.2.2 Outerplanar Networks

If \( \vec{G} \) is not Eulerian, then the routing algorithm above will fail. It is an important open problem to design routing algorithms for general directed geometric graphs. A fundamental question is whether such an algorithm exists for directed planar geometric graphs. In all cases, the directed graphs must be strongly connected so that we have a directed path guaranteed.

In this section, we describe a routing algorithm from Reference 8 that works on outerplanar graphs. A planar geometric graph \( G \) is \textit{outerplanar} if a single face (called outer-face) contains all the nodes. We will assume that this face is a convex polygon in \( \mathbb{R}^2 \). For a given triple of nodes \( x, y, z \), let \( V_{\prec}(x, y, z) \) (respectively, \( V_{\succ}(x, y, z) \)) denote the ordered set of nodes distinct from \( x \) and \( z \) that are encountered while moving from \( y \) counterclockwise (respectively, clockwise) around the outer-face of \( G \) until either \( x \) or \( z \) is reached; see Figure 8.12.

Now consider an orientation \( \vec{G} \) of the geometric graph \( G \) and let

\[ N_{\prec}(x, y, z) = V_{\prec}(x, y, z) \cap N^+(x) \quad \text{and} \quad N_{\succ}(x, y, z) = V_{\succ}(x, y, z) \cap N^+(x). \]

If \( N_{\prec}(x, y, z) \neq \emptyset \), let \( v_{\prec}(x, y, z) \) denote the first node in \( N_{\prec}(x, y, z) \). Similarly we define \( v_{\succ}(x, y, z) \) as the first node in \( N_{\succ}(x, y, z) \), if it exists. A geometric network with fixed orientation is \textit{strongly connected} if for every ordered pair of its nodes, there is a (directed) path joining them.

The intuitive idea of the algorithm is to start at the source node \( s \). It specifies the two nodes \( v_1, v_2 \) adjacent to the current node \( c \) such that the straight line determined by nodes \( c \) and \( t \) lies within the angle \( v_1c v_2 \). It traverses one of the nodes and backtracks if necessary in order to update its current position. Formally, the algorithm is as follows.

\textbf{Outer Planar Directed Graph Algorithm}

\textbf{Input:} Strongly connected outerplanar geometric graph \( \vec{G} = (V, E) \)

\textbf{Source node:} \( s \)

\textbf{Destination node:} \( t \)

1. \( v \leftarrow s \) [Current node = source node.]
2. \( v_{\prec}, v_{\succ} \leftarrow s \) [counterclockwise and clockwise bound = starting node.]
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An example of a quasi-planar graph is depicted in Figure 8.13.

We will refer to the graph $P$ as an underlying planar subgraph and to its faces as underlying faces. The notion of nodes and edges is explicit in the definition of quasi-planar graph, however, the notion of faces is not. To define the notion of a face, we need to introduce some basic functions on quasi-planar graphs.

A node $u$ is uniquely determined by the pair $[x, y]$, of its horizontal and vertical coordinates. Every edge $e = uv$ is stored as two oppositely directed edges $(u, v)$ and $(v, u)$. The functions $\text{xcor}(v)$ (respectively, $\text{ycor}(v)$) will return the horizontal (respectively, vertical) coordinate of the node $v$ and $\text{rev}(e)$ will return a pointer to the edge $(v, u)$. Similarly the function $\text{succ}(e)$ will return a pointer to the edge $(v, x)$ so that $(v, x)$ is the first edge counter-clockwise around $v$ starting from the edge $(v, u)$, and the function $\text{pred}(e)$ will return a pointer to the edge $(y, u)$ so that $(u, y)$ is the first edge clockwise around $u$ starting from the edge $(u, v)$. For an illustration of these functions, see Figure 8.14.

For every edge $e = (u, v)$ of $G$, we can define a closed walk by starting from $e = (u, v)$ and then repeatedly applying the function $\text{succ}()$ until we arrive at the same edge $e = (u, v)$. Such a walk is called a quasi-face of $G$ and the set of all quasi-faces of $G$ is denoted by $F$. The function $\text{qface}(e)$ will return a pointer to the quasi-face determined by edge $e = (u, v)$.

A quasi-planar graph $G$ satisfies the Left-Neighbor Rule if every node $v \in V_p$ has a neighbor $u$ so that $\text{xcor}(u) < \text{xcor}(v)$. For an example of $G$ that satisfies the Left-Neighbor Rule, see Figure 8.13.

8.4.3.1 Quasi-Planar Graph Traversal Algorithm

As in de Berg et al. [9], the general idea of the algorithm is to define a total order $\preceq$ on all edges in $E$. This gives rise to a unique predecessor for every quasi-face in $F$. The predecessor relationship imposes a virtual directed tree $G(F)$. The algorithm (due to Chavez et al. [7]) will search for the root of $G(F)$ and then will report quasi-faces of $G$ in DFS order on the tree $G(F)$. For this, a well-known tree-traversal technique is used in order to traverse $G(F)$ using $O(1)$ additional memory (Figure 8.15).

In order to define the virtual tree $G(F)$, we determine a unique edge, called an entry edge, in each quasi-face. We first define a total order on all edges in $E$. We write $u \ll v$ if
FIGURE 8.15 A quasi-planar graph and its six quasi-faces.

$$(\text{xcor}(u), \text{ycor}(u)) \leq (\text{xcor}(v), \text{ycor}(v))$$ by lexicographic comparison of the numeric values using $\leq$.

For an edge $e = (u, v)$, let

$$\left\{ \begin{array}{ll} u, & \text{if } u \ll v \\ v, & \text{otherwise} \end{array} \right. \quad \right\} \text{left}(e) = \left\{ \begin{array}{ll} v, & \text{if } u \ll v \\ u, & \text{otherwise} \end{array} \right. \quad \right\} \text{right}(e)$$

and $\hat{u} = [\text{xcor}(u), \text{ycor}(u) - 1]$. Now let $\text{key}(e)$ be the 5-tuple

$$\text{key}(e) = (\text{xcor}(\text{left}(e)), \text{ycor}(\text{left}(e)), \text{xcor}(\text{right}(e)), \text{xcor}(u), \text{ycor}(u)).$$

By $\angle abc$ we always refer to the counter-clockwise angle between rays $ba$ and $bc$ with $b$ being the apex of the angle. It follows by our assumption that edges cannot cross vertices that if two edges $e \neq e'$ have the same first three values in their $\text{key}()$, then $e' = e^-$ and hence their last two values in $\text{key}()$ cannot both be the same. Hence it follows that $e = e'$ if and only if $\text{key}(e) = \text{key}(e')$. We define the total order $\preceq$ by lexicographic comparison of the numeric $\text{key}()$ values using $\leq$. For a quasi-face $f \in F$, we define

$$\text{entry}(f) = e \in f : e \preceq e' \text{ for all } e' \neq e \in f,$$

that is, $\text{entry}(f)$ is the minimum edge (with respect to the order $\preceq$) on the quasi-face $f$. Such an edge $e$ will be called the $\text{entry edge}$ of $f$. Note that this function is easy to implement using the function $\text{succ}()$, and the total order $\preceq$ using only $O(1)$ memory.

The main algorithm for traversal from Reference 7 is as follows:

**Quasi-Planar Traversal Algorithm**

**Input:** $e = (u, v)$ of $G(V, E)$;

**Output:** List of nodes, edges, and quasi-faces of $G$.

1: repeat [find the minimum edge $e_0$]
2: \hspace{1cm} $e \leftarrow \text{rev}(e)$
3: \hspace{1cm} while $e \neq \text{entry(qface(e))}$ do
4: \hspace{1.5cm} $e \leftarrow \text{succ}(e)$
5: \hspace{1cm} end while
6: \hspace{1cm} until $e = e_0$
7: \hspace{1cm} $p \leftarrow \text{left}(e)$
8: \hspace{1cm} repeat [start the traversal]
9: \hspace{1.5cm} $e \leftarrow \text{succ}(e)$
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10: let \( e = (u, v) \) and let \( \text{succ}(e) = (v, w) \)
11: if \( p \) is contained in \( \text{cone}(u, v, w) \) then \{report \( u \) if necessary\}
12: report \( u \)
13: end if
14: if \(|up| < |vp|\) or \(|up| = |vp|\) and \( \overrightarrow{up} < \overrightarrow{vp} \) then \{report \( e \) if necessary\}
15: report \( e \)
16: end if
17: if \( e = \text{entry} (\text{qface}(e)) \) then \{report \( e \) and return to parent of \( \text{qface}(e) \) if necessary\}
18: report \( \text{qface}(e) \)
19: \( e \leftarrow \text{rev}(e) \)
20: else \{descend to children of \( \text{qface}(e) \) if necessary\}
21: if \( \text{rev}(e) = \text{entry}(\text{qface}(\text{rev}(e))) \) then
22: \( e \leftarrow \text{rev}(e) \)
23: end if
24: end if
25: until \( e = e_0 \)
26: report \( \text{qface}(e_0) \)

We have the following theorem:

**Theorem 8.10** (Chavez et al. [7]). The Quasi-Planar Traversal Algorithm reports each node, (undirected) edge, and quasi-face of a quasi-planar graph \( G \) that satisfies the Left-Neighbor Rule exactly once in \( O(|E| \log |E|) \) time.

### 8.5 Conclusion

In this chapter we provided a survey of recent results on information dissemination via location awareness in ad hoc networks. Although routing and traversal may be wrongfully considered as overworked research topics we believe that information dissemination in ad hoc networks provides new challenges that go beyond trivial extensions of existing or old results. We expect that exploring tradeoffs between location awareness and reducing preprocessing time for simplifying a wireless system is of vital importance to our understanding of the efficiency of information dissemination. Future studies in a variety of graph models (oriented and otherwise) should provide better clues to maintaining a seamless, ubiquitous, and well-integrated communication infrastructure.
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9.1 Introduction

Ad hoc routing protocols enable communication between nodes in ad hoc networks. Protocols for routing in ad hoc networks has been an active area of research since the early 1990s. Early research in this area focused on adapting Internet routing protocols for ad hoc networks. Frequent disconnections due to node mobility, transient characteristics of the wireless channel, and channel interference, posed new challenges, which were not considered in the design of routing protocols for the wired Internet. This chapter presents various key routing protocols that have been proposed for one-to-one (unicast), one-to-many (multicast), and one-to-all (broadcast) communication in ad hoc networks. Figure 9.1 shows the classification of routing protocols followed in this chapter.

Unicast routing protocols make it possible for any node in the network to communicate with any other node in the network. Protocols for flat as well as hierarchical network organizations have been explored for ad hoc networks. With decreasing price of GPS devices, it is not hard to imagine that nodes will know their geographic coordinates. The location information of nodes can be smartly used to design efficient routing protocols with the help of location-based unicast routing protocols that make use of location
services. In this chapter, we explore three categories of unicast routing protocols, namely, ID-based routing protocols, hierarchical routing protocols, and location-based routing protocols.

Reliable dissemination of code and data to all the network nodes is critical for several applications. Applications and services that will benefit from a network-wide broadcast protocol include network reprogramming, health monitoring, network-wide queries, and critical information dissemination. A sudden flow of packets from a single node can easily cause network-wide congestion leading to low packet delivery rate for broadcast routing protocols. Various broadcast routing protocols use combinations of redundant transmission suppression and transmission pacing to achieve high packet delivery rate and low delivery latency.

In various ad hoc networking scenarios such as battlefield and disaster recovery, people typically work in groups. Multicast routing protocols enable efficient communication among group members. Such protocols typically require computation and maintenance of a substructure (often a tree or a mesh) to facilitate efficient data dissemination to all group members. Communication for maintenance of such substructures can be demanding on the battery-life and the available bandwidth, which are both scarce resources in ad hoc networks.

The rest of this chapter is organized as follows: Section 9.2 presents various unicast routing protocols. Section 9.4 presents multicast routing protocols. Section 9.3 presents various broadcast routing protocols. Finally, Section 9.5 summarizes the chapter with pointers to some future research directions on ad hoc routing protocols.

9.2 Unicast Routing Protocols

Routing protocols can be primarily categorized as proactive (table-driven) and reactive (on-demand) protocols. Proactive routing protocols maintain routes between all pairs of nodes at all times. Reactive routing protocols, on the other hand, do not maintain routes. When a route is needed, they will initiate route discovery process to find a route (or possibly multiple routes). Only after the route is found, the node can start the communication.

Another way is to organize them as flat and hierarchical routing protocols. Flat routing protocols regard the whole network as uniform where each node in the network has same functions and responsibilities. Each node has uniform responsibility for constructing routes. Hierarchical routing protocols organize the network as a tree of clusters, where the roles and functions of nodes are different at various levels of the hierarchy. Routes are constructed according to the node’s position in the virtual hierarchy.
Yet another way is to classify them as ID-based or location-based protocols. ID-based routing protocols do not make use of the geographical location of the destination node, they route traffic based on the destination node’s ID or address. Location-based protocols route packets according to node’s geographical location.

This section presents the key principles of some well-known unicast routing protocols. We organize the unicast routing protocols as ID-based flat routing protocols, ID-based hierarchical routing protocols, and location-based routing protocols.

### 9.2.1 ID-Based Flat Routing Protocols

ID-based routing protocols route packets according to node’s ID or address. This requires nodes to disseminate their ID or address through their neighbors. This information dissemination can be periodical (proactive) or on-demand (reactive). In the rest of the section, we present the key ideas and the principles behind the design of the following routing protocols: DSDV, DSR, AODV, TORA, ABR, R-DSDV, and P_AODV.

**Destination Sequenced Distance Vector (DSDV)** (Perkins and Bhagwat, 1994) is a proactive, distance-vector routing protocol based on the classical Bellman–Ford routing algorithm. It is a distributed, self-organized, and loop-free routing protocol suitable for dynamic networks. Each node maintains a routing table that contains routing entries for all nodes in the network. Nodes periodically advertise their routing information to their neighbors. Each entry in the routing table contains the destination node’s address, next-hop node’s address, the number of hops to reach, and the sequence number originated by the destination node. Nodes can forward packets to next-hops, and so on to the destination according to their routing tables.

In DSDV, nodes maintain routes by exchanging routing information with their neighbors, which propagate it to other nodes. Each node periodically broadcasts routing information containing the following data for each routing entry:

- The address of the destination
- The number of hops to reach the destination
- The sequence number originated by the destination

Each node maintains an even sequence number, which is increased whenever new routing information is advertised. It is used to distinguish which routing information is fresher for that node. Nodes that receive the routing information will update the entries in their routing table based on the following rules:

1. It is a new route entry.
2. The sequence number in the received routing information is higher than it is in the routing table.
3. The sequence numbers are equal, but the metric in the received routing information is better.

The updated routing information will be advertised and propagated to its neighbors, and so on. Finally, every node will have routing information for all other nodes in the network. Table 9.1 shows a possible routing table of node 5 for an ad hoc network topology as shown in Figure 9.2.

When a node moves away or is down, the link to that node as next-hop will be broken. The node that detects the broken link will generate a routing update of odd sequence numbers with metric set to $\infty$ and advertise it. Any route through that node will be updated by setting the metric to $\infty$, indicating that the route is broken. Any later routing update of that node with higher sequence number will supersede the $\infty$ metric and the new route will be created again.

Each node in DSDV also maintains a “settling time table” to prevent fluctuations of the routing update. A node may receive a new routing update with a worse metric, and later receive a routing update with the same sequence number but with a better metric. This may happen due to network congestion or different advertisement schedules of nodes. It will be a redundant advertisement if a node receives the routing update with a worse metric and propagates it immediately, if it will be overwritten with a better metric...
later. "Settling time table" stores the history of past update time for each destination, and nodes will calculate the next time to advertise according to the past update history if the routing update is not a significant one that needs to be disclosed immediately.

In DSDV, routing updates have to be propagated throughout the whole network. As the network grows, the routing update becomes inefficient and consumes more resources such as network bandwidth and power. In a highly dynamic network, most of the routing updates may be useless because it will become invalid before the updated routes will be used, which cause more unnecessary wastes. But DSDV provides a simple and distributed routing mechanism that can be easily implemented and deployed, and still works efficiently in general network topology.

*Dynamic Source Routing (DSR)* (Johnson and Maltz, 1996) is a reactive, source-routed routing protocol designed for highly dynamic networks. In DSR, each node maintains a route cache, which stores routing paths from itself to other nodes. A source node initiates the "Route Discovery" process to find a routing path to a destination node when it cannot find the route in its route cache. DSR uses "Route Maintenance" mechanisms to maintain the routes when there are link breakages that result in an invalid route, and makes the topology changes converge to stable routes quickly. When a route is found, the source sends packets with headers containing complete routing path to the destination. Each node that receives the packets can forward them to the next node according to the routing path in the header.

"Route discovery" is a process used to construct a routing path from a source to destination dynamically. The source node initiates a route discovery by broadcasting a route request (RREQ) packet to its neighbors. The RREQ packet contains the following information: source address, destination address, request-ID, and routing records. Each source assigns a unique identifier (Request-ID) to each new RREQ packet that it generates. This enables other nodes to eliminate duplicate RREQ packets. Routing records is the nodes sequence in which the RREQ is propagated. A node that receives the RREQ packet processes it as follows:

1. If the ⟨source address, request-ID⟩ is found in its recently processed requests list, the RREQ is discarded.
2. If its own address is found in the recorded route, the RREQ is discarded.
3. If it is the destination, it replies back to the source using a route reply packet (RREP).
4. If the route to the destination is found in its route cache, it appends the route in cache to the recorded route and replies to the source using a source routed RREP packet.

5. Otherwise, it appends its address to the recorded route and rebroadcasts the RREQ to all its neighbors.

In this route discovery process, the RREQ message is flooded throughout the network; eventually the destination receives the request, and replies with a RREP packet. If the links in the network are bidirectional, the RREP can be propagated to the source using the recorded route. If the links are unidirectional, the node replying the RREP can broadcast a RREQ packet piggybacking the recorded route to find the source. After the source receives the RREP message, the source learns the full route and starts source routed transmission to send packets to the destination. Figure 9.3 shows the route discovery process in a network using symmetric links.

When topology changes due to movement or failure of nodes, “route maintenance” is triggered. Topology changes will not cause any reaction if they do not interfere with established routing paths. When a node detects a link failure to its neighbor, which is its next hop in its route cache for some destinations, it will send a route error (RERR) packet. RERR contains the address of nodes at both end of the broken link. The RERR packet will be forwarded to the source, and the source can initiate another route discovery after receiving the RERR packet.

Unlike DSDV, DSR requires no periodic advertisements about its connectivity to other nodes, and maintains only routes for destinations that are required. Nodes in DSR can increase its cache entries by listening to RREPs broadcasts, which can increase the amount of routing information without incurring any extra overhead. Nodes can also maintain multiple routes for each destination to reduce the overhead of route maintenance. However, the nature of source routing in which route control messages have to propagate full source routing information, it is inevitable that these routing control messages will become larger as the number of nodes grow and make the overhead of routing protocol become more dominant. Hence is not scalable in large networks.

**Ad hoc On-demand Distance Vector (AODV)** (Perkins and Royer, 1999; Perkins, 1999) is a reactive, distance-vector routing protocol suitable for highly dynamic networks. Like in DSDV, each node in AODV maintains a routing table, but the routing table only contains active routing entries. Its route construction process and maintenance mechanisms are similar to those in DSR. A source node initiates the “path discovery” process to construct a routing path to the destination node. Nodes use “path maintenance” mechanism to maintain the routes when there are link breakages. In AODV, no periodic advertisement is required.

The AODV uses “path discovery” process to construct a routing path from a source to the destination when needed. Each node maintains two counters, a sequence number and a broadcast-ID. The source node initiates path discovery by broadcasting RREQ, which contains source address (src_addr), source sequence number (src_seq_no), broadcast id (broadcast_id), destination address (dst_addr), the latest
known sequence number of the destination (dst_seq_no), and number of hops to reach (hop_cnt), to its neighbors. When a node receives the RREQ, it processes the RREQ as follows:

1. If it has already received an RREQ packet with same \( \langle \text{src_addr, broadcast_id} \rangle \), the RREQ is dropped.
2. If it is the destination node, or it has a routing entry for that destination and the destination nodes’ sequence number in its routing entry is greater or equal to the one in the RREQ packet, it will reply with a RREP packet back to the source, indicating that a routing path has been found.
3. Else, it rebroadcasts the RREQ after increasing the hop_cnt, and sets up a “reverse path” pointed to the node from which the RREQ came.

The “reverse path” is set up when the RREQ travels from the source to the destination. It is used to send the RREP packet from the destination back to the source. Figure 9.4 illustrates reverse path setup in a path discovery process as the RREQ propagates from N1 to N6.

When the RREQ reaches the destination or the node that has a fresher routing entry for that destination, a RREP is sent back to the source. RREP contains the following information: src_addr, dst_addr, dst_seq_no, hop_cnt, and lifetime. The lifetime is used to specify how long the routing information should be cached before it is removed if the route is not used. The node that receives the RREP packet will update its routing table and forward RREP back to the source through the reverse path in the following conditions:

- There is no routing entry for the dst_addr
- The dst_seq_no in RREP is greater than it in the routing table
- The dst_seq_no are the same, but the metric is better (hop_cnt is less)

Otherwise, the RREP is discarded. After the source node receives the RREP message, it can send data to the destination node, and the data will be forwarded hop by hop according to each node's routing table.

When a link breaks along an active routing path, the “path maintenance” is triggered. The node that detects the broken link will issue a special unsolicited RREP with a dst_seq_no, one greater than the previously known sequence number of the destination, and with hop_cnt set to \( \infty \), to its active neighbors of the affected routes. An active neighbor of a route is a node from which packets are received for that route. In this way, all nodes can be notified of the broken link, and may initiate another path discovery process to find another route to the destination.

The AODV takes the merit of DSDV by maintaining only local connectivity to its neighbors. It also takes the advantages of DSR, such as, requires no periodic advertisement, caches only required routing entries, and avoids redundant routes maintenance when topology changes.

*Temporary Ordered Routing Algorithm (TORA)* (Park and Corson, 1997a) is a reactive, distributed routing protocol based on “link reversal” algorithm. It uses a directed acyclic graph (DAG) to construct multiple
FIGURE 9.5 Route creation in TORA. (a) QRY, UPD, and height of nodes; (b) constructed routing paths (DAG).

routing paths from source to destination on-demand. When the network topology changes, the reaction is localized only to the vicinity of changed links, preventing the routing control messages from propagating throughout the network.

The basic idea of TORA is to assign a “height” to each node when a route is constructed. Height is assigned in a manner such that nodes in the upstream of a route always have higher height than nodes in the downstream of the route, that is, the route is constructed by assigning directed links from high nodes to low nodes from source to destination. When a link is broken, the node that detects the broken link adjusts its height if it does not have downstream links anymore. The node changes its height to be higher than all of its neighbors, and new downstream links can be assigned from the node to all its neighbors.

The TORA can be categorized into three basic functions: route creation, route maintenance, and route erasure, which stand for creating route from source to destination, maintaining routing paths with topology changes, and deleting route when topology changes result in a partitioned network, respectively.

When a source wants to create a route to a destination, it broadcasts a query (QRY) packet, to find the destination. The QRY packet will be propagated throughout the network and will eventually reach the destination. The destination will send a reply packet, UPD, which will contain its height. The UPD packet will be propagated back to the source. Nodes that receive the first UPD packet will set its height so that it is always higher than the node from which the UPD came. When the UPD reaches the source, a directed acyclic graph will be constructed, forming multiple routing paths from the source to the destination. Figure 9.5(a) illustrates the route creation process where source is node N1 and destination is node N5. Figure 9.5(b) is the constructed routing paths in Figure 9.5(a). Here we use \((t, \text{node}_{id})\) as the height of nodes, and we define \((t, \text{node}_{id}) > (t', \text{node}_{id}')\) if \(t > t'\), or \(t = t'\) and \(\text{node}_{id} > \text{node}_{id}'\).

When a link of an active route breaks, if the upstream node of the broken link has other downstream links to other neighbors, no reaction is required (as in Figure 9.6[a]). When the last downstream link of a node breaks, the node initiates a process termed “link reversal” (Figure 9.6[b]). The node changes its height to be higher than all its neighbors such that all links of the node are reversed from upstream link to downstream link. After the node changes its height, it broadcasts a UPD packet to notify its neighbors such that all its neighbors know the links are reversed.

However, when a broken link causes network to the partition, the “link reversal” route maintenance process fails to work. The node that broadcasts the UPD message finds that the same UPD message is reflected back from all its neighbors. This is used as an indication of network partitioning. In this situation,
it will broadcast CLR packet to notify all nodes in the partitioned network, set all nodes’ height to NULL, and remove all invalid routes (Figure 9.7).

The TORA provides multiple routing paths from source to destination such that link breakages sometime require no reaction to reconstruct a route. Even if link breakages result in route failures, the route reconstruction process is limited to the vicinity of the broken link, which reduces the number of routing control messages and decreases the overhead of route maintenance. But over a sufficiently long period, because of the way TORA maintains routes, the optimality of routes may no longer hold.

**Associativity-Based Routing (ABR)** (Toh, 1996) is a reactive, associativity-based routing protocol that constructs routes based on the stability of links. Associativity is a measure of the node’s association with its neighbors, that is, the mobility of nodes, link delay, signal strength, power life, and relaying load. Each node maintains the association of its neighbors, called associativity ticks, by periodically broadcasting and receiving beacons. ABR constructs a routing path by selecting nodes that have the higher associativity ticks, which means more stable links, as routers to forward packets. This increases the lifetime of a route, decreases the number of required route reconstruction, and reduces the overhead of route maintenance.

When a source node needs to find a path to a destination node, it broadcasts a broadcast query (BQ) message including the associativity ticks with its neighbors. The node that receives the BQ message will discard it if the BQ message has been previously processed. If the node is not the destination, it will append its address to the BQ message, update the associativity ticks with its own associativity ticks, and rebroadcast it. Eventually the BQ message will reach the destination and contain the routing nodes, their associativity ticks, and other routing information. Because the destination may receive multiple BQ messages from different routes, it can then select the best route and send the route in a REPLY packet back to the source. Various metrics such as higher stability and lower relaying load can be used for selecting the best route. The intermediate nodes that receive the REPLY packet can save its route to the destination.

When a link from a source node breaks, it may reconstruct the route by reinitiating route discovery process. If it is the intermediate node that moves, the upstream node of the broken link will initiate the route reconstruction (RRC) process. It will start a localized query (LQ) process to determine if the destination is still reachable by broadcasting a LQ[H] packet, where H indicates the hop count between the node and the destination. If the destination node can receive the LQ[H] packet, it will find a best partial path and send a REPLY back to the node. If the node does not receive the REPLY in a period, the LQ process will be time-out and the node will backtrack to the next upstream node to start another LQ process by sending a FQ[0] packet. If the destination cannot be found when the LQ process has been
backtracked halfway to the source, the LQ process will stop and a FQ\{1\} packet will be sent directly back to the source to start a new route discovery process. Figure 9.8 illustrates the RRC process.

In ABR, because routes are determined by the stability of links, called associativity ticks, the routes are more stable, that is, have longer lifetime. This property improves the routing performance because the number of RRC will be less. When node movement results in an invalid routing path, the RRC process may find a partial path to reconstruct the route, localize the reaction to the node movement, thereby reducing the overhead of RRC.

**Randomized Destination Sequenced Distance Vector (R-DSDV)** (Boukerche et al., 2001) is a modification to the DSDV protocol by including a randomized scheme. In DSDV, the routing updates have to be advertised as soon as possible whenever the routing information changes. This ensures the correctness and freshness of the routing information. In R-DSDV, however, nodes do not always advertise or propagate the routing updates when the routing information changes. Nodes advertise the routing updates probabilistically.

By including the randomized scheme, the overhead of messages for route control can be reduced since the number of updates is reduced. Furthermore, because the routing updates are randomized, the routes may change for the same source–destination even if the network is static. This is because the routing updates may be propagated on different paths, and therefore the updates to the routing table may be different.

With the randomized routing update, the reaction to the topology changes may be slower. However, the traffic can be distributed to different routes because of the randomization. Furthermore, when some nodes experience congestion, the network can adjust to it by decreasing the probability of route updates of those nodes, then directing the traffic to other routes.

**Preemptive Ad Hoc On-Demand Distance Vector (P_AODV)** (Boukerche and Zhang, 2003) is a reactive routing protocol based on the AODV. Whenever a route is required, the source node initiates “path discovery” process to find a routing path as it does in AODV, and when a link breaks, it uses “path maintenance” mechanism to reconstruct the path.

The difference is that P_AODV adopts preemptive mechanism to find another routing path before the existing path breaks. P_AODV uses the following two approaches:

- **Schedule a rediscovery in advance**: In “path discovery” phase, the links information along the discovered route are collected and forwarded back to the source. Therefore, the source can learn the condition of all links, including how long the lifetime of a link will be. Hence the source can schedule another “path discovery” process before the path breaks.

- **Warn the source before the path breaks**: Nodes monitor the signal power of packets to check if the link is going to break. When the signal power is below a threshold, it begins the ping–pong process. The node that detects the low power signal sends a ping packet to the node from which the packet was sent. The node that receives the ping packet replies with a pong packet. If the pong packet cannot be received successfully, a warning message will be sent back to the source. Upon receiving the warning message, the source will initiate “path discovery” to find another feasible route.
Using these two mechanisms, P_R_AODV can find new paths before current in-used routes break. By switching to new routing path before current in-used route breaks, P_R_AODV can increase number of packets delivered and decrease the average packet delay.

9.2.2 ID-Based Hierarchical Routing Protocols

Unlike flat routing protocols that regard the network as uniform, hierarchical routing protocols divide network nodes into different groups, or clusters. Routes are constructed according to the hierarchy created by these groups. In the rest of the section, we present the key ideas and the principles behind the design of the following routing protocols: ZRP, HSR, and CEDAR.

Zone Routing Protocol (ZRP) (Zygmunt J. Haas et al., 2002d) is a hybrid routing protocol framework that takes the merits of proactive and reactive routing protocols. Each node in ZRP maintains the local routing information within its vicinity, called the routing zone. ZRP uses proactive routing protocol, intrazone routing protocol (IARP) [Zygmunt J. Haas et al., 2002c], to maintain routes. Routes across different routing zones use the reactive routing protocol interzone routing protocol (IERP) (Zygmunt J. Haas et al., 2002b). IERP uses bordercast resolution protocol (BRP) (Zygmunt J. Haas et al., 2002a) to deliver route query messages across routing zones.

The IARP is a family of proactive routing protocols that offers routing services based on local connectivity. IERP is a family of reactive routing protocols that provides on-demand routing service. All routing protocols conforming to the properties of IARP or IERP can be adapted in the ZRP protocol.

In ZRP, each node maintains its own routing zone. Routing zone is defined by the nodes that are reachable within a certain number of hops. Routes within a routing zone can be constructed quickly and locally because routing zone uses proactive routing protocol. Routes across different routing zones have to be constructed using route discovery process just like all other on-demand routing protocols. But in ZRP, route queries are not flooded throughout the network. Routes across different routing zones are constructed using IERP, which uses BRP protocol to deliver route queries.

The BRP is a bordercast protocol, which is a multicast-like protocol, which sends packets only to some specific nodes. BRP transfers route queries to peripheral nodes of the routing zone. Peripheral nodes are nodes at the routing zone border. Figure 9.9 illustrates the routing zone and peripheral nodes of the routing zone. N2, N4, N5, N6, N8, and N10 are within N6’s routing zone with radius equals to two hops. N2 and N10 are the peripheral nodes of N6’s routing zone. BRP transfers route query only to peripheral nodes instead of flooding it, which reduces a lot of overhead. When a node receives the route query, if the destination is in its routing zone, the node can send route reply back to the source; otherwise, it will bordercast the route query to its peripheral nodes, and so on, until the destination is found.

ZRP limits the routing information exchange in routing zone, and reduces global route query flooding by bordercasting the query directly to the farthest nodes from the source in a routing zone. This results in
the query flowing outward while reducing routing control message overhead. Because of the properties of the proactive routing, node movements cause nearly no extra overhead to maintain. The information of a broken link is only propagated within the zone-radius.

Hierarchical State Routing (HSR) (Guangyu Pei et al., 1999; Iwata et al., 1999) is a proactive, hierarchical, multilevel cluster routing protocol. Nodes in HSR are divided into clusters, each cluster elects its cluster-head, and the cluster-heads then form the next level clusters, and so on, to construct a multilevel cluster topology. Each node then is assigned a hierarchical address, HID, according to its location in the hierarchical clusters. Using the hierarchical address, packets can be delivered from the source to destination. Figure 9.10 illustrates the multilevel clusters hierarchy.

In Figure 9.10, nodes are divided into four clusters, C0-1, C0-2, C0-3, and C-04, whose cluster-heads are node 1, 2, 3, and 4, respectively (Level 0). Node 1, 2, 3, and 4 then create the next level clusters, C1-1, C1-2, with cluster-head as node 1, 3, respectively (Level 1). Finally, node 1 and 3 form a cluster (Level 2). Nodes are assigned with a HID according its location in the hierarchy, such as (1.1.5) for node 5, (3.3.6) for node 6. When node 5 wants to send data to node 6, the data is sent to the cluster-head of top-level cluster of node 5, which is node 1. Node 1 then forwards it to node 3, which is the cluster-head of top-level cluster of node 6. Finally, node 3 can forward downward to node 6.

Since HID will change when cluster membership change, each node in HSR is assigned with another address, the logical address, whose type is (subnet, host). The subnet portion of the address is the logical cluster of the network. Each logical cluster has a home agent, which is responsible to map the logical address to HID of nodes in the logical cluster. Nodes in the logical cluster register their logical address and HID to its home agent. The logical cluster (subnet portion of the logical address) and the HID of the home agent will be registered at the top-level cluster, and broadcast to all nodes periodically. When a node wants to send packets to the destination using the logical address, it will first extract the subnet of the logical address, find the HID of the home agent that associates with the logical cluster, and send that packets to it. The home agent will receive the packets, find the HID of the destination, and forward the packets to the destination. Once the source and destination know each other’s HIDs, they can communicate directly without the home agent.
In HSR, the overhead of periodic advertisement in table-driven routing protocols is reduced because the cluster membership maintenance is limited within a cluster, so it has better scalability than other proactive routing protocols, such as DSDV. But the route created in HSR is not an optimal path, and the complexity is higher because of the introduction of the home agent. Compared to reactive routing protocols, HSR has lower latency and overhead because the destination’s address query doesn’t flood the entire network.

- **Core Extraction-Based Distributed Ad-Hoc Routing (CEDAR):** CEDAR (Sinha et al., 1999a) uses a 2-level hierarchical substructure to compute routes in ad hoc networks. The computed routes do not necessarily follow the levels of the hierarchy, thus avoiding inefficiencies of most hierarchical routing protocols. The hierarchy is managed distributed using only local computation. The following is a brief description of the three key components of CEDAR:

  - **Core Extraction:** A set of hosts is distributed and dynamically elected to form the core of the network by approximating a minimum dominating set of the ad hoc network using only local computation and local state. A dominating set is defined as a subset of nodes such that all other nodes of the ad hoc network are 1-hop away from at least one dominating set member. The dominators are referred to as core nodes in CEDAR. Each noncore node registers with at least one dominator in its 1-hop neighborhood. Each core node maintains the local topology of the nodes in its domain, and also performs route computation on behalf of these nodes. Periodic beaconing by the nodes is used to facilitate the election and maintenance of core nodes, and information accrual at the core nodes.

  - **Link State Propagation:** Quality of service (QoS) routing in CEDAR is achieved by propagating the bandwidth availability information of stable links in the core graph. The basic idea is that the information about stable high bandwidth links can be made known to nodes far away in the network, while information about dynamic links or low bandwidth links should remain local.

  - **Route Computation:** Route computation first establishes a core path from the dominator of the source to that of the destination. The core path provides the directionality of the route from the source to the destination. Using this directional information, CEDAR computes a route adjacent to the core path that can satisfy the QoS requirements.

9.2.3 Location-Based Routing Protocols

Protocols in this family take advantage of position information of nodes to direct the packet flow. There are two issues that need to be addressed for enabling the use of location information for routing. The first one is the availability of a location service, which keeps track of up-to-date locations of nodes and responds to location queries. The second one is how to design location-based routing protocols, which assume that the location information of the destination is known to the packet sender. This section presents some protocols from these two classes. DREAM, Quorum-based location service, GLS, and Homezone are location services, and LAR, GPSR, GRA, GEDIR, ZHLS, GRID, GeoTORA, GDSR, and GZRP are location-based routing protocols.

*Distance Routing Effect Algorithm for Mobility (DREAM)* (Basagni et al., 1998) provides location service for position-based routing. In this framework, each node maintains a position database that stores position information about other nodes in the network. It can therefore be classified as an *all-for-all* approach, which means all nodes work as the location service providers, and each node contains all other nodes’ location information. An entry in the position database includes a node identifier, the direction and distance to the node, together with the time-stamp of entry creation. Each node regularly floods packets to update the position information maintained by the other nodes.

Since the accuracy of the position information in the database depends on its age, a node can control the accuracy of its position information available to other nodes by adjusting the frequency of sending
position updates (temporal resolution), or by indicating how far a position update may travel before it is discarded (spatial resolution). The temporal resolution of sending updates is positively correlated with the mobility rate of a node. The spatial resolution is used to provide accurate position information in the direct neighborhood of a node and less accurate information for nodes farther away. Such disposition reflects the fact that “the greater the distance between two nodes, the slower they appear to be moving with respect to each other” (termed as the distance effect) (Basagni et al., 1998). The distance effect uses lower spatial resolution in areas farther away from the concerning node, and the costs of accurate position information for far away nodes can be reduced.

Quorum-Based Location Service (Haas and Liang, 1999) is derived from the theory of information replication in databases and distribution systems. In this framework, a subset of mobile nodes is chosen as the location databases. This subset is composed of several quorums, and each pair of these quorums has a nonempty intersection. A virtual backbone is constructed between the nodes in the subset, using a nonposition-based ad hoc routing mechanism.

A mobile node sends position update messages to the nearest backbone node. The backbone node then chooses a quorum of backbone nodes to store the position information. When another node intends to send packet to it, it sends a query message to the nearest backbone node first. The backbone node then relays the query to a quorum, which may be different from the former one. Since any two quorums have nonempty intersection, the sending node is guaranteed to get at least one response. If multiple responses are received, the receiver should choose the one representing the most up-to-date positions according to the time-stamp in the response messages.

From the description above, it is obvious that the quorum-based location service can be classified as some-for-some, which means some of the mobile nodes provide the location service, and each of them stores the position information for some mobile nodes. It can also be configured to work as all-for-all or as all-for-some, but the nature of some-for-some is essential.

Grid Location Service (GLS) (Li et al., 2000) divides the mobile ad hoc network into a hierarchy of grids with squares of increasing size. The largest square is called the order-\(n\) square, which covers the whole networks. Order-\(n\) square is partitioned into four order-\(\bar{n} - 1\) squares, each of which can contain four order-\(\bar{n} - 2\) squares until the order-1 squares appear. In this way, a mobile node lies in exact one order-\(x\) \((x = 1, 2, \ldots, n)\) square, and any order-\(x\) has three neighbor squares under the same order-\(x + 1\) square.

In GLS, mobile nodes are identified by their IDs. The IDs are distributed uniformly across the network, and nodes have only ID information about other nodes. The policy of selecting a node’s location server is to choose its successor. In GLS, the “successor” is defined as the node with the least ID greater than the target ID in a circular manner. A node chooses three location servers for each level of the grid hierarchy, and each is its successor in that level of the grid. For example, in Figure 9.11, node 10 chooses nodes 25, 44, and 36 as its location server in order-2 square, and chooses 16, 77, and 98 as its location server in order-3 square. The same rule applies for 20, 23, and 80 in order-4 square. In the order-1 square containing the node, all nodes in that square are required to provide location service for it, and it knows about all other nodes in the square. In this way, the location servers for a node are relatively dense near the node but gets sparser as moving away from the node. Therefore, the GLS can be classified as all-for-some.

To perform a location query, the querying node sends a request to the target’s successor in its square. If the receiving node does not know about the query target, it forwards the query to the target’s successors in neighbor squares. This process is carried on until it reaches a location server of the destination. The server then sends back a reply using location-based forwarding to the querying node. For example, in Figure 9.11, node 99 intends to send a packet to node 10, it then inquires to node 35, which is a successor of node 10. Because node 35 is not a location server of node 10, it forwards the inquiry to node 7, 23, and 30, node 10’s successors in node 35’s neighbor squares. Since 23 is chosen by node 10 as its location server, node 23 will reply the inquiry.

Homezone (Giordano and Hamdi, 1999) is a framework in which each mobile node applies a well known hash function to the node identifier. The hash result is defined as the homezone position of the node.
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FIGURE 9.12 Expected zone and request zone.

Other nodes in the disk of radius R to the homezone position are required to provide location service for the target node. In this way, the position database can be found if the sender node and destination node agree on a common hash function without extra message exchanges. This approach can then be classified as an all-for-some one. If the homezones are sparsely distributed, the radius R should also be increased, which means trade-offs of the R within several location updates and queries.

Location-Aided Routing (LAR) protocol (Ko and Vaidya, 1998) assumes that the source S knows destination D’s recent location \((X_d, Y_d)\) and roaming speed \(v\) at time \(t_0\). Then at current time \(t_1\), S can define the expected zone in which node D is expected to be located in (Figure 9.12), which is a circle with the radius of \(R = v(t_1 - t_0)\). The expected zone can also be shrunk if S knows more accurately about the mobility of D, or be expanded if the actual speed of D exceeds the anticipated speed or initial location of D at \(t_0\) when it is unknown to S.
The LAR also uses flooding as the way to find routes, but in a restricted style. To reduce the unnecessary full network flooding, LAR defines a request zone. Only nodes inside the request zone will rebroadcast the RREQ packet. To increase the probability that the route request will reach destination D, the request zone should include the expected rectangular zone, as Figure 9.12 illustrates. When S issues the route request, it should piggyback necessary information about the request zone in the request packet. The node receiving the request only needs to compare its own coordinates to the request zone to decide whether it is inside the request zone.

After D receives the RREQ packet, it sends a RREP packet to S. Receiving the reply by S means the route is established. If the route cannot be discovered in a certain period, S can broadcast a new RREQ packet with coordinates of an expanded request zone. The expanded request zone should be larger than the previous one. It can be set as the whole network when necessary. Since the new request zone is larger, the probability of discovering a route is increased at the cost of more flooding traffic.

Greedy Perimeter Stateless Routing (GPSR) protocol (Karp and Kung, 2000) makes use of location information of all neighbors. Such information may be obtained by periodic beacon messages. The location of the destination should also be known in advance. The GPSR protocol does not need to discover a route prior to sending a packet. A node forwards a received packet directly based only on local information. In this routing protocol, two forwarding methods are used in GPSR: greedy forwarding and perimeter forwarding.

When a node intends to deliver a packet to another node, it picks one node from its neighbors, which is closest to the destination among itself and all of its neighbors, and then forwards the packet to it. Figure 9.13 shows an example of greedy forwarding. S is the source node, and D is the destination node. In this example, node R is the chosen neighbor. After receiving the packet, node R follows the same greedy forwarding procedure to find the next hop. This process is repeated until node D or a local maximum node is reached.

It is possible that the sending node cannot find a neighbor closer to the destination than itself. Such a node is called local maximum node. In the example in Figure 9.14, node S is a local maximum node because all its neighbors are farther from D than itself. In such a scenario, the greedy forwarding method cannot be applied. Instead, the perimeter forwarding method is used.

To use the perimeter forwarding, the local maximum node first needs to planarize the network topology graph. A graph is said to be a planar only if there are no two crossing edges. The graph may be transformed into a relative neighborhood graph (RNG) or a Gabriel graph (GG). Both are planar graphs. When the planarization is done, the local maximum node S forwards the packet according to a right-hand rule to guide the packet along the perimeter of a plane in a counterclockwise style, as Figure 9.14 illustrates.
When the packet reaches node R, where we are sure that we are closer to D (as opposed to the location of node T), the greedy forwarding is then applied again.

These two forwarding methods are used interchangeably until the packet reaches the destination node. GPSR only maintains the location information of all its neighbors, instead of entries for each destination, which makes it nearly a stateless routing protocol. Overall, the small per node routing state and small routing protocol message complexity are the advantages of GPSR.

Geographical Routing Algorithm (GRA) (Jain et al., 2001) integrates the greedy routing manner and the table-driven manner. Initially a GRA node only knows the position information of itself and its neighbors. But as time elapses, it will get more and more position information of other nodes. Before sending or forwarding a packet, a GRA node first checks its routing table. If the checking is successful, the packet is forwarded according to the entry found. If it is not the case, the packet is greedily forwarded, like in GPSR. It forwards the packet to the neighbor which is closest to the destination. If the packet reaches a local maximum, GRA uses a route discovery procedure with flooding to find a route to the destination, and then catches the new route in its routing table.

Geographic Distance Routing (GEDIR) (Lin and Stojmenovic, 1999) protocol also assumes that each node has the locations of its direct neighbors. Similar to GPSR, the GEDIR protocol also directly forwards packets to next hops without establishing routes in advance.

Compared to GPSR, there are two approaches of packet forwarding: based on distance and based on direction. In the distance-based approach, the packet is forwarded to the 1-hop neighbor that is nearest to the destination. However, in the direction-based approach, the packet is forwarded to the 1-hop neighbor whose direction is closest to the destination’s direction. The direction here can be defined as the angle formed by the vector from the current node to the destination and to the next hop. The distance-based approach may route a packet to a local maximum node, while the direction approach may lead a packet into an endless loop. To resolve these problems, f-GEDIR (f means flooding) and c-GEDIR (c means the number of 1-hop downstream neighbors) were proposed. These enhancements are dedicated to help the packet leave the local maximum node or the loop. Furthermore, 2-hop GEDIR was proposed as another improvement, in which nodes need the location information of up to 2-hops. Before sending or forwarding a packet, a node selects a node which is closest to the destination among all up to 2-hop neighbors. If the picked node is a 1-hop neighbor, the packet is directly forwarded to it; otherwise, the packet is forwarded...
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FIGURE 9.15 Example of zone-based routing. (a) Original connectivity between C and D. (b) Connectivity between C and D after A moves to zone Z.

to the node of a 1-hop neighbor of the picked node. In addition, flooding can be added to the protocol to find a route. GEDIR and its variants have all been proven to be loop-free.

Zone-Based Hierarchical Link State (ZHLS) is a routing protocol (Joa-Ng and Lu, 1999) that partitions the whole network area into squares in advance. Each mobile host knows this partition, so they know their own zone. There are two kinds of routing update in this protocol: intrazone and interzone. Local position change within a square triggers only local link state routing update in the square, while change of connectivity between squares triggers global routing update. For example, host A and host B connect square X and square Y, and is the only connection between these two squares (Figure 9.15[a]). In this scenario, A and B are called gateways of square X and square Y, respectively. Node C in zone X and node D in zone Y share the route C–A–B–D. When A moves from zone X to zone Y, it loses the connectivity with B, the connectivity between square X and square Y is also lost. This change will trigger the global routing information update. After that, C must resort to zone V and zone W to communicate with D (Figure 9.15[b]).

This table-driven approach requires each host to maintain an interzone routing table and an intrazone routing table. Before sending a packet, the host checks its intrazone routing table first. If a route is found, the packet is routed locally in the square. Otherwise, the host broadcasts a RREQ packet to other squares through the gateway of its square. The information needed here is only the square that the destination host belongs to. The packet is routed through interzone routing until it enters the destination square, then it will go through an intrazone routing until it reaches the destination host.

GRID (Liao et al., 2001) is, in fact, another zone-based routing protocol. It uses location information in all aspects of routing: route discovery, packet forwarding, and route maintenance. The network area is also partitioned into squares called grids. In each grid containing at least one mobile host, one host is elected as the leader. Packets routed between grids go through only leaders. In other words, only leaders forward packets.

During route discovery, a request zone is used to confine the scope of RREQ packets that are broadcast. In addition, since only leaders of grids are responsible for packet forwarding, the cost of broadcast flooding is highly reduced.

In packet forwarding, since the route is represented by a sequence of grid IDs, not host IDs, GRID provides great capacity of tolerance of host mobility. When the leader of some grid leaves its grid, a new leader is elected to replace the older one. In this way, the routing table only needs to record the next grid for a specific destination.
For route maintenance, the leader reelection provides the ability of maintaining the same route even if the old leader leaves its original grid. This process is called handoff; it is not possible for other routing protocols to do this job.

GeoTORA (Ko and Vaidya, 2000) is a variant of TORA introduced in (Park and Corson, 1997b). TORA is a unicast routing protocol, which uses destination-oriented directed acyclic graphs (DAGs) to acquire multiple paths to a destination, and uses “link-reversal” technique to maintain DAGs. GeoTORA first extends TORA to support anycast, and then it further extends anycast to support location-based routing.

Anycast is defined as transmission of packets to any node from a certain group. To support this function, GeoTORA requires each node to maintain a DAG for each anycast group, which has packets to send to. In this case, each member of the anycast group is called a sink. Since packets only need to reach any one of them, there is no logical direction links between any two sinks needed. Then packets are delivered following the DAG to reach any one sink. For example, suppose nodes A, B, C, and D form an anycast group in Figure 9.16(a), each other link generates a DAG for each node in the anycast group. It is worthwhile to mention that a node may not be able to reach all nodes in the anycast group, which can happen when a node in the anycast group lies in the critical path in Figure 9.16(a) for another node in the same anycast group. Nodes E and B is a good example for this. When the link between nodes B and G breaks in Figure 9.16(b), the route maintenance of TORA starts to work. Through link reversal between G and I, G reestablishes the DAG to reach the anycast group (Figure 9.16[c]).

Using the mechanism of anycast, GeoTORA further extends TORA to support geocast. To do this, all nodes within the destination region are considered as sinks, thus forming a special anycast group. Nodes A, B, C, and D in the rectangle in Figure 9.16(d) present a good example. The source node maintains a single DAG for a given geocast group. Source node first performs an anycast to the geocast group. When a group member receives a geocast packet, it floods it within the geocast region.

GPS-Based Route Discovery Optimizations (GDSR) (Boukerche and Sheetal, 2002; Boukerche and Sheetal, 2003) and GZRP (Boukerche and Rogers, 2001) are developed upon the reactive DSR (Johnson and Maltz, 1996) and hybrid ZRP (Haas and Pearlman, 1998, 2000; Pearlman and Haas, 1999; Zygmunt J. Haas, et al., 2002d), respectively. The GPS location information is used in these protocols to restrict the propagation
direction of RREQ messages. In GDSR, nodes maintain the GPS coordinate information of their neighbor nodes and use the GPS screening angle to help the forwarding decision. To measure the GPS screening angle, the node uses two virtual lines: one from the previous-hop node to the current node, and another from this current node to next hop. These two lines form an angle, which is defined as the GPS screening angle. When a node receives a route query message from one of its neighbor nodes, it checks all other neighbor nodes to see whether the GPS screening angle is larger than a threshold value, say $90^\circ$. Then it will forward the route query message to each neighbor node with large enough GPS screening angle. In this way, the propagation of the query message is restricted to a relatively small scope, which means savings in route query messages. In GZRP, the authors use the same technique to reduce the number of route query messages in ZRP based on the GPS screening angle formed by previous-, current-, and next-hop nodes.

### 9.3 Broadcast Routing Protocols

Broadcast is a basic operation in ad hoc environment. Many routing protocols and applications are operated based on broadcast, such as AODV, DSR routing protocols, and data dissemination to all nodes in network. Therefore, a robust and efficient broadcasting algorithm is necessary in an ad hoc network environment.

The simplest and most trivial broadcasting algorithm is pure flooding. Every node that receives the broadcast message retransmits it to all its neighbors. The problem of pure flooding is that it produces many redundant messages, which may consume scarce radio and energy resources, and cause collision that is called broadcast storm problem (Ni et al., 1999). Therefore, the basic principle of designing an efficient and resource conservative broadcast algorithm is trying to reduce the redundant messages, which means to inhibit some nodes from rebroadcasting and the message can still be disseminated to all nodes in the network. In this section, we introduce the following broadcasting algorithms: SBA, DCB, and WMH, followed by discussion on some other schemes proposed for broadcast routing protocols.

**Scalable Broadcast Algorithm** (SBA) (Peng and Lu, 2000) is a simple, distributed broadcast algorithm that can reduce redundant messages in broadcast. The basic idea is: when a node receives a broadcast message, it will decide whether to rebroadcast the message or not according to whether all its neighbors have received the same message by previous broadcast. If all its neighbors have received the message before, then the node will not rebroadcast it, otherwise it will. Nodes only need to exchange their 1-hop neighbors' information with their neighbors to obtain the 2-hop neighbors' information, and can reduce unnecessary broadcast message to decrease energy consumption and save network bandwidth.

The SBA can be divided into two phases: local neighbors’ maintenance and broadcasting. Local neighbors’ maintenance is to let nodes know all their 2-hop neighbors. Nodes can exchange their 1-hop neighbors’ information with their 1-hop neighbors by periodically advertising a “hello” message including their 1-hop neighbors. So every node in the network has its 2-hop neighbors list. When a node, $u$, receives a broadcast message, it will know where the message comes from, and also the source’s neighbors. It can compare the source’s neighbors, $N(s)$, with its neighbors, $N(u)$. Because all source’s neighbors are supposed to receive the broadcast message, it is not necessary to broadcast for those nodes. Therefore, if $u$’s neighbors are subset of source’s neighbors, that is, $N(u) \subseteq N(s)$, then all $u$’s neighbors should have received the message, and $u$ does not need to rebroadcast it again.

If $u$’s neighbors are all not covered by the source’s broadcast, it will wait a random period before rebroadcasting it to reduce the opportunity of collision. In the waiting period, if $u$ receives the same broadcast message from other nodes, it will compute which neighbors are covered. If all its neighbors have been covered at least by one broadcast before it rebroadcasts the message, it will cancel the rebroadcast. The random period $T$ is calculated as a function of the maximum degree of $u$’s neighbors and the degree of $u$:

$$T = f(\Delta \times [(1 + d_m(u))/(1 + d(u))])$$
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\( \Delta \) is a small constant, \( d_m(u) \) is the maximum degree of \( u \)'s neighbors, and \( d(u) \) is the degree of \( u \). \( f(x) \) is a function that returns a random number between 0 and \( x \). In this way, nodes with higher degree, which means having more neighbors, will have more opportunities to rebroadcast earlier than other nodes having fewer neighbors, and hence covers more nodes.

SBA is a distributed broadcast routing protocol that is adaptive to highly dynamic network. It requires only local topology knowledge to decide routing. Comparing to other broadcast algorithms such as probabilistic-based, counter-based, distance-based and location-based scheme [Ni et al., 1999], SBA is more reliable for disseminating messages to all nodes in the network. Though it is not optimal or approximated to optimal as minimum connected dominating set (MCDS) or other protocols using connected dominating set (CDS) as rebroadcast tree, it is very simple and efficient.

Double-Covered Broadcast (DCB) (Lou and Wu, 2004) is a broadcast algorithm designed to lower the broadcast overhead by reducing the number of forward nodes while providing a reliable transmission. Node that receives a broadcast packet selects some of its neighbors as forward nodes to rebroadcast the packet such that all its 2-hop neighbors are fully covered, and its 1-hop neighbors are covered by at least two forward nodes. Nodes overhear their forward nodes' rebroadcast packets as ACKs for confirmation of their receipt. If the node does not receive ACK from all its selected forward nodes in a period, it will rebroadcast the packet until all ACKs are received, or the maximum number of retry is reached.

The DCB constructs a CDS distributedly for broadcast. A dominating set is a subset of nodes such that each node in the network is either in the subset, or is a neighbor of a node in the subset. In DCB, nodes exchange their 1-hop neighbor node set with their 1-hop neighbors periodically, so every node knows its 2-hop neighbor node set. Let \( N(v) \) denote the set of 1-hop neighbors of node \( v \), and \( N_2(v) \) be the set of 2-hop neighbors. If \( S \) is a node set, \( N(S) \) represents the set containing all 1-hop neighbor nodes of nodes in S. When a source node \( u \) wants to broadcast a packet, it selects its forward node set \( F(u) \) from the node set \( X = N(u) \) to cover its 2-hop neighbors \( U = N_2(u) \) using forward node set selection process (FNSSP) algorithm. The FNSSP algorithm works as follows:

1. Each node \( w \) in \( X \) calculates its degree, \( |N(w) \cap U| \).
2. The node \( w_1 \) with the highest degree is selected as the forward node of \( w \), and \( w_1 \) is removed from \( X \) and \( N(w_1) \) is removed from \( U \).
3. Repeat Steps 1 and 2 until \( U \) is empty.

If \( u \) is the node that receives the broadcast packet from node set \( V(u) \), and is selected as the forward node to rebroadcast it, \( u \) selects its forward node set \( F(u) \) using FNSSP algorithm, where \( X = N(u) - V(u) - \bigcup_{w \in V(u)} F(w) \) and \( U = N_2(u) - N(V(u)) - \bigcup_{w \in V(u)} N(F(w)) \). Here \( F(u) \) is the 1-hop neighbor nodes of \( u \), excluding the nodes from which the packet is received by \( u \) and the nodes which are forward nodes of nodes in \( V(u) \), Figure 9.17 illustrates the node sets of \( X \) and \( U \).

Once the forward node set is selected, node \( u \) broadcasts the packet piggybacked with the forward node set \( F(u) \). Nodes that receive the packet can check if they are forward nodes or not by checking the forward node set in the packet. If node \( v \) is not a forward node, it does nothing. If node \( v \) is a forward node and receives the packet for the first time, it will compute its forward node set as described above. Otherwise it will just broadcast the packet as ACK without specifying the \( F(v) \) in the packet.

When a node broadcasts a packet to all its neighbors, some neighbors may fail to receive the packet because of packets collisions, interference of radio signal, or node mobility. If the node that does not receive the packet is not a forward node, it still has another chance to receive the packet because DCB covers each node with at least two broadcast nodes. If the node is a forward node, the sender will retransmit the packet if it does not overhear the node's retransmission. But if the node moves away, the sender will never hear the retransmission from the moved node. In this case, the sender will remove that node from its neighbor node set and recalculate the forward nodes to cover the nodes that are supposed to be covered by the moved node.

There are other protocols, such as DP (Lim and Kim, 2001), MPR (Amir Qayyum et al., 2002), TDP, and PDP (Lou and Wu, 2000), using similar concept of selecting dominating set of nodes, but with different scope of node set \( X \) and \( U \) or the way they select \( F \), to forward packets and reduce the number of redundant
transmission. But they may suffer from lack of robustness in broadcasting when the transmission error rate is high. DCB extends its capability to provide a more reliable broadcast mechanism by selecting forward nodes that make all nodes to be covered by at least two broadcast nodes, and retransmitting lost packets to forward nodes. But in highly dynamic network environments, the neighbor node sets information will become outdated quickly, which leads to unnecessary retransmission and missed packets, and increases the overhead of broadcast.

*Wireless Multicast Tree with Hitch-Hiking* (WMH) (Agarwal et al., 2004) is a broadcasting tree construction algorithm that takes advantage of the physical layer design, which uses the combining of partial signals. Using the combining of partial signals, a transmitting node can increase the signal strength to increase its coverage of the 2-hop neighbors, and reduce the required signal strength of its children to rebroadcast the packet. By calculating the increased power of the node and the reduced power of its children, WMH finds the transmission power of each node to reduce the total power consumption of broadcasting.

The concept of combining partial signals is used to increase the reliability of the communication. A transmission is either successful or failed according to the signal-to-noise ratio (SNR). If the ratio is too low, the receiver cannot decode the transmitting packet successfully, and the transmission will fail. But due to the combination of partial signals, multiple unsuccessful transmissions may be combined to form a successfully decoded message. Using this mechanism, WMH can increase a node’s transmission power to increase the coverage of its 2-hop neighbors, thereby reducing the transmission power of its 1-hop neighbors to forward packets to their 1-hop neighbors. When the sum of the reduced power of its children is greater than the increased power of the node, the energy consumption is reduced.

The WMH first constructs a minimum spanning tree (MST) rooted at the source. Each node is assigned with a power level at which a node can fully cover its child nodes in MST. Starting from the source, WMH calculates a set of power levels such that each power level can fully cover all children nodes of one of its children nodes. As shown in Figure 9.18, node 5 calculates power levels 20, 20, and 10 for N1, N2, and N7, which is a child of node N3, N4, and N6, respectively. WMH then calculates all energy gains with each power level, and selects the power level that maximizes the energy gain. Energy gain is calculated as the sum of all reduced energy consumption of the children, minus the increased energy of the node. As in Figure 9.19, if N5 increases its power level to 10, the energy gain will be \((2 + 2 + 5) - 5 = 4\). If N5 increase its power level to 20, the energy gain will be \((5 + 5 + 5) - 15 = 0\). So N5 changes its power level to 10 because it has the maximum energy gain. When all children nodes are fully covered by the increased
power node, such as node 7 in Figure 9.19, the child node, such as node 6, does not need to rebroadcast the packet. WMH repeats these steps to calculate the children’s power level, and finally a broadcasting tree is constructed.

Using the WMH algorithm, the total energy consumption of broadcast can be reduced because redundant rebroadcast can be reduced and nodes may rebroadcast packets using lower transmission power. But the complexity of WMH is quite high because it has to construct a MST for each broadcasting node and has to find all the nodes’ final power level, it is only suitable for highly static network environments.

In “The broadcast storm problem in a mobile ad hoc network” (Ni et al., 1999), the authors present some simple broadcast schemes that can reduce redundant rebroadcasting. Here we briefly summarize them as follows:

**Probabilistic Scheme:** Each node that receives a broadcast message will rebroadcast it with a probability $P$. Clearly, if $P$ is 1, this scheme is equivalent to pure flooding.

**Counter-Based Scheme:** Each node that receives a broadcast message will wait for a period of time before rebroadcasting it. In this period, the node may receive the same broadcasting message from other nodes. It is clear that the more messages a node receives, the higher the probability that all its neighbors will be covered. Each node maintains a counter recording of how many times a message is received. If the counter exceeds a threshold, the node will not rebroadcast it.

**Distance-Based Scheme:** We can see from Figure 9.20 that if a node receives a broadcast message from a closer neighbor node, the extra coverage by this node’s broadcast will be less than that a node receives from a farther neighbor node. Therefore, the node in distance-based scheme will determine whether or not to rebroadcast a message according to the distance of the source from which the message was received. Like in counter-based scheme, the node that receives a broadcast message will wait a for a period before rebroadcasting it. In this period, it is possible that it will receive the same message from other nodes. If the minimum distance of these nodes is smaller than a threshold, the node will not rebroadcast it.

**Location-based Scheme:** The location-based scheme is like the distance-based scheme, but instead of using the distance between the source and itself, nodes in location-based scheme uses nodes’ location to calculate
the extra coverage by its rebroadcasting, which is more precise than only considering the distance between nodes. Nodes receiving multiple broadcasting messages can calculate the coverage by those broadcasts. If the extra coverage by its broadcasting is smaller than a threshold, the node will not rebroadcast it.

These protocols are simple and can be operated without the knowledge of network topology. The only problem is that they are not reliable. They cannot guarantee full coverage even in a collision-free and no-interference environment. Although with some positioning devices such as GPS, the information can be made more precise, it is still not easy to calculate the coverage.

9.4 Multicast Routing Protocols

There are many important applications in both mobile ad hoc networks and wired networks that need multicast, for example, online conference and multiplayer games. In wired networks, there are two main network layer multicast protocol families: per-source tree and core-tree. Many ad hoc multicast protocols also fall into these two families. Besides them, application multicast and stateless multicast protocols also play important roles in multicast protocol family. As for multicast routing protocols in mobile ad hoc networks, these protocols can be divided into five types like in wired networks: tree-based, mesh-based, backbone-based, stateless multicast, and application layer multicast. In this section, we will introduce some typical multicast routing protocols that fall into the following categories.

9.4.1 Forwarding Group Multicast Protocol

The forwarding group multicast protocol (FGMP) (Chiang et al., 1998) uses the forwarding group (FG) to confine the flooding to only a set of mobile nodes. Only nodes in FG are responsible for multicast packet rebroadcast. Each node in the FG needs to maintain a single flag and a timer. In this way, the storage overheads of intermediate nodes are greatly reduced, which leads to good scalability.

The core concept in FGMP is the FG. Nodes in FG use their forwarding flags to indicate whether to broadcast the received multicast packet or not. The timer is used to decide whether to relay the multicast packet. If the timer has expired without refreshment, the forwarding function is shut down.

To elect and maintain an efficient FG Chiang et al. (1998) proposed two approaches, via receiver advertising (RA) and via sender advertising (SA). In FGMP-RA, the multicast receiver periodically floods the whole networks with its member information, indicating its interested multicast group ID and its own ID. When a sender receives such a join request, it updates its multicast member table, recording ID information of all members with timers. Expired entries are deleted from the table. The sender then creates a forwarding table, encapsulating the multicast group ID, entries for each receiver and its next-hop to that receiver. The next-hop information is retrieved from the unicast routing table. The forwarding table is broadcast by the sender and received by all its neighbors. Only neighbors who can find themselves in the next-hop field of the forwarding table will process the message. It then becomes a member of the FG. Each neighbor in the next-hop list creates its own forwarding table through the entries where it itself is the next hop and its own unicast routing table, and then broadcast the new forwarding table. This process is carried on until the leaf node in the FG receives the forwarding table. The maintenance of FG is through the exchange of forwarding tables. It is important to mention that although nodes in
the FG create forwarding tables, they do not store these tables, instead, these tables are simply broadcast to their neighbors. In FGMP-SA, the multicast sender periodically floods the whole network with sender’s information. Upon receiving such messages, group members broadcast locally “join table” messages, and they are propagated to the sender as in FGMP-RA.

Figure 9.21 illustrates a typical operating topology of FGMP. Circles marked by $S$ is the sender, ones marked by $F_x$ ($x = 1, \ldots, 4$) make up the FG, and others marked by $R_x$ ($x = 1, 2, 3$) are receivers. Only $F_4$ is the leaf node of the FG, since it does not need to forward multicast packet to other nodes in the FG.

9.4.2 On-Demand Multicast Routing Protocol

The on-demand multicast routing protocol (ODMRP) (Gerla and Chiang, 1999) is a mesh-based multicast routing protocol for mobile ad hoc networks. Because of the mesh-based nature, ODMRP can exploit redundant route when the shortest one is invalid. Therefore, ODMRP is robust to host mobility and failure of connectivity. In addition, since the multicast route and membership maintenance is totally on-demand, the protocol overhead is reduced.

Similar to other on-demand routing protocols, ODMRP comprises of a request phase and a reply phase. Upon sending a packet to a multicast group for the first time, the sender broadcasts a JOIN REQUEST message to the whole network. When a node receives a nonduplicate JOIN REQUEST message, it records the corresponding upstream node ID in a backward learning manner, and then rebroadcasts the received JOIN REQUEST. When a multicast member receives the nonduplicate JOIN REQUEST message, it checks and updates its member table. If a valid entry exists, the receiver periodically broadcasts a corresponding JOIN TABLE message to its neighbor. When a neighbor receives the JOIN TABLE message, it checks it to see whether there is an entry in the message containing itself as a next node ID. If the searching succeeded, it can be sure that it is on the forward path to the multicast group. It then sets the FG_Flag and broadcasts its own JOIN TABLE message created from the entry matched before. This process is repeated until the source receives the JOIN TABLE message. As a result, a mesh connecting all the forwarding nodes and all the multicast group members is constructed. The source also periodically broadcast the JOIN REQUEST message to refresh the multicast routing mesh.

Figure 9.22 illustrates the mesh building process. In this figure, the node marked $S$ denotes the source, the nodes marked $R$ denote the multicast group members, and nodes marked $F$ denote nonmember forwarding nodes; arrows with line tail denote JOIN REQUEST message, and arrows with dash tail denote JOIN REPLY message. From the figure, it can be seen that F1, R2, and R3 make up a mesh. At first, R2 receives multicast packets through R3. But when R2 moves out of the radio range of R3 but still can be reached by F1, R2 can reply to the JOIN REQUEST from F1 with new JOIN TABLE, then receives multicast packet from F1.
In ODMRP, no explicit control message is needed to leave the multicast group. To leave the group, the sender can simply stop sending JOIN REQUEST messages, while the receiver can achieve this by stopping its send JOIN TABLE messages.

From the description above, it is clear that the more complex the mesh, the more robust the protocol is to host mobility. In Reference (Gerla and Chiang, 1999), author prove that the packet delivery ratio, the number of control bytes transmitted per data byte delivered, and the number of data and control packets transmitted per data packet, are all improved with the increase of multicast group size, which exhibits good scalability for ODMRP.

### 9.4.3 Ad Hoc Multicast Routing Protocol

Ad hoc multicast routing protocol (AMRoute) (Xie et al., 2002) is an approach for robust IP multicast in mobile ad hoc networks. This multicast protocol is user-multicast tree based, and uses dynamic logical core to manage the tree, which tracks the group topology dynamics only, and is robust against the dynamic topology change in mobile ad hoc networks.

The user-multicast tree comprises of only senders and receivers, and both are required to join the group explicitly. Bidirectional tunnels are established between group members that are close to each other, and therefore, meshes are formed. Using a subset of all the meshes, AMRoute builds up a multicast tree periodically. Like core based tree (CBT), one group needs only one tree, which leads to improved scalability. AMRoute uses periodical signal message flooding in the tree to maintain the status, instead of flooding of data in distance vector multicast routing protocol (DVMRP) and protocol independent multicast-dense mode (PIM-DM). Unicast tunnels between group members are used as tree links to connect neighbors on the tree.

Each group has at least one core node. The logical core node is not a critical point for all data, and is not a preset one, which means the core node changes dynamically and the single point failure will be avoided. Only core nodes can initiate signaling messages to refresh the multicast tree. A node sets itself as a core when first joining a group, so that it can discover the group members, join the meshes and tree using tree creation message. If a core receives a tree creation message, it can infer that there is another core node in the tree. Then the core node resolution algorithm is run in a distributed manner by all group nodes to ensure that there is exactly one core in the tree. The basic criterion for the resolution is that a core node with the highest IP or ID wins. If a core node leaves the tree, other nodes in the tree will hear no tree creation messages for sometime. In this case, one node will designate itself as a new core, and initiate its tree creation message.

Simulation results show that AMRoute performs very well in reducing signaling traffic and join latency. In the data delivery rate, AMRoute performs very well even in dynamic networks.
9.4.4 Multicast Operation of AODV Routing Protocol

The multicast operation of AODV routing protocol (MAODV) (Royer and Perkins, 1999) discovers multicast routes on demand. A node initiates a RREQ message joining a multicast group or when it has data to send to a multicast group but no established route to that group. Figure 9.23(a) illustrates the propagation of RREQ from node S. Only one member in the multicast group may respond to a join RREQ. If the RREQ is not a join request, any node with a fresh enough route (based on group sequence number) to the multicast group may respond to it. If a nonmember intermediate node receives a join RREQ, or if it receives a RREQ but it does not have a route to that group, it rebroadcasts the RREQ to its neighbors.

As the RREQ is flooded across the network, nodes set up pointers to establish the reverse route in their route tables. A node receiving an RREQ first updates its route table to reverse the route, and this entry may later be used to forward a response back to S. If received RREQ is a join RREQ, an additional entry is added to the multicast route table. This entry is not activated until the route becomes part of the multicast tree.

If a node receives a join RREQ for a multicast group, it may reply if it is a member of the multicast group's tree and its recorded sequence number for the multicast group is at least as great as that of the RREQ. The responding node updates its route and multicast route tables by placing the requesting node's next-hop information in the tables, and then unicasts a request response RREP back to S (Figure 9.23[b]). When nodes on the path to the source node S receive the RREP, they add both a route table entry and a multicast route table entry for the node from which they received the RREP, which forms the forward path.

After S broadcasts a RREQ for a multicast group, it usually receives more than one RREP. S keeps the received route reply with the greatest sequence number and shortest hop count to the nearest member of the multicast tree for a specified period of time while disregarding others. When this period is timeout, it enables the selected next hop in its multicast route table, and unicasts an activation message to this selected next hop. The next hop, on receiving this message, enables the entry for S in its multicast route table. If this node happens to be a member of the multicast tree, it does not forward the message anymore. However, if this node is not a member, it may have received one or more RREPs from its neighbors. In this case, it chooses and keeps the best next hop for its route to the multicast group, enables the corresponding entry in its multicast route table, and unicasts an activation message to the selected next hop, just as what S does before. This process continues until the final activation message reaches the node that sent the RREP. In this way, the redundant paths are cut to ensure that there is only one path to any tree node, and the multicast packets are forwarded along the selected paths. Figure 9.23(c) illustrated the final path selection for the case of Figure 9.23(a) and Figure 9.23(b).

In MAODV, the first member of the multicast group becomes the leader for that group, which manages the multicast group sequence number and broadcasts this number in group hello messages to the whole multicast group.
9.4.5 Core-Assisted Mesh Protocol

The core-assisted mesh protocol (CAMP) (Garcia-Luna-Aceves and Madruga, 1999) is a mesh-based multicast protocol. Instead of using a multicast tree, CAMP builds and maintains a mesh among the multicast group members and senders. The mesh is a subset of the network topology, which guarantees at least one route from each sender to each receiver. Besides the reachability, CAMP also ensures the path from the receiver to the sender is the shortest one. Such reverse shortest path also make packet flows conform to shortest paths from sources to receivers.

Because of the path redundancy, the impact of topology changes on packet delivery is greatly reduced. Further, if compared to core-based tree multicast protocols, the hop count between sources and destinations is also decreased.

In CAMP, one or more cores are used to limit the control traffic for joining group, and it need not to be a member of the mesh. In this way, CAMP eliminates the need for flooding, unless all cores are unreachable.

9.4.6 Ad Hoc Multicast Routing Protocol Utilizing Increasing id-NumberS

The ad hoc multicast routing protocol utilizing increasing id-numberS (AMRIS) (Wu and Tay, 1999) dynamically assigns each multicast group member a mem-id. The order of mem-ids is used to direct the multicast packet flow, while the gaps among the assigned mem-ids are used to repair connectivity. Each multicast group is initiated by a special node, namely Sid, which owns the smallest mem-id, and the mem-ids increases as nodes radiate away from Sid. Therefore, the mem-id is an indication of the height in the multicast tree. AMRIS is comprised of two main mechanisms: tree initialization and tree maintenance.

In the beginning of the tree initialization phase, the Sid is chosen from all senders. To construct a multicast tree, Sid broadcasts a NEW-SESSION message to its neighbors. The NEW-SESSION contains the mem-id of Sid, multicast session id, and routing metrics. All nodes receiving the NEW-SESSION message generate their own mem-id, which is greater than the received mem-id but not consecutive. The gaps are reserved for future connectivity repair. The receivers then overwrite the mem-id in the NEW-SESSION messages with their own, and broadcast their NEW-SESSION messages again. Chances are that a node receives more than one NEW-SESSION messages. To cope with such a situation, AMRIS requires a gap between receiving and broadcasting NEW-SESSION messages. If it has not rebroadcast its own NEW-SESSION message, it will keep the message with the best routing metrics and generate its mem-id based on that message.

If node X intends to join a multicast group, it first searches for neighbor nodes with smaller mem-ids than itself. These nodes are its potential parent. X then unicasts a JOIN_REQ message to Y, one of its potential parents. When Y receives the JOIN_REQ message, it first checks whether it is on the multicast tree. If it is the case, Y sends a JOIN_ACK message to X; otherwise, Y sends JOIN_REQ to find its own potential parent. This process continues until one receiving node becomes an actual parent. Then the JOIN_ACK message will be propagated through the reverse path to X. If finally the first attempt to contact a neighbor fails, X will do a 1-hop broadcast trying to locate a parent. If all 1-hop attempts fail, X will execute the branch reconstruction (BR) process in tree maintenance to join the tree.

The tree maintenance runs continuously in the background. When a link between two nodes breaks, the node with larger mem-id (child) is responsible for rejoining the tree. The rejoining is achieved through the BR process, which has two subroutines, BR1 and BR2. BR1 works just as a new joining process. BR2 is to cope with the situation when an isolated child cannot locate a neighbor as parent. In this case, the child broadcasts, instead of using unicast, a JOIN_REQ with hop limit R. When a node receives the broadcast JOIN_REQ, it checks whether it can satisfy the request. If so, it will send back JOIN_ACK. Since the isolated child may receive several such JOIN_ACK messages, the node replying with a JOIN_ACK message does not forward multicast traffic to that isolated child until it receives a JOIN_CONF message from it.
9.4.7 Multicast Core-Extraction Distributed Ad Hoc Routing

The multicast core-extraction distributed ad hoc routing (MCEDAR) (Sinha et al., 1999c) extends the CEDAR routing protocol (Sivakumar et al., 1999) to support multicast. It merges the robustness of the mesh-based multicast routing protocols and approximate efficiency of tree-based ones.

CEDAR establishes a core of the network, and uses the core as the routing management infrastructure. The core propagates the link state to its nodes, and performs on-demand route computation using a fully distributed algorithm utilizing a purely local state where core nodes participate. Briefly, CEDAR consists of four key components: core extraction, core broadcast, link state propagation, and route computation. MCEDAR uses only the first two components of CEDAR and the core broadcast enables the tree-based multicast forwarding protocol on mesh infrastructure.

For each multicast group, MCEDAR extracts a subgraph of the core graph to function as the multicast routing infrastructure. The subgraph extracted is a mesh structure and is called mgraph, and the multicast forwarding is performed using core broadcast in mgraph. When a node intends to join a multicast group, it requests its core node to join the mgraph. Then the core node performs the join operation by core broadcasting a join request containing joinID, where the joinID represents the time when the core node joins the mgraph. When a nonmember core node receives the JOIN message, it forwards the request to its neighbors, in a manner conforming to core broadcast in the CEDAR routing algorithm. When a member core node receives the request, it replies it with JOIN_ACK only if its joinID is less that the incoming joinID, and then forwards the request. This joining process can be illustrated in Figure 9.24.

In packet forwarding, the core broadcast mechanism is also used when an mgraph member intends to forward a multicast packet to its nearby members, which generate a source-based tree automatically. MCEDAR made some further optimization to decouple the control infrastructure and the data forwarding infrastructure, which means packets do not need to follow the mgraph. This is done when JOIN_ACK is propagated back to the joiner, where intermediate nodes can compute optimized route from their domain to their children's domains upon receiving JOIN_ACK, add such information in the JOIN_ACK, and then notify the nodes they dominate to update their multicast routing table.

9.4.8 Adaptive Backbone-Based Multicast

The adaptive backbone-based multicast protocol (Jaikaeo and Shen, 2002) uses an adaptive dynamic backbone (ADB) to lessen the constraint of dominating property in traditional backbone-based multicast. In ADB, a node may choose a 1-hop away node as its core node. In this way, the number of core nodes in the network is reduced. The choice of how far away the core node lies depends on the current network status observed, such as link failure frequency.
To construct an ADB, each node in the network maintains the following data structures:

- **parent**: The ID of the upstream node toward the core (core node keeps its own ID), which is set and modified by the core selection process.
- **ntab**: A table containing all immediate neighbor’s information, which is maintained by the neighbor discovery process.
- **nlff**: Normalized link failure frequency, which reflects the dynamic condition of the surrounding area.
- **degree**: The number of entries in the ntab table.
- **fwtab**: The core forwarding table maintaining a list of shortest path entries to the nearby cores, which is maintained by the core forwarding process.

Each node sets itself as a core node when it first joins the network. It then periodically broadcasts hello messages to discover its neighbors. Each hello message contains \((\text{nodeId}, \text{coreId}, \text{hopsToCore}, \text{degree}, \text{cnlff})\). The \text{nodeId} is the ID of the sending node, the \text{coreId} refers to the core node that the sending node is associated with, \text{hopsToCore} tells the hop count to the associated core node, \text{degree} equals the number, and \text{cnlff} is the cumulative of every link from the associated core node to the sending node. When receiving hello message, nodes update their \text{ntab} and \text{nlff}.

After joining the network, a node should decide either to serve as a core node or choose a core node to join. ADB uses \((\text{nlff}-1, \text{degree}, \text{id})\) as the height metric to make such decisions, and \text{ntab} also contains the height metrics of neighbors. If its own height metric is higher than all its neighbors, it serves as a core node; otherwise, it chooses the neighbor with the highest metric to update its parent variable. From this point, further exchanges of hello message will help nodes find better parent and prevent hop count to core node or accumulated \text{nlff} from exceeding their thresholds. This process is called the core selection process. Each core node maintains a \text{fwtab} to direct the forwarding of multicast packets. This table is updated from the advertised information of nodes associated with other cores. In this way, each node does not need to have a neighbor node as a core node, which means in high mobility areas, the coverage of core nodes is small, while in low mobility areas, the coverage of core nodes is large. That is why such a backbone is named adaptive dynamic bone (ADB).

The multicast operation on ADB is a two-tier architecture, local multicast membership and forwarding management, and the counterpart in backbone. For local joining operation, cores manage the membership, and are local rendezvous points. Nodes intend to join the group send JOIN_REQUEST to their parents, and such process continues until requests reach the core node. Then all multicast packets are relayed by the core node to reach their destination receivers. For backbone multicast packet propagation, the core node encapsulates the packet into a CORE_FWD message, and forwards it according to the entry in \text{fwtab}. Receiving core node performs local multicast forwarding and backbone forwarding again, and discards duplicate packets received.

### 9.4.9 Differential Destination Multicast

The differential destination multicast (DDM) routing protocol (Ji and Corson, 2001) is small and sparse group oriented. It encodes the destination list in the packet header thus eliminating the multicast state maintenance in the whole network, and requires the underlying unicast routing protocols to work. When intermediate nodes receive a packet, they need to analyze the packet header to find the destination list, and forward the packet according to the list. Intermediate nodes also can work in a “soft state” mode, in which they keep the destination list of recent forwarded packets, and use them to direct future forwarding. When the destination list changes, upstream nodes will inform their downstream nodes, namely differential destination encoding.

The multicast group member list is managed by each sender. To join the multicast, receiver is required to have a JOIN/ACK exchange with the sender. Senders periodically refresh the multicast group membership by setting the refresh flag in some packets sent requiring receivers to respond with JOIN messages. If
someone in the member list fails to respond with JOIN in a time-out period, the sender will erase it from
the list, and update the downstream routers to update their caches if soft state mode is used.

Compared to other multicast routing protocol, DDM is suitable for small and sparsely distributed
multicast group since it eliminates the high cost of tree or mesh maintenance, and the quality of the
underlying unicast is critical for the operation of DDM.

9.4.10 Location-Guided Tree Construction Algorithms

The location-guided tree (LGT) construction algorithms (Chen and Nahrstedt, 2002) encapsulate the
destination list in packet headers, and intermediate nodes analyze the header to decide where to forward
the packet according to its unicast routing table. Like DDM, this stateless multicast routing protocol aims at
small group multicast in mobile ad hoc networks. Two algorithms are designed to construct subtree when
forwarding multicast packets, location-guided k-ary (LGK) tree and location-guided steiner (LGS) tree.
Both of these utilize the geometric location information of the destination to approximate the network
hop distance, and use such heuristics to construct packet distribution subtree.

The main assumptions of LGT are:

- Small multicast group.
- Each multicast group member is aware of other members and their geometry location.
- The network hop count to destination increases monotonically with the increase of geometry
distance. This assumption is validated through simulations.

To construct a LGK tree, the sender selects the nearest $k$ destinations as its children, then forwards to each
child a copy of the destination. Each child then performs the same operation: group $k$ nearest destination
and send a copy to them. This process continues until all destinations receive the packet. Every time a
packet runs through a destination, the node deletes its address from the destination list in the packet
header, so that the tree is implicitly loop-free.

To construct a LGS tree, the sender initiates the tree as its only member. Then at each iteration, the
nearest unconnected destination to the partially constructed tree is added to the tree until all destinations
are added.

To inform other members the location information of each node, LGT uses two kinds of location
and membership combined updates, in-band update and periodic update. The former includes update
information in data packets, while the latter is used when there is no packet to send. To improve the
performance of intermediate node, LGT also uses route caching at intermediate nodes, just as DDM.

Through simulation and analysis, authors conclude that LGS tree has lower bandwidth cost than LGK
when the location information is up-to-date because it is greedier than LGK. But when the location
information is out-dated, their bandwidth costs are similar, and LGK outperforms LGS since it has lower
packet distribution delay and lower computation complexity.

9.4.11 Route-Driven Gossip

The route-driven gossip (RDG) (Luo et al., 2003) relies on partial member information, which is suitable
for on-demand underlying unicast routing protocol such as DSR. The packet propagation is through a full
gossip style, which plays the dynamics of mobile ad hoc networks with randomly packet distribution. Each
member forwards packets to a random subset of the group, all of which it has routes to (gossiper-push),
and the negative acknowledgment is piggybacked in multicast packets (gossiper-pull).

RDG has totally three sessions: join, gossip, and leave. The meanings of these are self-explanatory.

In the join session, the joining node floods the whole network with GROUPREQUEST messages trying
to find routes to all members simultaneously. However, when one node receives this message, whether or
not to send GROUPREPLY is controlled in a random fashion.

In the gossip session, each member of the group periodically sends gossip messages to a randomly
selected subset of members it has routes to. Members receiving the gossip message update their own status
information, and reply to gossiper-pull messages to make up the gap other nodes may have in their packet buffers. The leave session works almost the same way.

Based on RDG, topology-aware RDG (TA-RDG) is presented in the same paper. TA-RDG uses some information about the members to guide the gossip direction. Many metrics from underlying unicast routing protocols are useful here, such as the distance and route breakage frequency. Then one member may select some nearest members to have gossip with, which may increase the success probability of gossiping.

9.5 Summary

Routing protocols for unicast, multicast, and broadcast are key to ad hoc networks. Adaptations of routing protocols of the wired Internet have often failed for ad hoc networking environments. Various key routing protocols for enabling one-to-one (unicast), one-to-many (multicast) and one-to-all (broadcast) communication are outlined in this chapter.

A new paradigm of one-to-any communication, also known as anycast, has several useful applications for ad hoc networks. To make ad hoc networks more useful and practical, it must support various services possibly with the help of some “special” nodes that maintain relevant databases. These “special” nodes may have more energy, storage, and computing power. Such nodes may be used to store different types of information such as, location and ID of other nodes in the network, ID of nearest node connected to the Internet, various networks statistics, various parameters of other nodes in the network, and various parameters of network links. For such architectures, nodes can query or update the special nodes using anycast. Some of these ideas have been explored in (Choudhury and Vaidya, 2003).

Fluctuating channel conditions and frequent link disconnections due to node mobility pose significant challenges in supporting traffic requiring guarantees on specific end-to-end traffic parameters such as delay, loss-rate, and bandwidth. Some protocols such as CEDAR (Sinha et al., 1999b) and ticket-based routing protocols (Xiao et al., 2002) are specifically designed for providing soft guarantees on QoS parameters. QoS routing in ad hoc networks is a challenging research area, which is very significant for supporting real-time multimedia traffic.

Ad hoc networks are typically plagued with the problem of limited battery life. For extending the network lifetime of ad hoc networks, researchers have also explored the design of centralized as well as distributed protocols for minimum energy routing in ad hoc networks.

Further advances in the design of routing protocols for supporting energy conservation, low latency, and high throughput communication, are critically needed for making ad hoc networking a reality.
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Cluster-Based and Power-Aware Routing in Wireless Mobile Ad Hoc Networks

10.1 Introduction

Cluster-based protocols establish a dynamic wireless mobile infrastructure to mimic the operation of the fixed infrastructure in cellular networks. In cluster-based protocols [8–13], an ad hoc network is represented as a set of clusters. A clusterhead is selected based on an agreed upon rule [15–18]. On the contrary to on demand protocols, clustering protocols take advantage of their cluster structure, which limits the scope of route query flooding. Only clusterheads and gateways (nodes that lie within the transmission range of more than one clusterhead) are flooded with query packets, thus, reducing the
bandwidth required by the route discovery mechanism. The aggregation of nodes into clusters under 
carrier control provides a convenient framework for the development of efficient protocols both at 
the medium access control (MAC) layer, for example, code separation among clusters channel access, 
bandwidth allocation, and at the network layer, for example, hierarchical routing [4]. Clustering provides 
an effective way to allocate wireless channels among different clusters. Across clusters, spatial reuse by 
using different spreading codes (i.e., code division multiple access (CDMA) [1,5]) is enhanced. Within 
a cluster a carrier controlled token protocol (i.e., polling) is used to allocate the channel among 
competing nodes. The token approach allows us to give priority to clusterheads in order to maximize 
channel utilization and minimize delay. A clusterhead should get more chances to transmit because it is 
in charge of broadcasting within the cluster and of forwarding messages between mobile hosts, which are 
not connected. However, in order to have CDMA as a MAC layer with more than one code, the nodes 
must be equipped with more than one transceiver, that is, a transceiver per code used, or they have to run 
an algorithm, which switches between codes, for example, if we have 16 codes (usually you can have 64), 
then this means that this algorithm will have to switch between the 16 codes. The same idea as frequency 
hopping [6], where nodes switch very fast between different frequencies in order to overcome interference. 
So, the probability that two nodes use the same frequency simultaneously while being neighbors becomes 
very low. Therefore, unless we have these transceivers or this algorithm, we cannot use CDMA with more 
than one code as a MAC layer. Even if we have an algorithm that can switch between codes, theoretically, 
we can switch between the codes, but how will the wireless nodes switch between the various channels 
with one transceiver not known.

Recently there has been interest in hierarchal architectures for ad hoc networks. A mobile infrastruc-
ture is developed in [7] to replace the wired backbone infrastructure in conventional cellular networks. 
Moreover, an adaptive hierarchical routing protocol is devised. The routing protocol utilizes the mobile 
infrastructure in routing packets from a source node to a destination node. The algorithm divides the 
wireless mobile ad hoc network into a set of clusters, each of which contains a number of mobile terminals 
(MTs), which are at most two hops away. Clusters have no clusterheads; instead they are only a logical 
arrangement of the nodes of the mobile network. Instead, a cluster center node is chosen. Cluster centers 
ensure that the distance between any two nodes in any cluster is at most two hops. The node with the 
highest connectivity [14] is chosen to be the center of the cluster. This, in fact, introduces a major drawback 
to the stability of the various clusters since in high-mobility networks; cluster re-formations frequently 
take place due to the continuous random movements of MTs. As the network changes slightly, the node’s 
degree of connectivity is much more likely to change as well. Nodes that relay packets between clusters 
are called repeaters. Repeaters play a major role in performing the routing function. Maintaining and 
updating the cluster structure was not tackled. Also, the method by which cluster information is conveyed 
to the MTs of a cluster was not addressed. MTs are classified as follows:

Clusterhead: As it is named, the leader of the cluster.
Zone_MT: An MT supervised by a clusterhead.
Free_MT: An MT that is neither a clusterhead nor a zone_MT (i.e., it is not associated with a cluster).
Gateway or border mobile terminal (BMT): MT that lies between more than clusterhead or Free_MT, 
it can be clusterhead or zone_MT or free_MT.

10.2 Clusterhead Gateway Source Routing (CGSR)

A node or MT is elected to be a clusterhead. All nodes in the cluster communicate with each other through 
the clusterhead. Two algorithms can possibly be used to select the clusterhead:

- The smallest ID algorithm [16]
- The highest connectivity algorithm [17]

The disadvantage of the highest connectivity algorithm is mentioned above. Moreover, here are two major 
drawbacks in the smallest ID algorithm:
• The batteries of the nodes with small IDs drain much faster than those with large IDs.
• The network will be unstable, because each time a node with the smallest ID enters a cluster many actions are taken to elect it as a clusterhead.

The CGSR uses the least clusterhead change (LCC) clustering algorithm [18], which put more importance on a node becoming supervised by a clusterhead, rather than being a clusterhead. Clusterheads change due to either of the following conditions:

• When two clusterheads are within the transmission range of each other
• When a node becomes disconnected from any other cluster

10.2.1 GSR Infrastructure Creation Protocol
Initially, the smallest ID cluster algorithm (or highest connectivity cluster algorithm) is used to create clusters.

When a node in cluster 1 moves into cluster 2, the clusterhead of 1 and 2 will not be affected.
When a node (nonclusterhead) moves out of its cluster and does not enter another cluster, it becomes a clusterhead of itself.

When a clusterhead X, which has a smaller ID than clusterhead Y, is within the transmission range of clusterhead Y, clusterhead X will be a clusterhead, while clusterhead Y gives up its role as a clusterhead.

The nodes that clusterhead Y is in charge of will re-elect another clusterhead according to an agreed upon rule [16,17].

A common control code is used for initialization and configuration.
Each cluster has a different control code from its neighboring cluster.

10.2.2 Gateways
A node is defined as a gateway if it is within the range of more than one clusterhead. As in virtual base station (VBS), it is used to communicate between two or more clusterheads. However, it has to select the code used by each cluster. Chiang et al. [12] assume that a gateway can change its code after it returns the permission token or after receiving a message. They suggest that once a gateway is equipped with multiple radio interfaces, it can access multiple cluster channels by selecting corresponding codes for each radio. As a result, gateway conflict will be reduced. This solution is impractical. First of all, any node can be a gateway. Having said that, each node should be equipped with multiple radio interfaces so that it can access multiple cluster channels. This will increase the cost, weight, and level of complexity of the mobile unit. Second, if a node moves out of its cluster and enters another one, it will not be possible to pursue communications in that cluster.

10.2.3 Routing in CGSR
Each clusterhead is in charge of a set of nodes. There are two kinds of scheduling. Token scheduling, which is carried out by clusterheads, and code scheduling, which is carried out by gateways. In the CGSR routing protocol, each and every node in the ad hoc wireless node maintains two tables: a cluster member table, which maps the destination node address to its clusterhead address, and a routing table, which shows the next hop to reach the destination cluster. Both tables contain sequence numbers to eliminate stale routes and prevent looping.

10.2.4 Disadvantages of CGSR
There is a drawback due to the overhead associated with maintaining clusters. Specifically, each node needs to periodically broadcast its cluster member table and update its table based on the received updates. If two nodes, even while being in the same cluster, are using different codes, they will be unable to communicate with each other. This forms a so-called pseudo link. Chiang et al. do not state how the nodes merge with
clusterheads. Do they send merge-request messages and then wait until they get merge-accept messages, in order to be one of the nodes the cluster in charge of? Or do they just send merge-request messages then consider themselves under the supervision of the clusterhead without getting an acknowledgment back from it? This decision affects the performance of the protocol.

10.3 The VBS Infrastructure Creation Protocol

In VBS infrastructure protocol [8–10] an MT is elected by one or more MTs to be their VBS based on an agreed rule, however, the smallest ID rule [16]. Every MT acknowledges its location by hello packets for a period of time, and it has a sequence number that reflects the changes that occur to that MT, and a my_VBS variable, which is used to store an ID number to the VBS in charge of that MT. An MTs my_VBS variable is set to the ID number of its VBS; however, if that MT is itself a VBS, then the my_VBS variable will be set to either 0, if it is serving other MTs, or to −1 if it is not serving any MT. A VBS collects complete information about all other VBSs and their lists of MTs and sends this information in its periodic hello messages. Zone_MTs accumulate information about the network from their neighbors between hello messages, and their network information is cleared after sending every hello message. MTs announce their ID number with their periodic hello message. An MT sends a merge-request message if it has a bigger ID number. The receiver of the merge-request message responds with an accept-merge message, increments its sequence number by one, and sets its my_VBS variable to 0. When the MT receives the accept-merge message, it increments its sequence number by one, and sets its my_VBS variable to the ID number of its VBS. If an MT hears from another MT, whose ID is smaller than its VBS, it sends a merge-request message to it. When it receives an accept-merge message, it increments its sequence number by one and updates its my_VBS field. The MT then sends a disjoin message; it removes its own sequence number by one. The timer may expire due to the motion of the VBS to a location at which the MT cannot hear its hello message, due to some interference at the time the hello message of the VBS was sent, or because the VBS is shut down by its user. In addition, every VBS maintains a timer from every MT, which it is in charge of from the last time it heard from it. If the timer expires, the VBS will remove the MT from its list of MTs, increment its sequence number by one, and check its new list of MTs. If its list of MTs becomes empty, it will set its my_VBS field to −1.

10.3.1 Routing in VBS

Each VBS is in charge of a set of MTs. Only certain nodes are eligible to acquire knowledge of the full network topology (VBS and BMT). Route requests are not flooded to the rest of the ad hoc network. If an MT wishes to send a packet to another MT in the network, first, it sends the packet to its VBS, which forwards the packet to the VBS in charge to the destination or the correct BMT. The sent packet contains the address of the destination. When the VBS receives the message, it searches the destination address in its table. If the destination is found, the VBS of the source MT will forward the packet to the VBS in charge of the destination. This is done by consulting the BMT field of that VBS. The message is then forwarded to the MT (or VBS) whose ID number is stored in the BMT field. The BMT, after receiving the message, forwards it to its own VBS. This process is repeated until the message reaches the destination. It is obvious that MTs are neither responsible for discovering new routes, nor maintaining existing ones. As a result this routing scheme eliminates the initial search latency, which degrades the performance of interactive and multimedia applications.

Based on simulation experiments done in Reference 10, the performance of CGSR is comparable with that of VBS in less stressful situations, that is, small number of mobile nodes. VBS; however, outperforms CGSR in more stressful situations with a widening performance gap. Also, based on simulation experiments done in Reference 8, VBS achieves packet delivery fractions between 90 and 100%. Ad hoc on-demand distance vector (AODV), on the other hand, achieves packet delivery fractions between 79 and 91%, while those achieved by distance state routing (DSR) are between 72 and 93.5%. Therefore, the difference is often significant, up to 30% higher. This is mainly because of the information stored in VBSs
to aid in routing. By the time a packet is to be retransmitted, new information will be available at the VBS. Therefore, the probability of delivering packets to their destinations is high. Moreover, VBS outperforms both AODV and DSR in the case of 40 sources, in terms of the packet. Also, VBS always demonstrates a lower routing load than AODV and DSR. In fact, VBS routing load is very close to 0. In AODV and DSR, route discovery will have to be restarted if a route is no longer valid. This adds to the routing load of both protocols. VBSs do not store routes in their cache. They, instead, forward the packet to the current correct next hop to the destination. Therefore, VBSs will almost always have a next hop to forward the data packet to, which implies that retransmissions are relatively rare. This explains the very low routing load of VBS. VBS outperformed both AODV and DSR in Reference 2 in terms of routing load. Moreover, VBS outperformed CGSR in Reference 3, load balancing, throughput, and stability.

10.3.2 Disadvantages of VBS

Zone_MTs require the aid of their VBS(s) all the time, this results a very high MAC contention on the VBSs, so even neighboring nodes cannot communicate with each other, even though they can hear each other, which put unnecessary load on clusterheads. Moreover VBS suffers from the disadvantages of the lowest ID algorithm [16].

10.4 The Power Aware Virtual Base Station (PA-VBS) Infrastructure Creation Protocol

In this protocol [15], one of the MTs is elected to be in charge of some other MTs that are in its range of transmission. The elected MT is known as a VBS. Every MT acknowledges its location by hello packets for a period of time. Every MT has a sequence number that reflects the changes that occur to that MT and also used to save battery power whenever possible, and a my_VBS variable, which is used to store an ID number to the VBS in charge of that MT. An MTs my_VBS variable is set exactly the same way as that of VBS protocol [8–10]. An MT is elected by one or more MTs to be their VBS based on an agreed upon rule, the battery power level method in this protocol. MTs announce their ID number with their periodic hello message. An MT sends a merge-request message to another MT if it has a lower battery power level and the other MT power greater than or equal to THRESHOLD_1 (will be explained later). The receiver of the merge-request message responds with an accept-merge message, increments its sequence number by one, and sets its my_VBS variable to zero. When the MT receives the accept-merge message, it increments its sequence number by one, and sets its my_VBS variable to the ID number of its VBS. In Reference 15 the battery power level of each and every MT is characterized into one of the following three categories:

1. MT EL ≥ THRESHOLD_1: An MT is eligible to be a VBS and willing to accept other MTs to be under its supervision if they have a lower energy level (EL).
2. THRESHOLD_2 ≤ MT EL < THRESHOLD_1: An MT ignores any merge-request messages that are sent to it by other MTs. If the MT is serving as a VBS, it remains in its roll, but it adds no more MTs to its list of MTs. If the MT is not serving as a VBS or under the supervision of a VBS and the EL of its VBS is less than THRESHOLD_2, it sends a merge-request message to another MT that has greater EL, if the latter EL is greater than or equal to THRESHOLD_1.
3. MT EL < THRESHOLD_2: An MT will ignore any merge-request messages and send iAmNo LongerYourVBS message to all the nodes under its supervision, if it was serving other nodes.

The PA-VBS outperformed VBS in Reference 15, in terms of load balancing, and energy saving however, PA-VBS did not address the methods of selecting gateways. Moreover, clusterheads do not give their zone_MTs an implicit signal to look for another clusterhead; instead, MTs are free to look for another clusterhead when their clusterhead battery power goes below THRESHOLD_1, which may cause instability in the network.
10.5 Warning Energy Aware Clusterhead (WEAC) Infrastructure Creation Protocol

10.5.1 Protocol Overview

As in all cluster-based protocols, WEAC [19,20] the MTs, based on an agreed-upon policy, are elected to be in charge of all the MTs within their transmission ranges, or a subset of them. This can be achieved by electing one to be a clusterhead. Every MT acknowledges its location via hello packets, sometimes called beacon packets. The method of electing a clusterhead from a set of nominees is based on its EL (as it will be shown later). Another issue to be addressed is the handing of responsibilities of a clusterhead over from one clusterhead to another.

Every MT has a myCH variable. An MT myCH variable is set to the ID number of its clusterhead; however, if that MT itself is a clusterhead, then the myCH variable will be set to 0, otherwise it will be set to \(-1\), indicating that it is a clusterhead of itself or a free node. A clusterhead collects complete information about all other clusterhead and their lists of MTs and broadcasts this information in its periodic hello messages. Zone_MTs, accumulate information about the network from their neighbors between hello messages, and they broadcast their neighbor_list to their neighbors in their hello packets. MTs announce their ID number with their periodic hello messages. An MT sends a merge-request message to another MT if the latter has a higher EL and it should be more than or equal to THRESHOLD_1 (it will be explained later). The receiver of the merge-request message responds with accept-merge message and sets its myCH variable to zero. When an MT receives the accept-merge message it sets its myCH variable to the ID number of its clusterhead. The EL of each and every MT is characterized into one of the following four categories, as shown in Figure 10.1.

1. MT Energy Level $\geq$ THRESHOLD_1: An MT is eligible to be a clusterhead and willing to accept other MTs to be under its supervision if these MTs have a lower EL. If the MTs have the same EL, which is almost impossible, then the one with more number of neighbors wins. If myCH $\geq$ 0, no merge request will be sent by MTs, however, if myCH $= -1$, it will send a merge request to an MT with higher EL.
2. THRESHOLD_2 $\leq$ MT Energy Level $<$ THRESHOLD_1: An MT ignores any merge-request messages that are sent to it by other MTs. If the MT is serving as a clusterhead, it remains a clusterhead, but it adds no subscribers, however; as in the first point, if myCH $\geq$ 0 no merge request will be sent by MTs. If the myCH $= -1$, then it sends a merge-request message to an MT whose EL is greater than or equal to THRESHOLD_1.
3. THRESHOLD_3 $\leq$ MT Energy Level $\leq$ THRESHOLD_2: If an MT is serving as a clusterhead, it sends a warning message to all MTs under its supervision, informing them to look for another clusterhead; nonetheless, they can remain with it till its EL drains to THRESHOLD_3. If the
myCH = −1, then it sends a merge-request message to an MT whose EL is greater than or equal to THRESHOLD_1.

4. MT Energy Level \( \leq \) THRESHOLD_3: An MT ignores any merge-request messages and will send iAmNoLongerYourCH message to all the nodes under its supervision, if it was serving other nodes. If the myCH = −1, then it sends a merge-request message to an MT whose EL is greater than or equal to THRESHOLD_1.

10.5.2 Formal Description of the Protocol

This section contains the pseudo code for the algorithms executed by the MTs running the WEAC infrastructure-creation protocol. The hello() method is called by an MT periodically when it sends its hello message. MTs broadcast their current EL as part of their hello messages. Hello messages contain other useful pieces of information, such as the BMT flag, warningThreshold flag, and the iAmNoLongerYourCH flag. If the BMT flag is set to true, then it means that this node is a gateway, which is the only node eligible to acquire full knowledge of the network. The sendADisjoinMessage() method is executed by an MT when it finds a new clusterhead, based on the criterion described above, and when its current clusterhead sets its warningThreshold flag to true, that is, the current clusterhead EL is below THERSHOLD_2.

10.5.2.1 The WarningThreshold Flag

The warningThreshold flag is used by a clusterhead to notify the MTs, under its supervision, whether they can look for another clusterhead or not (Figure 10.2).

If it is set to false (i.e., its EL above THRESHOLD_2), its list of MTs know that they are not allowed to look for another clusterhead for at least one hello period. However, if the flag is set to true, its list of MTs can stay with their clusterhead, but they should look for another clusterhead or elect a new clusterhead according to the mechanisms described in the previous section. Each node maintains a neighborList, which contains its neighbors, and broadcasts it in its hello message, in order to be used in routing decisions.

10.5.2.2 The iAmNoLongerYourCH Flag

The iAmNoLongerYourCH flag is used by a clusterhead to convey to its list of MTs whether it can support them for another hello period or not (Figure 10.4).

If the flag is set to false (i.e., the warningThreshold is set to false), then the EL is above the warning threshold (THRESHOLD_2), its list of MTs learn that they will stay with their current clusterhead for at least one hello period, but if iAmNoLongerYourCH flag was set to true (i.e., its EL is below THRESHOLD_3), the MTs would have to look for another clusterhead or to elect a new clusterhead (Figure 10.5). The sendAMergeRequest() and sendMergeAccept() methods are called by an MT according to the mechanisms described in the previous section. Each node maintains a neighborList, which contains its neighbors, and broadcasts it in its hello message, in order to be used in routing decisions.

10.5.2.3 Merge and Disjoin Algorithms

After receiving a hello message, an MT sends a merge-request message to the issuer of the hello message, if at least one of following two conditions is satisfied:

```java
1. if(myCH == 0)
2. elseif((EL < THRESHOLD_2) && (EL > Threshold_3))
3. warningThreshold = true;
4. elseif(EL > THRESHOLD_2) warningThreshold = false;
```

FIGURE 10.2 Using warningThreshold a VBS.
if((myCH>0) && (myCH == senderID))
if(warningThreshold == true)
  if(thereIsAnMTWithEL>Threshold_1InMyNeighborList)
    if(itsEL > myEL)
      sendAMergeRequestToThatMT(myID);
      afterReceivingMergeAcceptMessage;
      sendDisjoinMessageToMyOldCH;
      deleteMyOldCHTimer;
      startATimerForMyNewCH;
  }
else{
  electANewCH or stay with myCH till it goes< Threshold_2;
  restartMyCHTimer();
  KeepSearchingForANewCH;
}

1. if(myCH == 0)
2. if(EL < Threshold_3)
3. myListOfMTs.size = 0;
4. iAmNo LongerYourCH = true;
5. myCH = -1;
6. else
7. iAmNo LongerYourCH = false;

1. if((myCH > 0) && (myCH == senderID))
2. if(iAmNo LongerYourCH == true)
3.  deleteMyCH Timer;
4.  myCH = -1;
5. else
6.  restartMyCH Timer();

1. The MT is not a clusterhead, with the following constraints:
   (a) Its EL is less than the EL of the issuer of the hello message.
   (b) The EL of the sender is above THRESHOLD_1.
2. The MT is under the supervision of a clusterhead, with the following constraints:
   (a) The warning threshold of its clusterhead is true.
Figure 10.6 shows how the decision is made by an MT to determine whether to send a merge request to the issuer of the hello message, after receiving a hello message.

Upon receiving a merge-request message (Figure 10.7), an MT starts the merge-accept process, if and only if its EL is above THRESHOLD_1. If this condition is satisfied, the receiver of the merge request increments its list of MTs by 1, and sets its myCH variable to 0, indicating that it is a clusterhead, starts a timer for the sender (in order to activate the initiation of a timeout period), and sends a merge-accept message to the sender. If the receiver of the merge request was under the supervision of another clusterhead, upon receiving the merge request, it cancels the timer of its clusterhead and sends a disjoin message to it. Sometimes the EL of the receiver of the merge request, upon receiving it, is below THRESHOLD_1, or it might go out of the communication range of the sender before it receives the merge request. In this case the sender of the merge request assumes that its merge request was rejected, if it does not receive a feedback within a certain time.

As soon as an MT receives an accept message, it executes the steps shown in Figure 10.8 if and only if it is neither clusterhead nor an MT served by a clusterhead. It sets myCH variable to the ID of the sender of the merge-accept message, and starts a timer for its new clusterhead.

As soon as an MT receives an accept message, it executes the steps shown in Figure 10.8 if and only if it is neither clusterhead nor an MT served by a clusterhead. It sets myCH variable to the ID of the sender of the merge-accept message, and starts a timer for its new clusterhead.

1. if (((receivedEL) >= THRESHOLD_1)&&(receivedEL > myEL))
   && ((myCH == -1)
   || ((myCH > 0) && (myCHWarningThershold == true)))
2. sendMergeRequestMessageTo(issuerOfHello);

FIGURE 10.6 Merge request decision algorithm by an MT.

1. if (myEL > Threshold_1()){
2. listOfMyMTs++;;
3. startTimerForTheMergeRequestSender();
4. if(myCH>0){
5. cancelTimerOfMyOldCH();
6. sendDisjoinMessageToMyOldCH();
}
7. if (myCH > 0 || myCH = -1)
8. myCH = 0;
}

FIGURE 10.7 Actions taken after receiving a merge-request message.

10.5.2.4 The Gateway Selection Algorithm

As mentioned earlier, each node broadcasts its neighbor list in its hello message. If the destination is the neighbor or the neighbor's neighbor, an MT sets the next hop to that neighbor; otherwise it sets its clusterhead as next hop, to connect to the backbone. It may happen that there are more than one neighbor that has an access to the destination; in this case, an MT runs the MT selection algorithm (Figure 10.11).
1. if (myCH == -1 || (myCH > 0 && warningThresholdOfMyCH == true)){
2.   myCH = ID of the sender of the mergeAcceptMessage;
3.   storeLastPowerValueReportedByMyCH();
4.   startTimerForMyNewCH();
5.   if (myCH > 0){
6.     cancel the timer of my Old CH();
7.     sendADisjoinMessage(ID of myOldCH);
8.   }
}

FIGURE 10.8 Actions taken after receiving a merge-accept message.

1. if (myCH == 0){
3.   listOfMyMTs--;
4.   cancelMTTimer(senderOFDisjoinMessage);
5.   if (listOfMyMTs == 0)
6.     myCH = -1;
}

FIGURE 10.9 Actions taken after receiving a disjoin message.

1. if (myCH > 0)
2.   if (DEST my neighbor || DEST my neighbor’s neighbor){
3.     set this neighbor as the next hop;
4.     if (more than one neighbor to the DEST)
5.       run MT selection algorithm(), (Figure 10.11)
6.   }
7.   else
8.   set myCH as the next hop

FIGURE 10.10 Table update by Zone_MTs.
Cluster-Based and Power-Aware Routing

1. if (there is more than one access to DEST) {
2.     if (EL of BMT > THRESHOLD_2) {
3.         getTheLeastNumberOfNeighbors();
4.         select the one with the least number of neighbors;
5.     }
6.   else
7.     choose the one with the highest EL;
}

FIGURE 10.11 Gateway selection algorithm.

1. if (myCH ≤ 0)
2.     update routing table according to the received tables
3.     if (the DEST my neighbor || my neighbor’s neighbor)
4.         set this neighbor as the next hop
5.         if (more than one neighbor to the DEST)
6.             run MT selection algorithm(); (Figure 10.11)
7.     else
8.     else if (available route to the DEST)
9.         keep the current route till the next update;
10.    else
11.       set the DEST to null;

FIGURE 10.12 Table update by clusterheads and free MTs.

This algorithm selects MTs with the highest EL with the following two constraints:

1. If the EL of the MT ≥ THRESHOLD_2, select the MT with the least number of neighbors, in order to minimize the energy wasted by the network.
2. If the EL of the BMT is less than or equal to THRESHOLD_2, select the BMT with the highest EL.

10.5.2.5 Table Updates

If the MT is a clusterhead or a free_MT, the table update mechanism is slightly different (Figure 10.12). The first part (checking whether the destination is the next hop) is the same as the zone_MTs. If the destination is neither the neighbor nor the neighbor’s neighbor, an MT updates its table according to the received routing tables. However, if there is more than a gateway to the destination, it runs the MT selection algorithm (Figure 10.11). If the destination is not accessible, it sets it to null.

WEAC protocol uses the concept of gateways or BMTs. As mentioned earlier, if the BMT flag is set to true, then that particular node is eligible to propagate routing tables. If the sender of the routing table has more than BMT within its range, it executes the algorithm (Figure 10.12).

10.6 The Virtual Base Station On-Demand (VBS-O) Routing Protocol

In this section we introduce the VBS-O routing protocol [11,13,19,20], which can be run on top of any mobile infrastructure protocol. As it is named, there are some on-demand features added to VBS-O routing
protocol. Each VBS or clusterhead is in charge of a set of nodes in its neighbor. Only VBSs and free_MTs are eligible to acquire knowledge of the full network topology. Therefore, VBSs, BMSs, and free_MTs form the virtual backbone of the network. Since neighboring nodes, which are one hop away from each other, can hear each other, they are allowed to communicate with each other without the aid of their VBS(s), opposing VBS [8–10] and CGSR [10,12,13] routing protocols. Additionally, the new technique of broadcasting the neighbor list, used by WEAC protocol, speeds up even more packet delivery and improves the throughput. If an MT wishes to send a packet (see Figure 10.13), first it looks up its neighbor_list, if the destination is not found, it looks up the neighbor_lists of its neighbors (i.e., if the destination is the neighbor or the neighbor’s neighbor, it sends the packet to that particular neighbor). If it has more than one access to the destination, it checks their battery power level, if it is more than THRESHOLD_2, it send the packet to the one with the least number of neighbors, otherwise it sends the packet to the one with the highest battery power. This reduces the MAC contention, balances the load, minimizes the energy wasted by the network, and as a result, enlarges the lifetime of the network. Moreover, this reduces the delay time of packets delivery between neighboring nodes in the network. However, if an MT wishes to send a

![VBS-O routing protocol diagram](image-url)

**FIGURE 10.13** VBS-O routing protocol.
packet to another MT that is more than two hops, first, it sends the packet to its VBS. The VBS looks up its routing table and forwards the packet to the correct neighbor or BMT or the destination. At any time, if the destination is the neighbor or neighbor’s neighbor, the packet will be forwarded to that neighbor. The sent packet contains the destination address. If the BMT is a zone_MT, it first performs the packet forwarding algorithm, if the destination is more than two hops, it broadcasts the destination to all VBSs and free_MTs in its transmission range. If one of them has an access to the destination, which is most probably the case, it replies to it. If the waiting time expires, it sends the packet to its VBS.

The VBS-O outperformed both of VBS and CGSR protocols in Reference [13] in terms of energy saving, average packet delivery time and throughput.

### 10.7 Reservation and Polling

In this section we derive formulas for the expected waiting time for each packet to be transmitted, provided that the link between the server [21–23], which is the VBS or clusterhead, and client, which is the MT that requires the assistant of the server, remains intact till the packet gets transmitted. We derived the formulas specifically for the VBS-O routing protocol.

**Assumptions:**

- The number of MTs = m, m is variable number.
- The transit time for the token from MT$_{i}$ to MT$_{i-1}$ (according to the clusterhead index) is random and depends on how busy the medium is, with mean $V_i$ and second moment $V_i^2$.
- The token can serve packets at an MT in different fashions (exhaustive and partially gated polling in this paper).

Let $\bar{X} =$ average transmission time, $\bar{X}^2 =$ second moment of transmission time for all MTs. Arrival packets to any node is according to Poisson process with rate $\lambda/m$.

- $X_i$: Transmission time of $i$th arrival
- $W_i$: Delay in MAC queue of $i$th arrival
- $R_i$: Residual time of $i$th arrival
- $N_i$: Packets need to be transmitted before $i$th packet
- $F_i$: Packets need to be re-transmitted before $i$th packet
- $Y_i$: Total time token spends in full transit before $i$th packet gets transmitted
- $V_i$: Total time clusterhead in vacation before $i$th packet gets transmitted

#### 10.7.1 Exhaustive Polling Analysis

For exhaustive polling, the total delay in queue:

$$W_i = R_i + \sum_{j=1}^{N_i} X_{ij} * B(j) + Y_i + F_i + V_i$$  \hspace{1cm} (10.1)

where $X_{ij}$ is the transmission time of $j$th packet that gets transmitted before $i$th arrival is transmitted,

$$B(i) = \begin{cases} 
0, & \text{the carrier of the packet out of the transmission range of the clusterhead} \\
1, & \text{the carrier of the packet within the transmission range of the clusterhead}
\end{cases}$$

The expectation of the waiting time for the exhaustive polling is:

$$E[W_i] = E[R_i] + \bar{X} * E[N_i] + E[Y_i] + E[F_i] + E[V_i]$$  \hspace{1cm} (10.2)
Now we will derive a formula of each of the components of the right-hand side:

Let

\[ R = E[R_i] = \text{average residual time} \]

\[ = \frac{1}{t} \lim_{t \to \infty} \int_0^t r(\tau) \, d(\tau), \quad r(\tau) = \text{residual time at time } \tau \]  

(10.3)

Let \( V_{ij} \) = the transit time from MT\(_{i-1}\) to MT\(_i\) in the \( j \)th cycle, \( t \) = the time that ends a cycle, \( M(t) \) = the number of packets transmitted by time \( t \), \( L(t) \) = the number of cycles completed by time \( t \).

Therefore,

\[ \frac{1}{t} \int_0^t r(\tau) \, d(\tau) = M(t) + \frac{1}{M(t)} \sum_{i=1}^{M(t)} \frac{X_i^2}{2} B(i) + \frac{L(t)}{t} \sum_{j=1}^{L(t)} \sum_{i=0}^{m-1} \frac{V_{ij}^2}{2} \]  


Let

\[ G_j = \sum_{i=0}^{m-1} S_{ij} = \text{time in transit during } j \text{th cycle} \]

= DIFS + SIFS + hello messages time + packet forwarding time

+ RTS/CTS periods + \( \cdots \) + etc.

\[ \therefore \frac{1}{t} \sum_{i=1}^{L(t)} G_i \Rightarrow 1 - \rho \text{ (} t \to \infty \text{)} \]

idle time

But

\[ \frac{1}{L(t)} \sum_{i=1}^{L(t)} G_i = S_0 + S_1 + S_2 + \cdots + S_{m-1}, \text{ Law of Large Numbers (LLN)} \]

\[ \therefore \frac{L(t)}{t} = \frac{1 - \rho}{S_0 + S_1 + S_2 + \cdots + S_{m-1}}, \text{ where } S_i \text{ is transit time of node } i \]

\[ \therefore \quad E[R_i] = \frac{\lambda \cdot X_i^2 \cdot B(i)}{2} + \frac{(1 - \rho) \cdot \sum_{i=0}^{m-1} S_i^2}{2 \cdot \sum_{i=1}^{m-1} S_i} \]  

(10.4)

Condition on which MT\(_i\)'th arrival was in, and on which the token upon arrival.
Let

\[ E_j = \{ \text{the } i\text{th arrival of } MT_j \} \]

\[ P(E_j) = \frac{1}{m} \] (probability) and \( \{E_j\}_{j=0}^{m-1} \) is partition
\[ A_j = \{ \text{tokens is at } MT_j, \text{ when the } i\text{th packet arrival} \} \]
\[ B_j = \{ \text{token in a transit from } MT_{(f-1)} \mod m \text{ to } MT_j \} \), this is according to the index of the clusterhead.
\[ f = 0, 1, 2, \ldots, \text{number of } MTs \text{ served by one VBS} (m - 1). \]
\[ \{A_j \cup B_j\}_{j=0}^{m-1} \] is also a partition.

\[ P(A_j) = \rho \frac{1}{m} \]
\[ P(B_j) = (1 - \rho) \frac{\bar{S}_j}{\bar{S}_0 + \cdots + \bar{S}_{m-1}} \]

\[ E[Y_j] = \sum_{f=0}^{m-1} \sum_{j=0}^{m-1} E[Y_j | A_j \cup B_j, E_j] * P(A_j \cup B_j) \cap E_j \]

\[ = \sum_{f=0}^{m-1} \sum_{j=0}^{m-1} E[Y_j | A_j \cup B_j, E_{(f+j) \mod m}] * P(A_j \cup B_j) * P(E_{(f+j) \mod m}) \]

but at \( j = 0 \) there will be no full transit, so

\[ E[Y_j] = \sum_{f=0}^{m-1} \sum_{j=1}^{m-1} (\bar{S}_{(f+1) \mod m} + \cdots + \bar{S}_{(f+j) \mod m}) * \left( \frac{\rho}{m} + \frac{(1 - \rho)}{\sum_{i=0}^{m-1} \bar{S}_i} \right) * \frac{1}{m} \]

when \( j = m - 1 : \bar{S}_{(f+1) \mod m} + \cdots + \bar{S}_{(f+m-1) \mod m} \)

\[ \therefore E[Y_j] = \sum_{f=0}^{m-1} \sum_{j=1}^{m-1} (m - j) * (\bar{V}_{(f+1) \mod m}) * \left( \frac{\rho}{m} + \frac{(1 - \rho)}{\sum_{i=0}^{m-1} \bar{S}_i} \right) * \frac{1}{m} \]

\[ = \sum_{j=1}^{m-1} (m - j)(\bar{S}_0 + \cdots + \bar{S}_{(m-1)}) * \frac{\rho}{m} * \frac{1}{m} \]

\[ + \frac{(1 - \rho)}{\sum_{i=0}^{m-1} \bar{S}_i} * \frac{1}{m} \sum_{f=0}^{m-1} \sum_{j=1}^{m-1} (m - j) * (\bar{S}_{(f+1) \mod m}) * \bar{S}_j \]

\[ \therefore \bar{S} = \frac{1}{m} (\bar{S}_0 + \cdots + \bar{S}_{m-1}) \Rightarrow m\bar{S} = (\bar{S}_0 + \cdots + \bar{S}_{m-1}) \]

\[ E[Y_j] = \frac{\rho}{m} \sum_{j=1}^{m-1} (m - j) + \frac{(1 - \rho)}{m^2 \bar{V}} \sum_{f=0}^{m-1} \sum_{j=1}^{m-1} (m - j) * (\bar{S}_{(f+1) \mod m}) * \bar{S}_j \]

\[ = \frac{\rho \bar{S}}{m} \cdot \frac{m(m - 1)}{2} \]

\[ X = \sum_{f=0}^{m-1} \sum_{j=1}^{m-1} (m - j) * (\bar{S}_{(f+1) \mod m}) * \bar{S}_j \]
Let us assume that \((f + j) \mod m = f', f\) and \(f' = 0, 1, \ldots, m - 1\).
In both case of \(f + j \leq m - 1\) and \(f + j \geq m - 1, r = m - j\), \(1 \leq r \leq m - 1\)

\[
\therefore X = m \sum_{f < f'} S_f S_{f'}
\]

\[
\therefore \sum_{f < f'} S_f S_{f'} = \left[ \left( \sum_{f=0}^{m-1} S_f \right)^2 - \sum_{f=0}^{m-1} S_f^2 \right] * \frac{1}{2}
\]

\[
\therefore E[Y_i] = \frac{3(m - \rho)}{2} + \frac{(1 - \rho) \sum_{j=0}^{m-1} S_j^2}{2 \times m \times S}
\]

which is the expected time the token spent in full transit before the \(i\)th packet gets transmitted.

Regarding \(E(N_i)\), which is the expected number of packets that need to be transmitted before the \(i\)th packet, we have set some constraints:

We need to argue that we can apply Little’s formula to get \(E[N_i] = \lambda W * B(i)E[Y_i]\). Here is the argument:

1. The VBS sends the wireless token to its list of MT(s) at the correct time in order of their service start time.
2. From the point of view of VBS, everything is the same, but \(N_i\), which is the number of packets in the system upon arrival, \(E[N_i] = \) the average number of packets in node provided that both of the transmitting MT and the VBS stay in the transmission range of each other till the \(i\)th packet gets transmitted.

From the above argument we can conclude that:

\[
E[N_i] = \lambda W * B(i)E[Y_i] = \frac{3(m - \rho)}{2} - \frac{(1 - \rho) \sum_{j=0}^{m-1} S_j^2}{2 \times m \times S}
\]

Regarding \(E[F_i]\), it is simply the probability of re-transmission multiplied by the total number of packets need to be sent before the \(i\)th packet so:

\[
E[F_i] = P(\text{re-transmission}) \times E[N_i]
\]

To calculate the expected time the VBS on vacation is simply as the one in Equation (10.5).

\[
E[V_i] = \frac{V^2}{2 * V}
\]

where \(m\) is the number of nodes and \(S\) is the transit time. Substituting Equations [(10.3)–(10.8)] in Equation (10.2) we get the average waiting time in the MAC queues of one packet provided that it stays in the queue till it gets transmitted is

\[
W = \frac{\lambda * X^2 * B(i)}{2 * (1 - \rho)} + \frac{3 * (m - \rho)}{2 * (1 - \rho)} + \frac{\sigma_f^2}{2 * S} + \frac{V^2}{2 * V * (1 - \rho)}
\]
10.7.2 Partially Gated Polling Analysis

For the partially gated polling the average waiting time is

\[ E[W_i] = E[R_i] + X \cdot E[N_i] + E[F_i] + E[V_i] + E[Y_i] \]

same as exhaustive polling

slightly different

From the previous analysis for exhaustive polling of \( E[Y_i] \) with \( j = 0; \)

\[ P[A_f | (A_f \cup B_f) \cap E_f] = \frac{P[A_f \cap ((A_f \cup B_f) \cap E_f)]}{P[(A_f \cup B_f) \cap E_f]} = \frac{P[A_f \cap (A_f \cup B_f)]}{P[A_f \cup B_f]} = \frac{P[A_f]}{P[A_f \cup B_f]} \]

\[ \sum_{f=0}^{m-1} E[Y_i | (A_f \cup B_f) \cap E_f] \cdot P(A_f \cup B_f) \cdot \frac{1}{m} E[Y_i | (A_f \cup B_f) \cap E_f] \cdot P(A_f \cup B_f) \]

\[ = E[Y_i | (A_f \cup B_f) \cap E_f \cap A_f] \cdot P(A_f | (A_f \cup B_f) \cap E_f) \]

\[ + E[Y_i | (A_f \cup B_f) \cap E_f \cap B_f] \cdot P(B_f | (A_f \cup B_f) \cap E_f) \]

\[ = 0 \text{ for partially gated polling} \]

\[ E[Y_i | (A_f \cup B_f) \cap E_f] = E[Y_i | A_f \cap E_f] \]

\[ = mV \]

\[ P[A_f | (A_f \cup B_f) \cap E_f] = \frac{P[A_f \cap ((A_f \cup B_f) \cap E_f)]}{P[(A_f \cup B_f) \cap E_f]} = \frac{P[A_f]}{P[A_f \cup B_f]} \]

Putting \( j = 0 \) in Equation (10.5) we get:

\[ \sum_{f=0}^{m-1} E[Y_i | (A_f \cup B_f) \cap E_f] \cdot P(A_f \cup B_f) \cdot \frac{1}{m} \]

\[ = \sum_{f=0}^{m-1} mV \cdot P[A_f] \cdot P[A_f \cup B_f] \cdot \frac{1}{m} \]

\[ \therefore \sum_{f=0}^{m-1} E[Y_i | (A_f \cup B_f) \cap E_f] \cdot P(A_f \cup B_f) \cdot \frac{1}{m} = \overline{V} \sum_{f=0}^{m-1} P(A_f) = \rho \overline{V} \]
from Equations (10.9) and (10.10)

\[ W = \frac{\lambda \cdot X^2 \cdot B(i)}{2 \cdot (1 - \rho)} + \frac{S(m - \rho)}{2 \cdot (1 - \rho)} + \frac{\sigma^2}{2 \cdot \sqrt{1 - \rho}} + \frac{\rho \cdot S}{(1 - \rho)} \]

\[
\left[ W_{\text{partial}} = W_{\text{exhaustive}} + \frac{\rho \cdot S}{(1 - \rho)} \right]
\]

10.8 Network Model

An ad hoc network is modeled as a graph \( G = (N, L) \) [24–26], where \( N \) is a finite set of nodes and \( L \) is a set of undirected links. The routing protocol uses only bi-directional links.

Now, we are modeling VBS-O routing protocol.

- A node \( n_i \) has a set of neighbors, \( NB_i = \{ n_j \in N : (n_i, n_j) \in L \} \).
- The bandwidth partitioned into a set of time periods, \( Tx = \{ tx_1, tx_2, tx_3, \ldots, tx_m \} \), which represents the time when medium is occupied.
- The transmission schedule of a node \( n_i \) is defined as the set of periods \( TTx_i \) in which it transmits.
- The set of nodes \( Rx^k_i \), which is \( n_i \) transmission targets set (receivers) in period \( Tx_k \), \( Tx_k \in TTx_i, Rx^k_i \in NB_i \).
- The set \( RrTx_k = \{ tx_k \in Tx : n_i \in Rx^k_i, n_j \in NB_j \} \), is the set of periods where node \( n_i \) is required to receive from its neighbors.
- Let \( TN^k = \{ n_i \in N, tx_k \in TTx_i \} \) be the set of nodes transmitting in period \( tx_k \).

The period of \( TTx \) is the collection \( \{ TTx_i : n_i \in N \} \).

To ensure successful transmission:

If node \( n_i \) transmits in period \( tx_k \), \( (n_i \in TN^k) \) for every node \( n_j \in Rx^k_i, NB_i \cap TN^k = \{ n_i \} \) and \( n_j \notin TN^k \).

In other words, when node \( n_i \) transmits to \( n_j \) in period \( tx_k \), \( n_j \) itself does not transmit and \( n_i \) is the only transmitting neighbor of \( n_j \) in that time period.

10.9 Power Analysis

Given all the terminals initially have fully charged batteries, the maximum allowed energy dissipated per second so as to force the nodes to operate for \( h \) hours, provided that the network life time is at least \( h \) hours [24–26]:

1. A VBS \( V_i \) has a set of MTs, \( MT_i = \{(n_i, V_i) \in N, n_i \in V_i, (n_j, V_j) \in L \} \), provided that \( n_i \) is within the transmission range of \( V_i \)
2. Given all the terminals initially have fully charged batteries, the maximum allowed energy dissipated per second so as to force the nodes to operate for \( h \) hours, provided that the network life time is at least \( h \) hours.

\[
\text{Maximum flow threshold per second} = \frac{N \cdot \text{battery_capacity}}{h \cdot 3600}
\]

where \( N \) is the total number of nodes in the network and, \( h \) is the number of hours (network life time).
3. Each node in the network, which is served by VBS and requires the assistance of its VBS, should expect the following delays and constraints:
   (i) Sense the medium, if busy (DIFS + random back off).
   (ii) Interference of neighboring nodes.
   (iii) If VBS idle (sending packets, hello messages, ...).
   (iv) VBS above THRESHOLD_3.
   (v) VBS is still in the transmission range.
   (vi) For BER = 10\(^{-6}\), differential quadrature phase shift keying (DQPSK) modulation: where 
       \(\frac{E_b}{N_0}\) is the measure of signal-to-noise ratio for a digital communication system. It is
       measured at the input to the receiver and is used as the basic measure of how strong the signal is.

   We use energy per bit (\(E_b\)) to noise spectral density (\(N_0\)) and the carrier-to-noise ratio
   \((C/N)\) to find out how much transmitter power we will need. We use DQPSK modulation scheme
   and transmit 2 Mbps with a carrier frequency of 2450 MHz. It will have a 30 dB fade margin and
   operate within a reasonable bit error rate (BER) at an outdoor distance of 100 m.

4. To the transmit power is to:
   • Determine \(\frac{E_b}{N_0}\) for the desired BER.
   • Convert \(\frac{E_b}{N_0}\) to \(C/N\) at the receiver using the bit rate.
   • Add the path loss and fading margins.

   We first decide what is the maximum BER that we can tolerate. For our example, we choose 10\(^{-6}\)
   figuring that we can retransmit the few packets that will have errors at this BER.

   From 3G Mobile Base Stations Standards, we find that for DQPSK modulation, a BER of 10\(^{-6}\)
   requires an \(\frac{E_b}{N_0}\) of 11.1 dB.

   Now we convert \(\frac{E_b}{N_0}\) to \(C/N\) using the equation:

   \[
   \frac{C}{N} = \frac{E_b}{N_0} \times \frac{f_b}{Bw}
   \]

   where \(f_b\) is the bit rate and \(Bw\) is the receiver noise bandwidth.

   Since we now have the carrier-to-noise ratio, we can determine the necessary received carrier
   power after we calculate the receiver noise power.

   Noise power is computed using Boltzmann’s equation:

   \[
   N = kTB
   \]

   where \(k\) is the Boltzmann’s constant = 1.380650 \times 10\(^{-23}\) J/K, \(T\) is the effective temperature in
   Kelvin, and \(B\) is the receiver bandwidth.

5. For BER = 10\(^{-6}\), DQPSK modulation: \(\frac{E_b}{N_0}\) = 11.1 dB

6. Calculate \(\frac{E_b}{N_0}\) from:
   (a) \(X = \text{SNR} \times W / \text{RATE} \)
   (b) If \(X < \text{value of } \frac{E_b}{N_0} \text{ found in (10.2)}, \text{then reject it, ... else accept packet.}

7. Receiver sensitivity: \(P_{\text{rx, min}} = \text{receiver\_noise\_floor} + \text{SNR}\):
   (a) \(\text{Receiver\_noise\_floor} = N + \text{noise figure} \quad N = kTB, \text{noise figure =15 dB}\).
   (b) Path Loss (PL) = 10 \times \log_{10}(4\pi d / \lambda)
      where \(d_{\text{max}}\) is the maximum possible distance between transceivers.

8. \(P_{\text{tx, max}} = P_{\text{tx, min}} + \text{PL} + \text{fade\_margin}\).

9. \(P_{\text{tx}} = P_{\text{tx, min}} \times \lambda^2 / (4\pi d)^2\); \(P_{\text{tx}}\) is measured by receiver.

10. Compute \(d\).

11. Find \(P_{\text{tx, min prev}}\) for \(d\), \(P_{\text{tx, min}}\):
   (a) Before an intermediate node (e.g., \(j\)) on the route forwards it to the next node toward the
       source (S), it enters \(P_{\text{tx, min prev}}\) calculated in (10.9).
   (b) Node \(i\) uses \(P_{\text{tx, min prev}}\) entered by \(j\) to calculate its \(P_{\text{tx, min next}}\).
12. \[ \sum_{e \in n_j} f(e) = f_1(P_{tx\_min\_next}) + \sum_{e \in n_j - \{j\}} f_2(P_{tx\_min\_next}, R_{ej}) \]

13. \[ \therefore P_{tx\_min\_next} \text{ is used for energy consumption calculations by source node, and } P_{tx\_min\_prev} \text{ is used by the next node to the source to calculate its own } P_{tx\_min\_next}. \]

### 10.10 Summary

This chapter presents an overview of ad hoc routing principles on cluster-based routing protocols. In cluster-based protocols, an ad hoc network is represented as a set of clusters. Clusterhead is elected based on an agreed upon rule. On the contrary to on demand protocols, cluster-based protocols take advantage of their cluster structure, which limits the scope of route query flooding. Only clusterheads and gateways are flooded with query packets, thus, reducing the bandwidth required by the route discovery mechanism. Delay models and clusterhead controlled token has been also presented in this chapter. An advantage of the exhaustive service policy is that, when a number of urgent frames are unexpectedly generated in a station with short transmission deadlines, the station can complete transmission of the frames before token passing. On the other hand, the policy may be a problem when an MT transmits frames is too long. Therefore, in general, the exhaustive token-controlled network is applied to a network with low traffic load. QoS issues can be implemented using clusterhead controlled token scheme. Power analysis is presented in the last part of the chapter. Adjusting the transmit power reduces interference. Moreover, it enlarges the lifetime of clusterheads, which means more stable clusters.

### References
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Broadcasting and Topology Control in Wireless Ad Hoc Networks

11.1 Introduction

Network wide broadcasting in mobile ad hoc networks (MANET) provides important control and route establishment functionality for a number of unicast and multicast protocols. In this chapter, we present an overview of the recent progress of broadcast and multicast in wireless ad hoc networks. We discuss two energy models that could be used for broadcast: one is the nonadjustable power and the other is the adjustable power. If the power consumed at each node is not adjustable, minimizing the total power used by a reliable broadcast tree is equivalent to the minimum connected dominating set problem (MCDS), that is, minimize the number of nodes that relay the message, since all relaying nodes of a reliable broadcast form a connected dominating set (CDS). If the power consumed at each node is adjustable, we assume that the power consumed by a relay node \( u \) is \( ||uv||^\beta \), where real number \( \beta \in [2, 5] \) depends on transmission environment and \( v \) is the farthest neighbor of \( u \) in the broadcast tree. For both models, we review several centralized methods that compute broadcast trees such that the broadcast based on them consumes the energy within a constant factor of the optimum if the original communication graph is unit disk graph. Since centralized methods are expensive to implement, we further review several localized methods that can approximate the minimum energy broadcast tree for nonadjustable power case. For adjustable power case, no localized methods can approximate the minimum energy broadcast tree within a constant factor.
thus we review several currently best possible heuristics. Several local improvement methods and activity scheduling of nodes (active, idle, and sleep) are also discussed in this chapter.

**Wireless Ad Hoc Networks:** Due to its potential applications in various situations such as battlefield, emergency relief, environment monitoring, and so on, wireless ad hoc networks have recently emerged as a premier research topic. Wireless networks consist of a set of wireless nodes, which are spread over a geographical area. These nodes are able to perform processing as well as capable of communicating with each other by means of a wireless ad hoc network. With coordination among these wireless nodes, the network together will achieve a larger task both in urban environments and in inhospitable terrain. For example, the sheer numbers of wireless sensors and the expected dynamics in these environments present unique challenges in the design of wireless sensor networks. Many excellent researches have been conducted to study problems in this new field.

In this chapter, we consider a wireless ad hoc network consisting of a set \( V \) of \( n \) wireless nodes distributed in a two-dimensional plane. Each wireless node has an omni-directional antenna. This is attractive because a single transmission of a node can be received by many nodes within its vicinity which, we assume, is a disk centered at the node. We call the radius of this disk the **transmission range** of this wireless node. In other words, node \( v \) can receive the signal from node \( u \) if node \( v \) is within the transmission range of the sender \( u \). Otherwise, two nodes communicate through multihop wireless links by using intermediate nodes to relay the message. Consequently, each node in the wireless network also acts as a router, forwarding data packets for other nodes. By a proper scaling, we assume that all nodes have the maximum transmission range equal to one unit. These wireless nodes define a **unit disk graph** \( UDG(V) \) in which there is an edge between two nodes if and only if their Euclidean distance is at most one.

In addition, we assume that each node has a low-power global position system (GPS) receiver, which provides the position information of the node itself. If GPS is not available, the distance between neighboring nodes can be estimated on the basis of incoming signal strengths. Relative coordinates of neighboring nodes can be obtained by exchanging such information between neighbors. With the position information, we can apply computational geometry techniques to solve some challenging questions in wireless networks.

**Power-Attenuation Model:** Energy conservation is a critical issue in wireless network for the node and network life, as the nodes are powered by batteries only. Each wireless node typically has a portable set with transmission and reception processing capabilities. To transmit a signal from a node to the other node, the power consumed by these two nodes consists of the following three parts. First, the source node needs to consume some power to prepare the signal. Second, in the most common power-attenuation model, the power needed to support a link \( uv \) is \( ||uv||^\beta \), where \( ||uv|| \) is the Euclidean distance between \( u \) and \( v \), \( \beta \) is a real constant between 2 and 5 dependent on the transmission environment. This power consumption is typically called **path loss**. Finally, when a node receives the signal, it needs to consume some power to receive, store, and then process that signal. For simplicity, this overhead cost can be integrated into one cost, which is almost the same for all nodes. Thus, we will use \( c \) to denote such constant overhead. In most results surveyed here, it is assumed that \( c = 0 \), that is, the path loss is the major part of power consumption to transmit signals. The power cost \( p(e) \) of a link \( e = uv \) is then defined as the power consumed for transmitting signal from \( u \) to node \( v \), that is, \( p(uv) = ||uv||^\beta \).

**Broadcasting and Multicasting:** Broadcasting is a communication paradigm that allows to send data packets from a source to multiple receivers. In one-to-all model, transmission by each node can reach all nodes that are within radius distance from it, while in the one-to-one model, each transmission is directed toward only one neighbor (using, for instance, directional antennas or separate frequencies for each node). The broadcasting in literature has been studied mainly for one-to-all model and we will use that model in this chapter. Broadcasting is also frequently referred to as **flooding**.

Broadcasting and multicasting in wireless ad hoc networks are critical mechanisms in various applications such as information diffusion, wireless networks, and also for maintaining consistent global network information. Broadcasting is often necessary in MANET routing protocols. For example, many unicast routing protocols such as dynamic source routing (DSR), ad hoc on demand distance vector (AODV),
zone routing protocol (ZRP), and location aided routing (LAR) use broadcasting or a derivation of it to establish routes. Currently, these protocols all rely on a simplistic form of broadcasting called flooding, in which each node (or all nodes in a localized area) retransmits each received unique packet exactly one time. The main problems with flooding are that it typically causes unproductive and often harmful bandwidth congestion, as well as inefficient use of node resources. Broadcasting is also more efficient than sending multiple copies the same packet through unicast. It is highly important to use power-efficient broadcast algorithms for such networks since wireless devices are often powered by batteries only.

Recently, a number of research groups have proposed more efficient broadcasting techniques [1,2] with various goals such as minimizing the number of retransmissions, minimizing the total power used by all transmitting nodes, minimizing the overall delay of the broadcasting, and so on. Williams and Camp [2] classified the broadcast protocols into four categories: simple (blind) flooding, probability based, area based, and neighbor knowledge methods. Wu and Lou [3] classified broadcasting protocols based on neighbor knowledge information: global, quasi-global, quasi-local, and local. The global broadcast protocol, centralized or distributed, is based on global state information. In quasi-global broadcasting, a broadcast protocol is based on partial global state information. For example, the approximation algorithm in Reference 4 is based on building a global spanning tree (a form of partial global state information) that is constructed in a sequence of sequential propagations. In quasi-local broadcasting, a distributed broadcast protocol is based on mainly local state information and occasionally partial global state information. Cluster networks are such examples: while clusters can be constructed locally for most of the time, the chain reaction does occur occasionally. In local broadcasting, a distributed broadcast protocol is based on solely local state information. All protocols that select forward nodes locally (based on 1-hop or 2-hop neighbor set) belong to this category. It has been recognized that scalability in wireless networks cannot be achieved by relying on solutions where each node requires global knowledge about the network. To achieve scalability, the concept of localized algorithms was proposed, as distributed algorithms where simple local node behavior, based on local knowledge, achieves a desired global objective.

In this chapter, we categorize previously proposed broadcasting protocols into several families: centralized methods, distributed methods, and localized methods. Centralized methods calculate a tree used for broadcasting with various optimization objectives of the tree. In localized methods, each node has to maintain the state of its local neighbors (within some constant hops). After receiving a packets that needed to be relayed, the node decides whether to relay the packet only based on its local neighborhood information. Majority of the protocols are in this family. In distributed methods, a node may need some information more than a constant hop away to decide whether to relay the message. For example, broadcasting based on minimum spanning tree (MST) constructed in a distributed manner is a distributed method, but not localized method since we cannot construct MST in a localized manner.

Distributed or Localized Algorithms? Distributed algorithms and architectures have been commonly used terms for a long time in computer science. Unfortunately none of the already proposed approaches are applicable to wireless ad hoc networks. In order to address the needs of distributed computing in wireless ad hoc networks, one has to address how key goals, such as power minimization, low latency, security, and privacy, are affected by the algorithms used. Some common denominators are almost always present, such as high relative cost of communication to computation in wireless networks. Due to the limited capability of processing power, storage, and energy supply, many conventional algorithms are too complicated to be implemented in wireless ad hoc networks. Thus, the wireless ad hoc networks require efficient distributed algorithms with low computation complexity and low communication complexity. More importantly, we expect the distributed algorithms for wireless ad hoc networks to be localized: each node running the algorithm only uses the information of nodes within a constant number of hops. However, localized algorithms are difficult to design or impossible sometimes. For example, we cannot construct the MST locally.

MAC Specification: Collision avoidance is inherently difficult in MANETs; one often cited difficulty is overcoming the hidden node problem, where a node cannot decide whether some of its neighbors are busy receiving transmissions from an uncommon neighbor. The 802.11 medium access control (MAC)
follows a carrier sense multiple access/collision avoidance (CSMA/CA) scheme. For unicast, it utilizes a request to send (RTS)/clear to send (CTS)/data/acknowledgment (ACK) procedure to account for the hidden node problem. However, the RTS/CTS/Data/ACK procedure is too cumbersome to implement for broadcast packets as it would be difficult to coordinate and bandwidth expensive: a relay node has to perform RTS/CTS individually with all its neighbors that should receive the packets. Thus, the only requirement made for broadcasting nodes is that they assess a clear channel before broadcasting. Unfortunately, clear channel assessment does not prevent collisions from hidden nodes. Additionally, no resource is provided for collision when two neighbors assess a clear channel and transmit simultaneously. Ramifications of this environment are subtle but significant. Unless specific means are implemented at the network layer, a node has no way of knowing whether a packet was successfully reached by its neighbors. In congested networks, a significant amount of collisions occur leading to many dropped packets. The most effective broadcasting protocols try to limit the probability of collisions by limiting the number of rebroadcasts in the network. Thus, it is often imperative that the underlying structure for broadcasting is degree bounded and the links are at similar lengths. By using a power adjustment at each node, the collision of packets and contention for channel will be alleviated. Notice that, if the underlying structure for broadcasting is degree bounded, we can either use RTS/CTS scheme to avoid hidden node problem, or we can rebroadcast the dropped packets (such rebroadcast will be less since the number of intended receiving neighbors is bounded by a small constant).

Reliability: Reliability is the ability of a broadcast protocol to reach all the nodes in the network. It can be considered at the network or at the medium access layer. We will classify protocols according to their network layer performance. That is, assuming that MAC layer is ideal (every message sent by a node reaches all its neighbors), location update protocol provides accurate desired information to all nodes about their neighborhood, and the network is connected. Broadcast protocols can be reliable or unreliable. In a reliable protocol, every node in the network is reached, while in unreliable broadcast protocols, some nodes may not receive the message at all.

Message Contents: The broadcast schemes may require different neighborhood information, which is reflected in the contents of messages sent by nodes when they move, react to topological changes, change activity status, or simply send periodically update messages. For example, commonly seen hello message may contain (all or a subset of) the following information: its own ID, its position, one bit for dominating set status (informing neighbors whether or not the node itself is in dominating set), list of 1-hop neighbors, its degree. Other content is also possible, such as list of 1-hop neighbors with their positions, or list of 2-hop neighbors, or even global network information.

The broadcast message sent by the source, or retransmitted, may contain broadcast message only. In addition, it may contain various information needed for proper functioning of broadcast protocol, such as the same type of information already listed for hello messages, some constant bits of the system requirements (such as the maximum broadcast delay), or list of forwarding neighbors of current relaying node, informing them whether or not to retransmit the message.

Jitter and RAD: Suppose a source node originates a broadcast packet. Given that radio waves propagate at the speed of light, all neighbors will receive the transmission almost simultaneously. Assuming similar hardware and system loads, the neighbors will process the packet and rebroadcast at the same time. To overcome this problem, broadcast protocols jitter the scheduling of broadcast packets from the network layer to the MAC layer by some uniform random amount of time. This (small) offset allows one neighbor to obtain the channel first, while other neighbors detect that the channel is busy (clear channel assessment fails) and thus delay their transmissions to avoid collision. Since the node has to backup all received broadcast packets within random assessment delay (RAD), the RAD cannot be too large also. On the other hand, if RAD is small, this node may repeatedly broadcast the same packet, and thus cause the infinity loop of rebroadcast.

Many of the broadcasting protocols require a node to keep track of redundant packets received over a short time interval in order to determine whether to rebroadcast. That time interval, which were termed RAD [2], is randomly chosen from a uniform distribution between 0 and Tmax seconds, where Tmax is the
highest possible delay interval. This delay in transmission accomplishes two things. First it allows nodes sufficient time to receive redundant packets and assess whether to rebroadcast. Second, the randomized scheduling prevents the collisions of transmission.

Performance Measurement: The performance of broadcast protocols can be measured by a variety of metrics. A commonly used metric is the number of message retransmissions with respect to the number of nodes. In case of broadcasting with adjusted transmission power (thus adjusted disk that the message can reach), the total power can be used as performance metrics. The next important metric is reachability, or the ratio of nodes connected to the source that received the broadcast message. Time delay or latency is sometimes used, which is the time needed for the last node to receive broadcast message initiated at the source. Note that retransmissions at MAC layer are normally deferred, to avoid message collisions. Some authors consider alternative more restricted indicator, whether or not the path from source to any node is always following a shortest path. This measure may be important if used as part of routing scheme, since route paths are created during the broadcast process.

Brief Literature Review: In the minimum energy broadcasting problem, each node can adjust its transmission power in order to minimize total energy consumption but still enable a message originated from a source node to reach all the other nodes in an ad hoc wireless network. The problem is known to be NP-complete. There exists a number of approximate solutions in literature where each node requires global network information (including distances between any two neighboring nodes in the network) in order to decide its own transmission radius. Three greedy heuristics were proposed in Reference 14 for the minimum-energy broadcast routing problem: MST, shortest-path tree (SPT), and broadcasting incremental power (BIP). It was shown that the total energy consumed by MST or BIP methods are no more than 12 times larger than the optimum [20]. Cartigny et al. [47] described a localized protocol where each node requires only the knowledge of its distance to all neighboring nodes and distances between its neighboring nodes (or, alternatively, geographic position of itself and its neighboring nodes). In addition to using only local information, the protocol is shown experimentally to be even competitive with the best-known globalized BIP solution [14], which is a variation of Dijkstra's shortest path algorithm. The solution [47] is based on the use of relative neighborhood graph (RNG) that preserves the network connectivity and is defined in a localized manner. The transmission range for each node is equal to the distance to its furthest RNG neighbor, excluding the neighbor from which the message came from. Localized energy efficient broadcast for wireless networks with directional antennas are described in Reference 62, and are also based on RNG. Messages are sent only along RNG edges, requiring about 50% more energy than BIP based [14] globalized solution. However, when the communication overhead for maintenance is added, localized solution becomes superior. Localized MST can replace RNG to improve energy efficiency, as proposed in References 46 and 63. Their simulations show the performance is comparable to that of BIP. Li et al. [6,7,9,10] recently proposed several methods with further improvements. They described several low weight planar structures (IMRG and LMSTk) that can be constructed by localized methods with total communication costs $O(n)$ and the simulations showed a significant improvement of energy consumption compared with [62,46]. Although the structures IMRG and LMSTk ($k \geq 2$) have total edge length within a constant factor of the MST, the broadcasting based on these locally constructed structures could still consume energy arbitrarily large than the optimum, when we assume that the power needed to support a link $uv$ is $|uv|^\beta$. It has been proved that the broadcasting based on MST consumes energy within a constant factor of the optimum, but MST cannot be constructed locally. They also showed that there is no structure that can be constructed locally and the broadcasting based on it consumes energy within a constant factor of the optimum.

Organization: The rest of the chapter is organized as follows. In Section 11.2, we discuss in detail several centralized broadcasting methods. Note that both minimizing the number of retransmissions and minimizing the total power used by transmitting nodes are NP-complete problems even for unit disk graphs. We thus discuss in detail several methods that can achieve constant approximation ratio in polynomial time. Since centralized methods are expensive to implement for wireless ad hoc networks, in Section 11.3,
we then review several protocols that use only localized information. In Section 11.4, we discuss how to judiciously assign operation model to each node thus saving overall energy consumptions in the network. In Section 11.5, we conclude this chapter with discussion of some possible future works.

11.2 Centralized Methods

We assume that two energy models could be used for broadcast: one is nonadjustable power and one is adjustable power. If the power consumed at each node is not adjustable, minimizing the total power used by a reliable broadcast tree is equivalent to the MCDS problem, that is, minimize the number of nodes that relay the message, since all relaying nodes of a reliable broadcast form a CDS. If the power consumed at each node is adjustable, we assume that the power consumed by a relay node $u$ is $||uv||^\beta$, where real number $\beta \in [2, 5]$ depends on transmission environment and $v$ is the farthest neighbor of $u$ in the broadcast tree. In the rest of the section, for these two energy models respectively, we reviewed several centralized methods that can build some broadcast tree whose energy consumption is within a constant factor of the optimum if the original communication graph is modeled by unit disk graph.

11.2.1 Assumptions

We first study the adjustable power model. Minimum-energy broadcast/multicast routing in a simple ad hoc networking environment has been addressed by the pioneering work in References 11–14. To assess the complexities one at a time, the nodes in the network are assumed to be randomly distributed in a two-dimensional plane and there is no mobility. Nevertheless, as argued in Reference 14, the impact of mobility can be incorporated into this static model because the transmitting power can be adjusted to accommodate the new locations of the nodes as necessary. In other words, the capability to adjust the transmission power provides considerable “elasticity” to the topological connectivity, and hence may reduce the need for handoffs and tracking. In addition, as assumed in Reference 14, there are sufficient bandwidth and transceiver resources. Under these assumptions, centralized (as opposed to distributed) algorithms were presented by References 14–17 for minimum-energy broadcast/multicast routing. These centralized algorithms, in this simple networking environment, are expected to serve as the basis for further studies on distributed algorithms in a more practical network environment, with limited bandwidth and transceiver resources, as well as the node mobility.

11.2.2 Based on MST and Variations

Some centralized methods are based on optimization. The scheme proposed in Reference 18 is built upon an alternate search based paradigm in which the minimum-cost broadcast/multicast tree is constructed by a search process. Two procedures are devised to check the viability of a solution in the search space. Preliminary experimental results show that this method renders better solutions than BIP, though at a higher computational cost. Liang [15] showed that the minimum-energy broadcast tree problem is NP-complete, and proposed an approximate algorithm to provide a bounded performance guarantee for the problem in the general setting. Essentially they reduce the minimum-energy broadcast tree problem to an optimization problem on an auxiliary weighted graph and solve the optimization problem so as to give an approximate solution for the original problem. They also proposed another algorithm that yields better performance under a special case. Das et al. [16] proposed an evolutionary approach using genetic algorithms. The same authors also presented in Reference 19, three different integer programming models which can be used to find the solutions to the minimum-energy broadcast/multicast problem. The major drawback of optimization based schemes are, however, that they are centralized and require the availability of global topological information.

Some centralized methods are based on greedy heuristics. Three greedy heuristics were proposed in Reference 14 for the minimum-energy broadcast routing problem: MST, SPT, and BIP. The MST heuristic first applies the Prim’s algorithm to obtain a MST, and then orient it as an arborescence rooted at the
source node. The SPT heuristic applies the Dijkstra’s algorithm to obtain a SPT rooted at the source node. The BIP heuristic is the node version of Dijkstra’s algorithm for SPT. It maintains, throughout its execution, a single arborescence rooted at the source node. The arborescence starts from the source node, and new nodes are added to the arborescence one at a time on the minimum incremental cost basis until all nodes are included in the arborescence. The incremental cost of adding a new node to the arborescence is the minimum additional power increased by some node in the current arborescence to reach this new node. The implementation of BIP is based on the standard Dijkstra’s algorithm, with one fundamental difference on the operation whenever a new node \( q \) is added. Whereas the Dijkstra’s algorithm updates the node weights (representing the current knowing distances to the source node), BIP updates the cost of each link (representing the incremental power to reach the head node of the directed link). This update is performed by subtracting the cost of the added link \( pq \) from the cost of every link \( qr \) that starts from \( q \) to a node \( r \) not in the new arborescence. They have been evaluated through simulations in Reference 14, but little is known about their analytical performances in terms of the approximation ratio. Here, the approximation ratio of a heuristic is the maximum ratio of the energy needed to broadcast a message based on the arborescence generated by this heuristic to the least necessary energy by any arborescence for any set of points.

For a pure illustration purpose, another slight variation of BIP was discussed in detail in Reference 20. This greedy heuristic is similar to the Chvatal’s algorithm [21] for the set cover problem and is a variation of BIP. Like BIP, an arborescence, which starts with the source node, is maintained throughout the execution of the algorithm. However, unlike BIP, many new nodes can be added one at a time. Similar to the Chvatal’s algorithm [21], the new nodes added are chosen to have the minimal average incremental cost, which is defined as the ratio of the minimum additional power increased by some node in the current arborescence to reach these new nodes to the number of these new nodes. They called this heuristic as the broadcast average incremental power (BAIP). In contrast to the \( 1 + \log m \) approximation ratio of the Chvatal’s algorithm [21], where \( m \) is the largest set size in the Set Cover Problem, they showed that the approximation ratio of BAIP is atleast \( \frac{4n}{\ln n} - o(1) \), where \( n \) is the number of receiving nodes.

Wan et al. [20] showed that the approximation ratios of MST and BIP are between 6 and 12 and between \( \frac{13}{12} \) and 12 respectively; on the other hand, the approximation ratios of SPT and BAIP are atleast \( \frac{13}{12} \) and \( \frac{4n}{\ln n} - o(1) \) respectively, where \( n \) is the number of nodes. We then discuss in detail of their proof techniques in the next section.

The iterative maximum-branch minimization (IMBM) algorithm was another effort [17] to construct power-efficient broadcast trees. It begins with a basic broadcast tree in which the source directly transmits to all other nodes. Then it attempts to approximate the minimum-energy broadcast tree by iteratively replacing the maximum branch with less-power, more-hop alternatives.

Both BIP and IMBM operate under the assumption that the transmission power of each node is unconstrained, that is, every node can reach every other node. Both algorithms are centralized in the sense that they require: (a) the source node needs to know the position/distance of every other node and (b) each node needs to know its downstream, on-tree neighbors so as to propagate broadcast messages. As a result, it may be difficult to extend both algorithms into distributed versions, as a significant amount of information is required to be exchanged among nodes.

### 11.2.3 Theoretical Analysis

Any broadcast routing is viewed as an arborescence (a directed tree) \( T \), rooted at the source node of the broadcasting, that spans all nodes. Let \( f_T(p) \) denote the transmission power of the node \( p \) required by \( T \). For any leaf node \( p \) of \( T \), \( f_T(p) = 0 \). For any internal node \( p \) of \( T \),

\[
f_T(p) = \max_{pq \in T} ||pq||^\beta,
\]

in other words, the \( \beta \)th power of the longest distance between \( p \) and its children in \( T \). The total energy required by \( T \) is \( \sum_{p \in P} f_T(p) \). Thus the minimum-energy broadcast routing problem is different from
the conventional link-based MST problem. Indeed, while the MST can be solved in polynomial time by algorithms such as Prim’s algorithm and Kruskal’s algorithm, the minimum-energy broadcast routing problem cannot be solved in polynomial time unless \( P = \text{NP} \) [11]. In its general graph version, the minimum-energy broadcast routing can be shown to be \text{NP-hard} [22], and even worse, it can not be approximated within a factor of \((1 - \epsilon) \log \Delta\), unless \( \text{NP} \subseteq \text{DTIME}[n^{O(\log \log n)}] \), where \( \Delta \) is the maximal degree and \( \epsilon \) is any arbitrary small positive constant. However, this hardness of its general graph version does not necessarily imply the same hardness of its geometric version. In fact, as shown later in the chapter, its geometric version can be approximated within a constant factor. Nevertheless, this suggests that the minimum-energy broadcast routing problem is considerably harder than the MST problem. Recently, Clementi et al. [11] proved that the minimum-energy broadcast routing problem is a \text{NP-hard} problem and obtained a parallel but weaker result to those of Reference 20.

Wan et al. [20] gave some lower bounds on the approximation ratios of MST and BIP by studying some special instances in Reference 20. Their deriving of the upper bounds relies extensively on the geometric structures of Euclidean MSTs. A key result in Reference 20 is an upper bound on the parameter \( \sum_{e \in \text{mst}(P)} ||e||^2 \) for any finite point set \( P \) of radius one. Note that the supreme of the total edge lengths of \( \text{mst}(P) \), \( \sum_{e \in \text{mst}(P)} ||e|| \), over all point sets \( P \) of radius one is infinity. However, the parameter \( \sum_{e \in \text{mst}(P)} ||e||^2 \) is bounded from above by a constant for any point set \( P \) of radius one. They use \( c \) to denote the supreme of \( \sum_{e \in \text{mst}(P)} ||e||^2 \) over all point sets \( P \) of radius one. The constant \( c \) is at most 12; see Reference 20. The proof of this theorem involves complicated geometric arguments; see Reference 20 for more detail. Note that for any point set \( P \) of radius one, the length of each edge in \( \text{mst}(P) \) is at most one. Therefore, for any point set \( P \) of radius one and any real number \( \beta \geq 2 \),

\[
\sum_{e \in \text{mst}(P)} ||e||^\beta \leq \sum_{e \in \text{mst}(P)} ||e||^2 \leq c \leq 12.
\]

The next theorem proved in Reference 20 explores a relation between the minimum energy required by a broadcasting and the energy required by the Euclidean MST of the corresponding point set.

**Lemma 11.1** [20] *For any point set \( P \) in the plane, the total energy required by any broadcasting among \( P \) is at least \( \frac{1}{c} \sum_{e \in \text{mst}(P)} ||e||^\beta \).*

**Proof.** Let \( T \) be an arborescence for a broadcasting among \( P \) with the minimum energy consumption. For any non-leaf node \( p \) in \( T \), let \( T_p \) be an Euclidean MST of the point set consisting of \( p \) and all children of \( p \) in \( T \). Suppose that the longest Euclidean distance between \( p \) and its children is \( r \). Then the transmission power of node \( p \) is \( r^\beta \), and all children of \( p \) lie in the disk centered at \( p \) with radius \( r \). From the definition of \( c \), we have

\[
\sum_{e \in T_p} \left( \frac{||e||}{r} \right)^\beta \leq c,
\]

which implies that

\[
r^\beta \geq \frac{1}{c} \sum_{e \in T_p} ||e||^\beta.
\]

Let \( T^* \) denote the spanning tree obtained by superposing of all \( T_p \)’s for non-leaf nodes of \( T \). Then the total energy required by \( T \) is at least \( \frac{1}{c} \sum_{e \in T^*} ||e||^\beta \), which is further no less than \( \frac{1}{c} \sum_{e \in \text{mst}(P)} ||e||^\beta \). This completes the proof. \( \blacksquare \)

Consider any point set \( P \) in a two-dimensional plane. Let \( T \) be an arborescence oriented from some \( \text{mst}(P) \). Then the total energy required by \( T \) is at most \( \sum_{e \in T_p} ||e||^\beta \). From Lemma 11.1, this total energy
We then study the nonadjustable power model case. The set of nodes that rebroadcast message in a reliable broadcasting scheme define a connected dominating set. A subset $S$ of $V$ is a dominating set if each node $u$ in $V$ is either in $S$ or is adjacent to some node $v$ in $S$. Nodes from $S$ are called dominators, while nodes not in $S$ are called dominatees. A subset $C$ of $V$ is a connected dominating set (CDS) if $C$ is a dominating set and $C$ induces a connected subgraph. Consequently, the nodes in $C$ can communicate with each other without using nodes in $V \setminus C$. A dominating set with minimum cardinality is called minimum dominating set, denoted by MDS. A connected dominating set with minimum cardinality is MCDS. A broadcasting based on connected dominating set only uses the nodes in CDS to relay the message. We first review several methods in the literature to build a CDS.

If every node cannot adjust its transmission power accordingly, then we need to find the MCDS to save the total power consumption of the broadcasting protocol. Unfortunately, the problem of finding CDS of minimal size is NP-complete even for unit disk graphs. Guha and Khuller [23] studied the approximation of the connected dominating set problem for general graphs. They gave two different approaches, both of them guarantee approximation ratio of $\Theta(H(\Delta))$. As their approaches are for general graphs, they do not utilize the geometry structure if applied to the wireless ad hoc networks. One approach is to grow a spanning tree that includes all nodes. The internal nodes of the spanning tree is selected as the final CDS. This approach has approximation ratio $2(H(\Delta) + 1)$. The other approach is first approximating the dominating set and then connecting the dominating set to a CDS. They [23] proved that this approach has approximation ratio $\ln \Delta + 3$.

One can also use the Steiner tree algorithm to connect the dominators. This straightforward method gives approximation ratio $c(H(\Delta) + 1)$, where $c$ is the approximation ratio for the unweighted Steiner tree problem. Currently, the best ratio is $1 + \frac{\ln 3}{\Delta} \simeq 1.55$, due to Robins and Zelikovsky [24].

By definition, any algorithm generating a maximal independent set is a clustering method. We first review the methods that approximates the maximum independent set (MIS), the MDS, and the MCDS. Hunt et al. [25] and Marathe et al. [26] studied the approximation of the maximum independent set and the minimum dominating set for unit disk graphs. They gave the first PTASs for MDS in UDG. The method is based on the following observations: a maximal independent set is always a dominating set; given a square $\Omega$ with a fixed area, the size of any maximal independent set is bounded by a constant $C$. Assume that there are $n$ nodes in $\Omega$. Then, we can enumerate all sets with size at most $C$ in time $\Theta(n^C)$. Among these enumerated sets, the smallest dominating set is the MDS. Then, using the shifting strategy they derived a PTAS for the MDS problem.

Since we have PTAS for MDS and the graph VirtG connecting every pair of dominators within at most 3 hops is connected [27], we have an approximation algorithm (constructing a MST VirtG) for MCDS with approximation ratio $3 + \epsilon$. Notice that, Berman et al. [28] gave an $\frac{1}{3}$ approximation method to connect a dominating set and Robins and Zelikovsky [24] gave an $\frac{1}{3}$ approximation method to connect an independent set. Thus, we can easily have an $\frac{2}{3}$ approximation algorithm for MCDS, which was reported in Reference 29. Recently, Cheng et al. [30] designed a PTAS for MCDS in UDG. However, it is difficult to run their method efficiently in a distributed manner.
11.3 Localized Methods

11.3.1 Based on Distributed CDS

A natural structure for broadcasting is CDS. Many distributed clustering (or dominating set) algorithms have been proposed in the literature [31–34]. All algorithms assume that the nodes have distinctive identities (denoted by ID hereafter).

In the rest of section, we will interchange the terms cluster-head and dominator. The node that is not a cluster-head is also called dominatee. A node is called white node if its status is yet to be decided by the clustering algorithm. Initially, all nodes are white. The status of a node, after the clustering method finishes, could be dominator with color black or dominatee with color gray. The rest of this section is devoted for the distributed methods that approximates the MDS and the MCDS for UDG.

11.3.1.1 Clustering without Geometry Property

For general graphs, Jia et al. [35] described and analyzed some randomized distributed algorithms for the MDS problem that run in polylogarithmic time, independent of the diameter of the network, and that return a dominating set of size within a logarithmic factor from the optimum with high probability. Their best algorithm runs in $O(\log n \log \Delta)$ rounds with high probability, and every pair of neighbors exchange a constant number of messages in each round. The computed dominating set is within $O(\log \Delta)$ in expectation and within $O(\log n)$ with high probability. Their algorithm works for weighted dominating set also.

The method proposed by Das et al. [36,37] contains three stages: approximating the MDS, constructing a spanning forest of stars, and expanding the spanning forest to a spanning tree. Here the stars are formed by connecting each dominatee node to one of its dominators. The approximation method of MDS is essentially a distributed variation of the centralized Chvatal’s greedy algorithm [21] for set cover. Notice that the dominating set problem is essentially the set cover problem, which is well studied. It is then not a surprise that the method by Das et al. [36,37] guarantees a $H(\Delta)$ for the MDS problem, where $H$ is the harmonic function and $\Delta$ is the maximum node degree.

While the algorithm proposed by Das et al. [36,37] finds a dominating set and then grows it to a CDS, the algorithm proposed by Wu and Li [38] takes an opposite approach. They first find a CDS and then prune out certain redundant nodes from the CDS. The initial CDS $C$ contains all nodes that have at least two nonadjacent neighbors. A node $u$ is said to be locally redundant if it has either a neighbor in $C$ with larger ID, which dominates all other neighbors of $u$, or two adjacent neighbors with larger ID, which together dominates all other neighbors of $u$. Their algorithm then keeps removing all locally redundant nodes from $C$. They showed that this algorithm works well in practice when the nodes are distributed uniformly and randomly, although no any theoretical analysis is given by them both for the worst case and for the average approximation ratio. However, it was shown by Alzoubi et al. [31] that the approximation ratio of this algorithm could be as large as $\frac{\Delta}{2}$.

Recently, Dai and Wu [39] have proposed a distributed dominant pruning algorithm. Each node has a priority, which can be simply its unique identifier or a combination of remaining battery, degree, or identifier. A node $u$ is “fully covered” by a subset $S$ of its neighboring nodes if and only if the following three conditions hold:

- The subset $S$ is connected
- Any neighbor of $u$ is neighbor of at least one node from $S$
- All nodes in $S$ have higher priority than $u$

A node belongs to the dominating set if and only if there is no subset that fully covers it. The advantage of using CDS as defined in References 38 and 39 is that each node can decide whether or not it is in dominating set without any additional communication steps involved, other than those needed to maintain neighborhood information. The neighborhood information needed is either 2-hop neighbors knowledge, or 1-hop neighbor knowledge with their position.
Stojmenovic et al. [40] observed that distributed constructions of connecting dominating set can be obtained following the clustering scheme of Lin and Gerla [32]. Connecting dominating set consists of two types of nodes: clusterhead and border nodes (also called gateway or connectors elsewhere). The clusterhead nodes are decided as follows. At each step, all white nodes that have the lowest rank among all white neighbors are colored black, and the white neighbors are colored gray. The ranks of the white nodes are updated if necessary. The clustering method uses two messages which can be called IamDominator and IamDominatee. A white node claims itself to be a dominator if it has the smallest ID among all of its white neighbors, if there is any, and broadcasts IamDominator to its 1-hop neighbors. A white node receiving IamDominator message marks itself as dominatee and broadcasts IamDominatee to its 1-hop neighbors. The set of dominators generated by the above method is actually a maximal independent set. Here, we assume that each node knows the IDs of all its 1-hop neighbors, which can be achieved if each node broadcasts its ID to its neighbors initially. This approach of constructing MIS is well-known. The following rankings of a node are used in various methods: the ID only [33,32], the ordered pair of degree and ID [41], and an ordered pair of degree and location [40]. In Reference 42, Basagni et al., used a general weight as a ranking criterion for selecting the node as the clusterhead, where the weight is a combination of mentioned criteria and some new ones, such as mobility or remaining energy. After the clusterhead nodes are selected, border-nodes are selected to connect them. A node is a border-node if it is not a clusterhead and there are at least two clusterheads within its 2-hop neighborhood. It was shown by Reference 31 that the worst case approximation ratio of this method is also $\frac{2}{3}$, although it works well in practice.

11.3.1.2 Clustering with Geometry Property

Notice that none of the above algorithm utilizes the geometry property of the underlying UDG. Recently, several algorithms were proposed with a constant worst case approximation ratio by taking advantage of the geometry properties of the underlying graph. It is used to connect the clusterheads constructed as described above into a CDS with fewer additional nodes. During this second step of backbone formation, some connectors (also called gateways) are found among all the dominatees to connect the dominators. Then the connectors and the dominators form a CDS. Recently, Wan et al. [43] and Wu and Lou [3] proposed a communication efficient algorithm to find connectors based on the fact that there are only a constant number of dominators within $k$-hops of any node. The following observation is a basis of several algorithms for CDS. After clustering, one dominator node can be connected to many dominatees. However, it is well-known that a dominatee node can only be connected to at most five dominators in the unit disk graph model. Generally, it was shown in References 43, 27, and 3 that for each node $v$ (dominator or dominatee), the number of dominators inside the disk centered at $v$ with radius $k$-units is bounded by a constant $\ell_k = (2k + 1)^2$.

Given a dominating set $S$, let VirtG be the graph connecting all pairs of dominators $u$ and $v$ if there is a path in UDG connecting them with at most 3 hops. Graph VirtG is connected. It is natural to form a connected dominating set by finding connectors to connect any pair of dominators $u$ and $v$ if they are connected in VirtG. This strategy is also adopted by Wan et al. [43] and Wu and Lou [3]. Notice that, in the approach by Stojmenovic et al. [40], they set any dominatee node as the connector if there are two dominators within its 2-hop neighborhood. This approach is very pessimistic and results in very large number of connectors in the worst case [31]. Instead, Wan et al. [4] suggested to find only one unique shortest path to connect any two dominators that are at most three hops away.

We briefly review their basic idea of forming a CDS in a distributed manner. Let $\prod_{UDG}(u, v)$ be the path connecting two nodes $u$ and $v$ in UDG with the smallest number of hops. Let us first consider how to connect two dominators within 3 hops. If the path $\prod_{UDG}(u, v)$ has two hops, then $u$ finds the dominatee with the smallest ID to connect $u$ and $v$. If the path $\prod_{UDG}(u, v)$ has three hops, then $u$ finds the node, say $w$, with the smallest ID such that $w$ and $v$ are two hops apart. Then node $w$ selects the node with the smallest ID to connect $w$ and $v$. Wang and Li [27] and Alzoubi and coworkers [43] discussed in detail some approaches to optimize the communication cost and the memory cost.

The graph constructed by this algorithm is called a CDS graph (or backbone of the network). If we also add all edges that connect all dominatees to their dominators, the graph is called extended CDS, denoted...
by CDS’. Let $opt$ be the size of the MCDS. It was shown [26] that the size of the computed maximal independent set has size at most $4 \ast opt + 1$. We already showed that the size of the connected dominating set found by the above algorithm is at most $\ell_kk + k$, where $k$ is the size of the maximal independent set found by the clustering algorithm. It implies that the found connected dominating set has size at most $4(\ell_k + 1) \ast opt + \ell_k + 1$. Consequently, the computed connected dominating set is at most $4(\ell_k + 1)$ factor of the optimum (with an additional constant $\ell_k + 1$). It was shown in References 4 and 27 that the CDS’ graph is a sparse spanner in terms of both hops and length, meanwhile CDS has a bounded node degree.

11.3.1.3 Distributed Weighted CDS

In the previous section, we assumed that the power needed by every node is the same. Thus, to find the minimum power structure for broadcast is equivalent to find the MCDS. In this section, we will discuss the scenario when different nodes may have different power to send messages to their neighbors. Then, finding the minimum power structure for broadcast is equivalent to find the minimum cost weighted CDS. It is well-known that, for a general weighted network modeled by an arbitrary graph, we can find a weighted connected dominating set whose cost is no more than $O(\log n)$ times the optimum in a centralized manner. It is unknown how to achieve such in an efficient distributed manner and whether we can achieve better approximation ratio for networks with some special properties such as unit disk graphs, or the networks whose nodes’ weights are smooth.

Wang and Li [44] recently presented the first distributed methods to address this problem and proved that their method has a better worst-case performances than all previous distributed methods. Before we review their methods here, we first give some necessary definitions that will be used in our presentation later.

Let $d_G(u)$ be the degree of node $u$ in a graph $G$ and $d$ be the maximum degree of all wireless nodes. The average node degree is called density of the network. We assume that each wireless node $u$ has a cost $c(u)$ of being in the backbone. Here the cost $c(u)$ could be the value computed based on a combination of its remaining battery power, its mobility, its node degree in the communication graph, and so on. We assume that smaller $c(u)$ means that the node is more suitable of being in the backbone. Let $\delta = \max_{i,j \in E} c(i)/c(j)$, where $E$ is the set of communication links in the wireless network $G$. We call $\delta$ the cost smoothness of the wireless networks. When $\delta$ is bounded by some small constant, we say the node costs are smooth.

We call all nodes within a constant $k$ hops of a node $u$ in the communication graph $G$ as the $k$-local nodes or $k$-hop neighbors of $u$, denoted by $N_k(u)$, which includes $u$ itself. The $k$-local graph of a node $u$, denoted by $G_k(u)$, is the induced graph of $G$ on $N_k(u)$, that is, $G_k(u)$ is defined on vertex set $N_k(u)$, and contains all edges in $G$ with both end-points in $N_k(u)$. The independence number, denoted as $\alpha(G)$, of a graph $G$ is the size of the maximum independent set of $G$. The $k$-local independence number, denoted by $\alpha^{[k]}(G)$, is defined as $\alpha^{[k]}(G) = \max_{i \in V} \alpha(G_k(u))$. It is well-known that for a UDG, $\alpha^{[1]}(G) \leq 5$ and $\alpha^{[2]}(G) \leq 18$. A subset $C$ of $V$ is a minimum weighted connected dominating set (MWCDS) if $C$ is a CDS with minimum total cost among all CDSs.

The method in Reference 44 has the following two phases. The first phase (clustering phase) is to find a set of wireless nodes as the dominators. The second phase is to find a set of nodes to connect these dominators to form the final backbone of the network. Notice that these two phases could interleave in the actual construction method. They separate them just for the sake of easy presentations.

We then first review their method [44] for constructing a CDS whose total cost is comparable with the optimum solution. Their method first constructs a MIS using node weights as the selection criterion. Then for each node $v$ in MIS, we run local greedy set cover method on local neighborhood $N_2(v)$ to find some nodes $GRDY_v$ to cover all 1-hop neighbors of $v$. If $GRDY_v$ has a total cost smaller than $v$, then we
use $GRDY_v$ to replace $v$ as dominators, which will further reduce the cost of MIS. The method works as follows.

Algorithm 11.1 (Constructing Efficient Dominating Set)

1. First assume that all nodes are originally marked WHITE.
2. A node $u$ sends a message ItryDominator to all its 1-hop neighbors if it has the smallest cost among all its WHITE neighbors. Node $u$ also marks itself PossibleDominator.
3. When a node $v$ receives a message ItryDominator from its 1-hop neighbors, it marks itself Dominatee and sends a message IamDominatee to all its 1-hop neighbors.
4. When a node $w$ receives a message IamDominatee from its neighbor $v$, node $w$ removes node $v$ from its list of WHITE neighbors.
5. Each node $u$ marked with PossibleDominator collects the cost and ID of all of its two hop neighbors $N_2(u)$.
6. Using the greedy method for minimum weighted set cover (like the second method), PossibleDominator node $u$ selects a subset of its two hop-neighbors to cover all the 1-hop neighbors (including $u$) of node $u$. If the cost of the selected subset, denoted by $GRDY_u$, is smaller than the cost of node $u$, then node $u$ sends a message YouAreDominator($w$) to each node $w$ in the selected subset. Otherwise, node $u$ just marks itself Dominator.
7. When a node $w$ received a message YouAreDominator($w$), node $w$ marks itself Dominator.

The second step of weighted connected dominating set formation is to find some connectors (also called gateways) among all the dominatees to connect the dominators. The connectors and the dominators form a CDS (or called backbone). Their method forms a CDS by finding connectors to connect any pair of dominators $u$ and $v$ if they are connected in VirtG. Their method uses the following data structures and messages:

1. $D_k(v)$ is the list of dominators that are $k$-hops away from a node $v$.
2. $P_k(v, u)$ is the least cost path from $v$ to $u$ using at most $k$-hops. Notice $u$ and $v$ may be less than $k$-hops away.
3. OneHopDominatorList($v, D_1(v)$): nodes $D_1(v)$ are the 1-hop dominators of node $v$.
4. TwoHopDominatorList($v, D_2(v)$): nodes $D_2(v)$ are the 2-hop dominators of node $v$.
5. TwoHopDominator($v, u, w, c(w)$): node $u$ is a 2-hop dominant of node $v$ and the path $uvw$ has the least cost.

Algorithm 11.2 Connector Selection

1. Every dominatee node $v$ broadcasts to its 1-hop neighbors the list of its one-hop dominators $D_1(v)$ using message OneHopDominatorList($v, D_1(v)$). When a node $w$ receives OneHopDominator($v, D_1(v)$) from 1-hop neighbor $v$, it puts the dominator $u \in D_1(v)$ to $D_2(w)$ if $u \notin D_1(w)$. Update the path $P_3(w, u)$ as $uvw$ if it has a smaller cost.
2. When a dominatee node $w$ receives messages OneHopDominatorList from all its one-hop nodes, for each dominator node $u \in D_2(w)$, node $w$ sends out message TwoHopDominator($w, u, x, c(x)$), where $wxu$ is the least cost path $P_3(w, u)$.
3. When a dominator $z$ receives a message TwoHopDominator($w, u, x, c(x)$) from its neighbor $w$, it puts $u$ to $D_2(z)$ if $u \notin D_2(z)$, and updates the path $P_3(w, u)$ as $uwxz$ if $c(w) + c(x)$ has a less cost.
4. Each dominator $u$ builds a virtual edge $\tilde{uv}$ to connect each neighboring dominator $v$. The length of $\tilde{uv}$ is the cost of path $P_3(u,v)$. Notice that here the cost of end-nodes $u$ and $v$ is not included. All virtual edges forms an edge weighted virtual graph VirtG in which all dominators are its vertices.
5. Run a distributed algorithm to build a MST on graph VirtG. Let VMST denote MST (VirtG).
6. For any virtual edge \( e \in VMST \), select each of the dominatees on the path corresponding to \( e \) as a connector.

The following theorems are proved to show that the constructed structure is indeed efficient for broadcast and also unicast. Please refer Reference 44 for the detail of the proofs.

**Theorem 11.4** For any communication graph \( G \), our algorithm constructs a weighted connected dominating set whose total cost is no more than

\[
\min(\alpha[2](G) \log d, (\alpha[1](G) - 1)\delta + 1) + 2\alpha[1](G),
\]

times of the optimum.

Specifically, when the network is modeled by a unit disk graph, we have the following corollary.

**Corollary 11.5** For homogeneous wireless networks, our algorithm constructs a weighted connected dominating set whose total cost is no more than \( \min(18 \log d, 4\delta + 1) + 10 \) times of the optimum.

For unicast, they proved that

**Theorem 11.6** For any communication graph, the unicast based on the constructed structure has a cost at most 3 times the cost on the original communication network.

### 11.3.2 Localized Low Weight Structures

The centralized algorithms do not consider computational and message overheads incurred in collecting global information. Several of them also assume that the network topology does not change between two runs of information exchange. These assumptions may not hold in practice, since the network topology may change from time to time, and the computational and energy overheads incurred in collecting global information may not be negligible. This is especially true for large-scale wireless networks where the topology is changing dynamically due to the changes of position, energy availability, environmental interference, and failures, which implies that centralized algorithms that require global topological information may not be practical.

Flooding is also a good solution for the sake of scalability and simplicity. Several flooding techniques for wireless networks have been proposed each with respect to certain optimization criterion. However, none of them takes advantage of the feature that the transmission power of a node can be adjusted.

Some distributed heuristics are proposed, such as Reference 45. Most of them are based on distributed MST method. A possible drawback of these distributed method is that it may not perform well under frequent topological changes as it relies on information that is multiple hops away to construct the MST. Refer Reference 46 for more detail. The relative neighborhood graph, the Gabriel graph and the Yao graph all have \( O(n) \) edges and contain the Euclidean MST. This implies that we can construct the minimum spanning tree using \( O(n \log n) \) messages.

Localized minimum energy broadcast algorithms are based on the use of a locally defined geometric structure, such as RNG. RNG consists of all edges \( uv \) such that \( uv \) is not the longest edge in any triangle \( uvw \). That is, \( uv \) belongs to RNG if there is no node \( w \) such that \( uw < uv \) and \( vw < uv \).

Cartigny et al. [47] proposed a localized algorithm, called RBOP [47] that is built upon the notion of RNG. In RBOP, the broadcast is initiated at the source and propagated, following the rules of neighbor elimination [40], on the topology represented by RNG. Simulation results show that the energy consumption could be as high as 100% as compared to BIP. However, the communication overhead due to mobility and changes in activity status in BIP are not considered, therefore RBOP is superior to BIP in dynamic ad hoc networks. Li and Hou [46], and Cartigny et al. [47] proposed another localized algorithm, which applies localized minimal spanning tree (LMST) instead of RNG as the broadcast topology. In LMST, proposed in Reference 48, each node calculates local MST of itself and its 1-hop neighbors. A node \( uv \) is in LMST if and only if \( u \) and \( v \) select each other in their respective trees. The simulations [46,47] show
Although RNG is very sparse structure (the average number of neighbors per node is about 2.5), in some cases, making distinct edge length was proposed in Reference 48. The edge lengths, so defined, are then used in key resolves the comparison (otherwise we are comparing edge against itself). This simple method for secondary key, which is their respective lower endpoint node’s ID. If this is also same, then the ternary keys for comparing two edges. Each node is assumed to have an unique ID. Then consider definition of RNG as follows.

that the performance of LMST based schemes is significantly better than the performance of RBOP, and with about 50% more energy consumption than BIP in static scenarios. Cartigny et al. [63] demonstrated that, when \( \epsilon > 0 \) in power-attenuation model where energy consumption for transmitting over an edge is \(|uv|^{\beta} + c\), there exists an optimal “target” transmission radius, so that further energy savings can be obtained if transmission radii are selected near target radius.

However, as shown in Reference 6 (also by Figure 11.1), the total weights of RNG and LMST could still be as large as \( O(n) \) times of the total weight of MST. Here, in Figure 11.1, \(|uv_1| = 1\) and \(|uv_{i+1}| = |v_i v_{i+1}| = \epsilon\) for a very small positive real number \( \epsilon \). Given a graph \( G \), let \( \omega_b(G) = \sum_{e \in G} ||e||^b \). Then \( \omega_1(\text{RNG}) = \Theta(n) \cdot \omega_1(\text{MST}) \) and \( \omega_2(\text{LMST}) = \Theta(n) \cdot \omega_2(\text{MST}) \).

In References 6 and 9, the authors described several low weight planar structures that can be constructed by localized methods with total communication costs \( O(n) \). The energy consumption of broadcast based on those structures are within \( O(n^{\beta-1}) \) of the optimum, that is, \( \omega_b(H) = O(n^{\beta-1}) \cdot \omega_b(\text{MST}) \). \( \omega_b(\text{LMST}) = O(n^{\beta-1}) \cdot \omega_b(\text{MST}) \), \( \omega_b(\text{IMRG}) = O(n^{\beta-1}) \cdot \omega_b(\text{MST}) \) for any \( \beta \geq 1 \). This improves the previously known “lightest” structure RNG by \( O(n) \) factor since in the worst case \( \omega(\text{RNG}) = \Omega(n) \cdot \omega(\text{MST}) \) and \( \omega_b(\text{RNG}) = \Theta(n^2) \cdot \omega_b(\text{MST}) \).

We will now review in detail these three structures.

### 11.3.2.1 Structure Based on RNG

Although RNG is very sparse structure (the average number of neighbors per node is about 2.5), in some degenerate cases a particular node may have arbitrarily large degree. This motivated Stojmenovic [8] to define a modified structure where each node will have degree bounded by 6. The same structure was independently proposed by Li in Reference 6, with an additional motivation. Li proved that the modified RNG is the first localized method to construct a structure \( H \) with weight \( O(\omega(\text{MST})) \) using total \( O(n) \) local-broadcast messages. Note that, if each node already knows the positions and IDs of all its neighbors, then no messages are needed to decide which of its edges belong to (modified) RNG. Notice that, traditionally, the relative neighborhood graph will always select an edge \( uv \) even if there is some node on the boundary of \( \text{lune}(u, v) \). Here \( \text{lune}(u, v) \) is the intersection of two disks centered at nodes \( u \) and \( v \) with radius \(|uv|\) respectively. Thus, RNG may have unbounded node degree, for example, considering \( n - 1 \) points equally distributed on the circle centered at the \( n \)th point \( v \), the degree of \( v \) is \( n - 1 \). Notice that for the sake of lowing the weight of a structure, the structure should contain as less edges as possible without breaking the connectivity. Li [6] and Stojmenovic [8] then naturally extended the traditional definition of RNG as follows.

We need to make distinct edge lengths. This can be achieved by adding the secondary, and if necessary, the ternary keys for comparing two edges. Each node is assumed to have an unique ID. Then consider the record \((|uv|), \text{ID}(u), \text{ID}(v), \text{where ID}(u) < \text{ID}(v) \) (otherwise \( u \) and \( v \) are exchanged for given edge). Two edges compare their lengths first to decide which one is longer. If same, then they compare their secondary key, which is their respective lower endpoint node’s ID. If this is also same, then the ternary key resolves the comparison (otherwise we are comparing edge against itself). This simple method for making distinct edge length was proposed in Reference 48. The edge lengths, so defined, are then used in

![FIGURE 11.1](image_url) An instance of wireless nodes that every network structures described previously (except MST) have an arbitrarily large total weight.
the regular definition of RNG. It is easy to show that two RNG edges \( uv \) and \( uw \) going out of the same node must have angle between them at least \( \pi/6 \), otherwise \( vw < uv \) or \( vw < uw \), and one of the two edges becomes the longest in the triangle and consequently could not be in RNG. Li denoted modified two-hops information is as follows.

Notice that it is well-known that the communication complexity of constructing a MST of a \( n \)-vertex graph \( G \) with \( m \) edges is \( O(m + n \log n) \); while the communication complexity of constructing MST for UDG is \( O(n \log n) \) even under the local broadcasting communication model in wireless networks. It was shown in Reference 6 that it is impossible to construct a low-weighted structure using only one-hop neighbor information.

The localized algorithm given in Reference 6 that constructs a low-weighted structure using only some two-hops information is as follows.

**Algorithm 11.3 (Construct Low Weight Structure \( H \))**

1. All nodes together construct the graph \( \text{RNG}' \) in a localized manner.
2. Each node \( u \) locally broadcasts its incident edges in \( \text{RNG}' \) to its one-hop neighbors. Node \( u \) listens to the messages from its one-hop neighbors.
3. Assume node \( u \) received a message informing existence of edge \( xy \in \text{RNG}' \) from its neighbor \( x \). For each edge \( uv \in \text{RNG}' \), if \( uv \) is the longest among \( uv, xy, ux, \) and \( vy \), node \( u \) removes edge \( uv \). Ties are broken by the label of the edges. Here assume that \( uvyx \) is the convex hull of \( u, v, x, \) and \( y \).
4. Let \( H \) be the final structure formed by all remaining edges in \( \text{RNG}' \).

Obviously, if an edge \( uv \) is kept by node \( u \), then it is also kept by node \( v \). The following theorem was proved in Reference 6.

**Theorem 11.7 [6]** The total edge weight of \( H \) is within a constant factor of that of the minimum spanning tree.

This was proved by showing that the edges in \( H \) satisfy the isolation property. They [6] also showed that the final structure contains MST of UDG as a subgraph.

Clearly, the communication cost of Algorithm 11.3 is at most \( 7n \): initially each node spends one message to tell its 1-hop neighbors its position information, then each node \( uv \) tells its 1-hop neighbors all its incident edges \( uv \in \text{RNG}' \) (there are at most total \( 6n \) such messages since \( \text{RNG}' \) has at most \( 3n \) edges). The computational cost of Algorithm 11.3 could be high since for each link \( uv \in \text{RNG}' \), node \( u \) has to test whether there is an edge \( xy \in \text{RNG}' \) and \( x \in N_1(u) \) such that \( uv \) is the longest among \( u, x, u, x, \) and \( v, y \). Then References 9 and 10 present some new algorithms that improve the computational complexity of each node while still maintains low communication costs.

**11.3.2.2 Structure Based on \( \text{LMST}_k \)**

The first new method in Reference 9 uses a structure called local minimum spanning tree, let us first review its definition. It is first proposed by Li et al. [48]. Each node \( u \) first collects its 1-hop neighbors \( N_1(u) \). Node \( u \) then computes the MST(\( N_1(u) \)) of the induced unit disk graph on its 1-hop neighbors \( N_1(u) \). Node \( u \) keeps a directed edge \( uv \) if and only if \( uv \) is an edge in MST(\( N_1(u) \)). They call the union of all directed edges of all nodes the local minimum spanning tree, denoted by \( \text{LMST}_1 \). If only symmetric edges are kept, then the graph is called \( \text{LMST}^+_1 \), that is, it has an edge \( uv \) iff both directed edge \( uv \) and directed edge \( vu \) exist. If ignoring the directions of the edges in \( \text{LMST}_1 \), they call the graph \( \text{LMST}^+_1 \), that is, it has an edge \( uv \) iff either directed edge \( uv \) or directed edge \( vu \) exists. They prove that the graph is connected, and has bounded degree 6. In Reference 9, Li et al. also showed that graph \( \text{LMST}^-_1 \) and \( \text{LMST}^+_1 \) are actually planar. Then they extend the definition to \( k \)-hop neighbors, the union of all edges of all MST(\( N_k(u) \)) is the \( k \) local minimum spanning tree, denoted by \( \text{LMST}_k \). For example, the two local minimum spanning tree can be constructed by the following algorithm.
Algorithm 11.4 (Construct Low Weight Structure LMST 2 by 2-hop Neighbors)

1. Each node \( u \) collects its 2-hop neighbors information \( N_2(u) \) using a communication efficient protocol described in Reference 49.
2. Each node \( u \) computes the Euclidean minimum spanning tree \( MST(N_2(u)) \) of all nodes \( N_2(u) \), including \( u \) itself.
3. For each edge \( uv \in MST(N_2(u)) \), node \( u \) tells node \( v \) about this directed edge.
4. Node \( u \) keeps an edge \( uv \) if \( uv \in MST(N_2(u)) \) or \( vu \in MST(N_2(v)) \). Let \( LMST^+_2 \) be the final structure formed by all edges kept. It keeps an edge if either node \( u \) or node \( v \) wants to keep it. Another option is to keep an edge only if both nodes want to keep it. Let \( LMST^-_2 \) be the structure formed by such edges.

In Reference 9, they prove that structures \( LMST_2 \) (\( LMST^+_2 \) and \( LMST^-_2 \) are connected, planar, low-weighted, and have bounded node degree at most 6. In addition, MST is a subgraph of \( LMST_k \) and \( LMST_k \subseteq RNG' \). Although the constructed structure \( LMST_2 \) has several nice properties such as being bounded degree, planar, and low-weighted, the communication cost of Algorithm 11.4 could be very large to save the computational cost of each node. The large communication costs are from collecting the two hop neighbors information \( N_2(u) \) for each node \( u \). Although the total communication of the protocol described in Reference 49 is \( O(n) \), the hidden constant is large.

11.3.2.3 Combining RNG’ and LMST k

We could improve the communication cost of collecting \( N_2(u) \) by using a subset of two-hop information without sacrificing any properties. Define \( N_2^{RNG'}(u) = \{w \mid vw \in RNG' \text{ and } v \in N_1(u) \} \cup N_1(u) \). We describe our modified algorithm as follows.

Algorithm 11.5 (Construct Low Weight Structure IMRG by 2-hop Neighbors in RNG')

1. Each node \( u \) tells its position information to its 1-hop neighbors \( N_1(u) \) using a local broadcast model. All nodes together construct the graph RNG’ in a localized manner.
2. Each node \( u \) locally broadcasts its incident edges in RNG’ to its 1-hop neighbors. Node \( u \) listens to the messages from its 1-hop neighbors.
3. Each node \( u \) computes the Euclidean minimum spanning tree \( MST(N_2^{RNG'}(u)) \) of all nodes \( N_2^{RNG'}(u) \), including \( u \) itself.
4. For each edge \( uv \in MST(N_2^{RNG'}(u)) \), node \( u \) tells node \( v \) about this directed edge.
5. Node \( u \) keeps an edge \( uv \) if \( uv \in MST(N_2^{RNG'}(u)) \) or \( vu \in MST(N_2^{RNG'}(v)) \). Let \( IMRG^+ \) be the final structure formed by all edges kept. Similarly, the final structure is called \( IMRG^- \) when edge \( uv \in RNG' \) is kept iff \( uv \in MST(N_2^{RNG'}(u)) \) and \( vu \in MST(N_2^{RNG'}(v)) \). Here IMRG is the abbreviation of Incident MST and RNG Graph.

Notice that in the algorithm, node \( u \) constructs the local minimum spanning tree \( MST(N_2^{RNG'}(u)) \) based on the induced UDG of the point sets \( N_2^{RNG'}(u) \). It is obvious that the communication cost of Algorithm 11.5 is at most \( 7n \).

It was shown that structures \( IMRG^+ \) and \( IMRG^- \) are still connected, planar, bounded degree, and low-weighted. They are obviously planar, and with bounded degree since both structures are still subgraphs of the modified relative neighborhood graph RNG’. Clearly, the constructed structures are supergraphs of the previous structures, that is, \( LSMT^+_2 \subseteq IMRG^+ \) and \( LSMT^-_2 \subseteq IMRG^- \), since Algorithm 11.5 uses less information than Algorithm 11.4 in constructing the local minimum spanning tree. It is proved in Reference 9 that Algorithm 11.5 constructs structures \( IMRG^+ \) or \( IMRG^- \) using at most \( 7n \) messages. The
structures IMRG\(^-\) or IMRG\(^+\) are connected, planar, bounded degree, and low-weighted. Both IMRG\(^-\) and IMRG\(^+\) have node degree at most 6.

Recall that until now there is no efficient localized algorithm that can achieve all following desirable features: bounded degree, planar, low weight, and spanner. It is still an open problem.

### 11.3.2.4 A Negative Result

In References 6, 9, and 10, Li et al. proposed several methods to construct structures in a localized manner such that the total edge lengths of these structures are within a constant factor of MST. They also showed that the energy consumption of broadcasting based on those structures are within \(O(n^{\beta-1})\) of the optimum, that is, \(\omega_{\beta}(H) = O(n^{\beta-1}) \cdot \omega_{\beta}(\text{MST}), \omega_{\beta}(\text{LMST}_2) = O(n^{\beta-1}) \cdot \omega_{\beta}(\text{MST}), \omega_{\beta}(\text{IMRG}) = O(n^{\beta-1}) \cdot \omega_{\beta}(\text{MST})\) for any \(\beta \geq 1\).

They further showed that it is impossible to design a deterministic localized method that constructs a structure such that the broadcasting based on this structure consumes energy within a factor \(O(n^{\beta-1})\) of the optimum. Assume that there is a deterministic localized algorithm to do so: it uses \(k\)-hop information of every node \(u\) to select the edges incident on \(u\), and the energy consumption is no more than \(O(n^{\beta-1})\) times of the optimum. They construct two set of nodes configurations such that the \(k\)-hop information collected in a special node \(u\) is same for both configurations. In addition, there is an edge \(uv\) in both UDGs such that if node \(u\) decides to keep edge \(uv\) (then edge \(uv\) is kept in both configurations), the energy consumption of one configuration is already more than \(O(n^{\beta-1})\) times of the optimum; if node \(u\) decides to remove edge \(uv\) (then edge \(uv\) is removed in both configurations), then the structure constructed for another configuration is disconnected. See Reference 10 for more detail. This implies that the low-weighted structures are asymptotically optimum in terms of the worst case energy consumption for broadcasting among any locally constructed topologies when assuming that the energy needed to support a link \(uv\) is proportional to \(|uv|^{\beta}\).

### 11.3.3 Combining Clustering and Low Weight

Seddigh et al. [50] specify two more location based broadcasting algorithms that combine RNG and internal node concept (CDS) as follows. PI-broadcast algorithm applies the planar subgraph construction first, and then applies the internal nodes concept on the subgraph. The result is different from the internal nodes applied on the whole graph. IP-broadcast algorithm changes the order of concept application compared to the previous algorithm. Internal nodes are first identified in the whole graph, and then the obtained subgraph (containing only internal nodes) is further reduced to planar one by the RNG construction.

The solution in Reference 50 is for one-to-one communication model, where message sent from one node is received by only the targeted neighbor. In Reference 51, Li et al. combine the low-weighted structures and the connected dominating set for energy efficient broadcasting in traditional one-to-many (omnidirectional antenna) networks. Similarly, they proposed two approaches for combining them as in Reference 50. Notice that the constructed low-weighted structures are a subgraph of RNG, thus, they are still planar graphs. For simplicity, they also call these two combinations, PI-broadcast and IP-broadcast, respectively. They found that the energy consumption of the IP-broadcast schemes in dense networks is significantly less than that of the PI-broadcast schemes. The reason is that, in the IP-broadcast schemes, one retransmission by the internal nodes will be received by many noninternal nodes in dense networks, thus, energy consumption is reduced. Several localized improvement heuristics are also applied after the IP-broadcast or PI-broadcast schemes to further improve the energy consumption. Ingelrest and coworkers [63] in his master thesis also combined LMST with dominating sets, and target radius idea to derive new minimum energy broadcast protocols.

Following Figure 11.2 illustrates the different structures used for broadcasting. All figures are computed on a set of 500 nodes randomly distributed in a square region with side length 7500 m. Each node has transmission range 500 m. Here the CDS is generated using ID as criterion for selecting dominator/connector;
IMRG-CDS is the subgraph constructed by applying IMRG on the induced unit disk graph of all CDS nodes, that is, dominators and connectors. Our simulation results also confirms that CDS structure and IMRG-CDS consumes the least energy when the node power is nonadjustable, while the IMRG consumes the least energy when each node can adjust its power according to the longest incident link.

11.3.4 Flooding-Based Methods

11.3.4.1 Selecting Forwarding Neighbors

The simplest broadcasting mechanism is to let every node retransmit the message to all its 1-hop neighbors when receiving the first copy of the message, which is called flooding in the literature. Despite its simplicity, flooding is very inefficient and can result in high redundancy, contention, and collision. One approach to reducing the redundancy is to let a node only forward the message to a subset of 1-hop neighbors who together can cover the 2-hop neighbors. In other words, when a node retransmits a message to its neighbors, it explicitly asks a subset of its neighbors to relay the message.

In Reference 52, Lim and Kim proposed a broadcasting scheme that chooses some or all of its 1-hop neighbors as rebroadcasting node. When a node receives a broadcast packet, it uses a Greedy Set Cover algorithm to determine which subset of neighbors should rebroadcast the packet, given knowledge of which neighbors have already been covered by the sender’s broadcast. The Greedy Set Cover algorithm recursively chooses 1-hop neighbors, which cover the most uncovered 2-hop neighbors and recalculates the cover set until all 2-hop neighbors are covered.

Călinescu et al. [53] gave two practical heuristics for this problem (they called selecting forwarding neighbors). The first algorithm runs in time $O(n \log n)$ and returns a subset with size at most 6 times of the minimum. The second algorithm has an improved approximation ratio 3, but with running time $O(n^2)$. Here $n$ is the number of total 2-hop neighbors of a node. When all 2-hop neighbors are in the same quadrant with respect to the source node, they gave an exact solution in time $O(n^2)$ and a solution with approximation factor 2 in time $O(n \log n)$. Their algorithms partition the region surrounding the source node into four quadrants, solve each quadrants using an algorithm with approximation factor $\alpha$, and then combine these solutions. They proved that the combined solution is at most $3\alpha$ times of the optimum solution. They then gave two different algorithms for finding a disk cover when the 2-hop neighbors are restricted to one quadrant with approximation ratio $\alpha = 2$ and 1, respectively.
Their approach assumes that every node $u$ can collect its 2-hop neighbors $N_2(u)$ efficiently. Notice that, the 1-hop neighbors of every node $u$ can be collected efficiently by asking each node to broadcast its information to its 1-hop neighbors. Thus all nodes get their 1-hop neighbors information by using total $O(n)$ messages. However, until recently, it was not known how to collect the 2-hop neighbors information with $O(n)$ communications. The simplest broadcasting of 1-hop neighbors $N_1(u)$ to all neighbors $u$ does let all nodes in $N_1(u)$ to collect their corresponding 2-hop neighbors. However, the total communication cost of this approach is $O(m)$, where $m$ is the total number of links in UDG. Recently, Călinescu [49] proposed an efficient approach to collect $N_2(u)$ using the connected dominating set [43] as forwarding nodes. Assume that the node position is known. He proved that the approach takes total communications $O(n)$, which is optimum within a constant factor.

11.3.4.2 Gossip and Probabilistic Schemes

Probabilistic Scheme: The Probabilistic scheme from Reference 1 is similar to flooding, except that nodes only rebroadcast with a predetermined probability. In dense networks multiple nodes share similar transmission coverages. Thus, randomly having some nodes not rebroadcast saves node and network resources without harming delivery effectiveness. In sparse networks, there is much less shared coverage; thus, nodes will not receive all the broadcast packets with the Probabilistic scheme unless the probability parameter is high. When the probability is 100%, this scheme is identical to flooding. Cartigny and Simplot [65] applied probability, which is a function of the distance to the transmitting neighbor.

Counter-Based Scheme: Tseng et al. [1] show an inverse relationship between the number of times a packet is received at a node and the probability of that node being able to reach additional area on a rebroadcast. This result is the basis of their Counter-Based scheme. Upon reception of a previously unseen packet, the node initiates a counter with a value of one and sets a RAD (which is randomly chosen between 0 and $T_{max}$ seconds). During the RAD, the counter is incremented by one for each redundant packet received. If the counter is less than a threshold value when the RAD expires, the packet is rebroadcast. Otherwise, it is simply dropped. From Reference 1, threshold values above six relate to little additional coverage area being reached.

The over-riding compelling features of the counter-based scheme are its simplicity and its inherent adaptability to local topologies. That is, in a dense area of the network, some nodes will not rebroadcast; in sparse areas of the network, all nodes rebroadcast. The disadvantage of all counter and probabilistic schemes is that delivery is not guaranteed to all nodes even if ideal MAC is provided. In other words, they are not reliable.

11.3.4.3 Area-Based Decision

In either probabilistic schemes or the counter-based schemes a node decides whether to rebroadcast a received packets purely based on its own information. Tseng et al. [1] proposed several other criteria based on the additional coverage area to decide whether the node will rebroadcast the packet. These coverage-area based methods are similar to the methods of selecting forwarding neighbors, which tries to select a set of 1-hop neighbors sufficient to cover all its 2-hop neighbors. While area based methods only consider the coverage area of a transmission; they do not consider whether nodes exist within that area. Two coverage-area based methods are proposed in Reference 1: Distance-Based Scheme and Location Based Scheme.

In Distance-Based Scheme, a node compares the distance between itself and each neighbor node that has previously rebroadcast a given packet. Upon reception of a previously unseen packet, a RAD is initiated and redundant packets are cached. When the RAD expires, all source node locations are examined to see if any node is closer than a threshold distance value. If true, the node does not rebroadcast.

The location-based scheme uses a more precise estimation of expected additional coverage area in the decision to rebroadcast. In this method, each node must have the means to determine its own location, for example, a GPS. Whenever a node originates or rebroadcasts a packet it adds its own location to the header of the packet. When a node initially receives a packet, it notes the location of the sender and
calculates the additional coverage area obtainable were it to rebroadcast. If the additional area is less than a threshold value, the node will not rebroadcast, and all future receptions of the same packet will be ignored. Otherwise, the node assigns a RAD before delivery. If the node receives a redundant packet during the RAD, it recalculates the additional coverage area and compares that value to the threshold. The area calculation and threshold comparison occur with all redundant broadcasts received until the packet reaches either its scheduled send time or is dropped.

We will review also some upcoming work related to dominating sets and broadcasting problem. In Reference 67, a beaconless broadcasting method is proposed. All nodes have the same transmission radius, and nodes are not aware of their neighborhood. That is, no beacons or hello messages are sent in order to discover neighbors prior to broadcasting process. The source transmits the message to all neighbors. Upon receiving the packet (together with geographic coordinates of the sender), each node calculates the portion of its perimeter, along circle of transmission radius, that is not covered by this and previous transmissions of the same packet. Node then sets or updates its timeout interval, which inversely depends on the size of the uncovered perimeter portion. If the perimeter becomes fully covered, the node cancels retransmissions. Otherwise, it retransmits at the end of timeout interval. The method is reliable, as opposed to other area based methods.

11.3.4.4 Neighbor Coverage-Based Decision

The method presented in the previous section were based on covering an area where nodes could be located. Instead of covering area, one could simply cover neighboring nodes, assuming their location, or existence of their link to a previous transmitting node, are known. The basic method was independently and almost simultaneously (August 2000) proposed in two articles [54,55]. The methods were called Neighbor Elimination by Stoimenovic and Seddigh [55], while a similar method, called Scalable Broadcast Algorithm, was proposed by Peng and Lu [54]. 2-hop neighbors information is used to determine whether a node will rebroadcast the packet. Suppose that a node \( u \) receives a broadcast data packet from its neighbor node \( v \). Node \( u \) knows all the neighbors of node \( v \), and thus all nodes that are common neighbors of them (already received the data from \( v \)). If node \( u \) has additional neighbors not reached by node \( v \)'s broadcast, node \( u \) schedules the packet for delivery with a RAD. However, if node \( u \) receives a redundant broadcast packet from some other neighbors within RAD, node \( u \) will recalculate whether it needs to rebroadcast the packet. This process is continued until either the RAD expires and the packet is then sent, or the packet is dropped (when all its neighbors are already covered by the broadcasts of some of its neighbors).

Lipman et al. [66] described the following broadcasting protocol. Upon receiving a broadcast message(s) from a node \( h \), each node \( i \) (that was determined by \( h \) as a forwarding node) determines which of its 1-hop neighbors also received the same message. For each of its remaining neighbors \( j \) (which did not receive a message yet, based on \( i \)'s knowledge), node \( i \) determines whether \( j \) is closer to \( i \) than any 1-hop neighbors of \( i \) (that are also forwarding nodes of \( h \)) who received the message already. If so, \( i \) is responsible for message transmission to \( j \), otherwise it is not. Node \( i \) then determines a transmission range equal to that of the farthest neighbor it is responsible for.

11.4 Scheduling Active and Sleep Periods

In ad hoc wireless networks, the limitation of power of each host poses a unique challenge for power-aware design. There has been an increasing focus on low cost and reduced node power consumption in ad hoc wireless networks. Even in standard networks such as IEEE 802.11, requirements are included to sacrifice performance in favor of reduced power consumption. In order to prolong the life span of each node and, hence, the network, power consumption should be minimized and balanced among nodes. Unfortunately, nodes in the dominating set in general consume more energy in handling various bypass traffic than nodes outside the set. Therefore, a static selection of dominating nodes will result in a shorter life span for certain nodes, which in turn result in a shorter life span of the whole network.

Wu et al. [56] study dynamic selection of dominating nodes, also called activity scheduling. Activity scheduling deals with the way to rotate the role of each node among a set of given operation modes.
For example, one set of operation modes is sending, receiving, idles, and sleeping. Different modes have different energy consumptions. Activity scheduling judiciously assigns a mode to each node to save overall energy consumptions in the networks and to prolong life span of each individual node. Note that saving overall energy consumptions does not necessarily prolong life span of a particular individual node. Specifically, they propose to save overall energy consumptions by allowing only dominating nodes (i.e., gateway nodes) to retransmit the broadcast packet. In addition, in order to maximize the lifetime of all nodes, an activity scheduling method is used that dynamically selects nodes to form a connected dominating set. Specifically, in the selection process of a gateway node, we give preference to a node with a higher energy level. The effectiveness of the proposed method in prolonging the life span of the network is confirmed through simulation. Source dependent forwarding sets appear to be more energy balanced. However, it was experimentally confirmed in Reference 57 that the difference in energy consumption between an idle node and a transmitting node is not major, while the major difference exists between idle and sleep states of nodes. Therefore the most energy efficient methods will select static dominating set for a given round, turning all remaining nodes to a sleep state. Depending on energy left, changes in activity status for the next round will be made. The change can therefore be triggered by changes of power status, in addition to node mobility. From this point of view, internal nodes based dominating sets provide static selection for a given round and more energy efficiency than forwarding set based method that requires all nodes to remain active in all the rounds.

In Reference 58, the key for deciding dominating set status is a combination of remained energy and node degree. Xu et al. [59] discuss the following sensor sleep node schedule. The tradeoff between network lifetime and density for this cell-based schedule was investigated in Reference 60. The given two dimensional space is partitioned into a set of squares (called cells), such as any node within a square can directly communicate with any nodes in an adjacent square. Therefore, one representative node from each cell is sufficient. To prolong the life span of each node, nodes in the cell are selected in an alternative fashion as a representative. The adjacent squares form a two dimensional grid and the broadcast process becomes trivial. Note that the selected nodes in Reference 59 make a dominating set, but the size of it is far from optimal, and also it depends on the selected size of squares. On the other hand, the dominating set concept used here has smaller size and is chosen without using any parameter (size of square, which has to be carefully selected and propagated with node relative positioning in solution [59]).

The Span algorithm [61] selects some nodes as coordinators. These nodes form dominating set. A node becomes coordinator if it discovers that two of its neighbors cannot communicate with each other directly or through one or two existing coordinators. Also, a node should withdraw if every pair of its neighbors can reach each other directly or via some other coordinators (they can also withdraw if each pair of neighbors is connected via possibly noncoordinating nodes, to give chance to other nodes to become coordinators). Since coordinators are not necessarily neighbors, 3-hop neighboring topology knowledge is required. However, the energy and bandwidth required for maintenance of 3-hop neighborhood information is not taken into account in experiments [61]. On the other hand, if the coordinators are restricted to be neighboring nodes, then the dominating set definition [61] becomes equivalent to one given by Wu and Li [38]. Next, protocol [61] heavily relies on proactive periodic beacons for synchronization, even if there is no pending traffic or node movement. The recent research on energy consumption [57] indicates that the use of such periodic beacons or hello messages is an energy expensive mechanism, because of significant start up cost for sending short messages. Finally, Blough and Santi [60] observed that the overhead required for coordination with SPAN tends to explode with node density, and thus counterbalances the potential savings achieved by the increased density.

11.5 Conclusion and Future Research Directions

In this chapter, we reviewed several methods for efficient broadcasting for wireless ad hoc networks. There are still many challenging questions left open for further research. So far, all the known theoretically good algorithms either assume that the power needed to support a link \( uv \) is proportional to \( \| uv \|^p \) or is a fixed cost that is independent of the neighboring nodes that it will communicate with. In practice, the energy
consumption of a node is neither solely dependent on the distance to its farthest neighbor, nor totally independent of its communication neighbor. For example, a more general power consumption model for a node $u$ would be $c_1 + c_2 \cdot ||uv||^\beta$ for some constants $c_1$ and $c_2$ where $v$ is its farthest communication neighbor in a broadcast structure. No theoretical result is known about the approximation of the optimum broadcast or multicast structure under this model.

Another important aspect of designing energy efficient protocols for broadcast and multicast that is often neglected in the literature is the physical constraints of the wireless communications. In most of the algorithms, it is assumed that the signal sent by a node will be received by all nodes at one shot it intends to send. However, in practice, it is not the case, which will make designing energy efficient broadcast and multicast protocols much harder. The first difficulty is that the sender needs to coordinate with the receivers so all receivers are ready to receive. It is often difficult, if not impossible, to do so. Then a natural question is how to set the threshold $t$ such that if the number of receivers that are ready is more than $t$, node $u$ sends the packets; otherwise node $u$ will not send the packets. Clearly, the setting of the threshold will affect the total actual energy consumption of the broadcast and multicast protocols, in addition to affect the system performance and the stability of the networks. The second difficulty is that, even some receivers are ready to receive, the receivers cannot always decode the signal correctly due to the signal strength fluctuation. In other words, the link between two nodes is often probabilistic. We clearly should take this into account when we design energy efficient broadcast and multicast protocols.
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12.1 Introduction
With the advancements in micro-electro-mechanical systems (MEMS) and miniaturization techniques, networked sensor systems (NSSs) emerged as a new technology and research topic around six years ago [1–4]. The set of applications that were envisioned for NSSs include environment monitoring, habitat study, battlefield surveillance, and infrastructure monitoring. All of these applications require the sensing, processing, and gathering of information from the physical environments where the systems operate. The
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end users are interested in the content of the information, including the spatial and temporal specification of the information. Hence, the computation and communication are centered around the information itself, instead of the sensor nodes that hold the information. This feature is called data-centric computation and communication paradigm [5], as opposite to the address- or node-centric paradigm, which is exhibited in traditional Internet networks, mobile ad hoc networks, or parallel and distributed systems.

To deliver information to the end users in such a data-centric paradigm necessitates two fundamental operations: information processing and information routing. While information processing extracts useful information from the physical environment, information routing transports such information from sensor nodes across the network to the end users. These two operations are tightly related to each other. On one hand, information processing such as joint compression can be used to remove the redundancy among multiple data sources and hence reduce the data volume to be routed. On the other hand, routing provides the opportunities that data from multiple sources can meet at certain sensor nodes where joint compression can be performed. Hence, these two operations are often performed in a collaborative and mutually beneficial fashion.

This chapter deals with the critical problem of improving the energy-efficiency of the above operations. We take a cross-layer optimization perspective that has been widely used in NSSs because of two major reasons. First, information sharing across layers leads to a much larger optimization and tradeoff space, and hence better opportunities to achieve greater energy savings. For example, the application-level knowledge of joint entropy from multiple sources helps the design of more energy-efficient routing schemes [6–8].

Also, physical layer rate adaptation techniques can be used to achieve up to 90% energy savings based on the knowledge of routing schemes and application level delay constraint [9]. Moreover, one particular optimization technique can affect system performance at various layers. For example, media access control (MAC) layer sleep scheduling could affect signal interference at the physical layer [10], channel access at the MAC layer [11,12], network topology and routing selection at the routing layer [13–15], and sensing coverage at the application layer [16,17]. To avoid conflicts between optimization techniques applied at different layers, coordination among various optimization techniques is necessary. Both of the above two facts motivate a holistic optimization approach with simultaneous consideration of multiple layers and coordinated optimization across these layers.

While cross-layer optimization can be applied at various system layers to improve the energy-efficiency of collaborative information processing and routing, we are particularly interested in a set of techniques that are related to application level knowledge of joint entropy among source information. This is because the key reason of collaborative information processing and routing is to explore the benefits of joint data compression, which is inherently related to the joint entropy among source information. Specifically, we discuss these details from both routing and information coding perspectives.

From routing perspective, we first reveal the fundamental tradeoffs between Shortest Path Tree and Minimal Steiner Tree when joint data compression is considered. This tradeoffs motivates various studies on tree structures that approximate both Shortest Path Tree and Minimal Steiner Tree. Also, we discuss some results that address the problem by relating it to the maximal network flow problem. From information coding perspective, we show the theoretical results that joint coding and routing can provide a many-to-many communication solution that is supported by the network capacity. We further demonstrate the inherent tradeoffs between network traffic and scheduling delay for this technique with a linear array of sensor nodes.

Moreover, we also give a brief survey of techniques that have been proposed for the general goal of improving system energy-efficiency. Our survey is presented from several system layers, including the hardware layer, physical layer, MAC layer, routing layer, and application layer. These techniques together with the aforementioned techniques related to joint entropy knowledge provide a comprehensive view of enabling energy-efficient collaborative information processing and routing.

The rest of the chapter is organized as follows. In Section 12.2, we discuss several unique features of data-centric paradigm. The collaborative information processing and routing originated from this data-centric paradigm is described in Section 12.3. In Section 12.4, we list the cross-layer optimization
techniques that have been widely used in NSSs. A detailed discussion of techniques that utilize application-level information entropy knowledge is presented in Section 12.6.4. This is followed by a brief survey of other existing optimization techniques in Section 12.6. Finally, we give a discussion on future directions and open issues in Section 12.7.

12.2 Data-Centric Paradigm

Data-centric computation and communication paradigm is a unique feature of NSSs. It differs from the address-centric paradigm in several ways. First, the typical goal of NSSs with data-centric paradigm is to gather specific information from multiple source nodes to a small number of sink nodes. Hence, the communication pattern normally resembles a reversed-multicast tree, instead of a more randomized peer-to-peer-based communication pattern in address-centric systems.

Second, most of data gathered from a physical environment are not of direct interest to the end users and they often show strong correlation. Therefore, it is necessary to process the data before they are transported to the end users. Such in-network processing includes signal and image processing to extract useful information out of the raw data, data compression to reduce communication load, and joint compression of data from multiple sources to eliminate redundancy among the data.

Third, the routing schemes that were originally developed for address-centric systems are based on the purpose of fulfilling each individual data routing request. Hence, they become unsuitable for data-centric systems, where the communication request of the whole system is application-specific, which may be as simple as to route data from all source nodes to a sink node. To investigate new routing schemes that are customized for NSS applications becomes important.

Fourth, since applications of an NSS are usually more specific and more well-defined, the sensor nodes within the system are more likely to work in a cooperative fashion, instead of a competing fashion. In this way, the aggregated resource of the system can be more efficiently utilized.

The difference between data- and address-centric paradigms can be effectively reflected by the user queries. For example, typical user queries or service requests in address-centric paradigm are “Load the web page at address . . .,” “Transfer file A from host B to host C,” etc. However, in data-centric paradigm systems, typical queries are “What is the average temperature at region A within time T?,” “Are there any vehicles currently in region A?” For these queries, the users are interested purely in the information itself, but not the sensor nodes that generate or hold the information, neither the way how the information is transmitted to the end users.

The above unique features of data-centric paradigm have raised various hot research topics for NSSs, ranging from hardware components, networking techniques, to application algorithms. One of the most important topics is the way of processing and transporting information within the system so that the required functionality and performance metrics can be fulfilled. We discuss this topic in detail in the next section.

12.3 Collaborative Information Processing and Routing

In data-centric paradigm, the system operations shall be centered around the fundamental functionality: to deliver the required information to the end users. Apparently, this involves two operations:

1. Information processing includes sensing the environment and extracting useful information out of the raw data.

2. Information routing includes combining the information from different sources across the network and routing the final set of information to the end users.

Note that in some sense these two operations are also applicable to address-centric paradigm. For example, users may want to extract information from a file on machine A and then transmit the result to
machine B. However, in data-centric paradigm, these two operations are not sequentially and independently performed as they usually are in address-centric paradigm. On the contrary, these two operations are performed in a parallel fashion and are tightly related to each other.

On one hand, information processing can help reduce the data volume to route by processing raw data, or compressing the data, or removing redundancy among data through joint source compression. On the other hand, since source data are distributed across the network, many information processing techniques, especially joint source compression, rely on the data availability at sensor nodes that is largely determined by the routing scheme. Such a mutually beneficial relationship leads to tightly coupled design and implementation of information processing and routing, referred to as collaborative information processing and routing.

For example, consider the simple network scheme in Figure 12.1, where vertices A through D denote sensor nodes and edges denote valid communication links. In this example, there are two source nodes, A and B, and one sink node, E. The route from node B to E has one option, which is $B \rightarrow C \rightarrow E$, while the route from node A to E has two options: $A \rightarrow C \rightarrow E$ and $A \rightarrow D \rightarrow E$. If the two pieces of source information at nodes A and B are relatively independent, the routing selection for A is not crucial in terms of the communication cost. However, if the source information is highly correlated, we can take advantage of joint compression to reduce the data volume to be routed. Hence, the route $A \rightarrow C \rightarrow E$ will be preferred to enable joint compression at node C, given that the gain of reduced data volume to communicate over $CE$ dominates the extra communication cost of choosing $ACE$ instead of $ADE$, if any. This example clearly indicates the importance of coupling the selection of routing schemes with data compression techniques.

Since sensor readings from the physical world are usually highly correlated, the above joint compression technique is particularly useful to reduce data volume by removing redundancy among data from multiple sources. Such a joint compression is also referred to as data aggregation [5]. We will use the terms data aggregation and joint compression exchangeably hereafter.

Choosing an appropriate routing scheme with joint compression in general networks is much more challenging, since it is determined by many factors, including network topology, communication cost and reliability, computation cost, and the correlation among data. In many general settings, to choose the optimal routing scheme is NP-hard and hence heuristic solutions are preferred. For example, consider the problem with a simplified assumption that a perfect data aggregation can be achieved. This means the output of jointly compressing data from an arbitrary number of sources is exactly one unit data. To form a routing scheme from a given set of source nodes to a sink node under this assumption for minimizing the total communication cost in terms of hops is the Minimal Steiner Tree problem, which is known to be NP-hard.¹

¹Please note that the routing scheme does not necessarily need to be a tree in general cases. However, such a tree structure is the focus of many studies due to its simplicity.
In many real-life cases without perfect data aggregation, to choose an appropriate model for abstracting the data aggregation operation is difficult, since it heavily depends on the data correlation from multiple sources. Such a data correlation is determined by the nature of the observed phenomena as well as the physical situation of the operating field which affects the propagation of the phenomena. While several papers have proposed models to abstract the correlation among data from the physical world [7,18,19], a unified and widely accepted model is still lacking. Hence, several research efforts have been trying to study the inter-relationship between information processing and routing under certain simplifications. For example, the work by Cristescu et al. [8] assumes a fixed reduction in data volume for any source data which is jointly compressed by data from other sources. Some other models are discussed in Section 11.6.4.

Another important research direction in order to cope with the above challenge is to perform joint data compression from information coding perspective. For example, the Slepian–Wolf coding [20] can be used to code two correlated sources with a total data volume equal to the joint entropy of the two sources without explicit communication between the two sources. Indeed, the Slepian–Wolf coding is studied in Reference 8, which shows that the routing selection and joint data compression can be perfectly decoupled with such a coding scheme. While practical distributed source coding schemes for sensor networks are being developed [21], most existing works for data gathering are based on compression schemes with explicit communication [22].

Most of the existing works on are intended for a single sink node. When multiple sink nodes are considered, the concept of network information flow [23] can be used to design a joint routing and coding scheme that transports required information to all sources under a given network capacity. However, joint data compression is not considered in the original definition of network information flow. How to integrate these two concepts in the context of NSSs is an open challenge.

Most existing work on collaborative information processing and routing assumes a static system model in terms of communication reliability, network topology, and data correlation. The problem becomes even more challenging if we consider the possibly high dynamics in the above system parameters in real-life scenarios.

### 12.4 Cross-Layer Optimization for Energy-Efficiency

#### 12.4.1 Motivation

A major concern for NSSs is energy-efficiency, which has been addressed by various techniques targeting hardware components [2,24], MAC scheduling policies [25,26], network organization [27,28], routing protocols [27,28], signal processing techniques [29,30], and application level algorithms [31,32]. It has also been realized that cross-layer optimization is of particular importance for saving energy in NSSs, since it enables a large space for tradeoffs and optimization of performance metrics across different layers [33–35].

Although cross-layer optimization has been widely studied in many contexts, there are unfortunately no formal definitions for cross-layer optimization. From a broad perspective, any hardware and software techniques applied at a specific system layer can be regarded as cross-layer optimization if they explicitly interact with the functionalities or optimization techniques at other system layers and in most cases, explicitly impact the system properties or performance at those layers.

The motivation for cross-layer optimization for energy-efficiency is multifold. First, system performance metrics in NSSs are often determined by multiple factors across several layers. For example, the performance of wireless communication is jointly determined by several factors across the physical, MAC, and routing layers, which is significantly different from wired communication. Also, an efficient routing scheme should take wireless communication conditions, network topology and connectivity, possibility of joint data compression, and application-level quality-of-service requirements into consideration. The optimization within each individual layer often leads to inefficient solution. Hence, a holistic approach that simultaneously considers different layers with cross-layer information sharing and coordinated optimization enables a much larger design and optimization space. Many research efforts on cross-layer optimization are based on this very basic hypothesis.
Second, optimization techniques applied at one particular layer often affects performance metrics at other layers. For example, sleep scheduling can affect signal interference at the physical layer, channel access at MAC layer, routing selection at the routing layer, and sensing coverage at the application layer. Isolating optimization techniques at each individual layer may cause conflicts in optimization goals or even counteracting solutions. It is therefore crucial to share information across the system stack and expose the effects of various optimization techniques to all layers so that coordinated optimization can be performed. This factor is however ignored by many research efforts, due to the inherent complexity to cope with multiple performance metrics at multiple layers.

Third, NSSs are usually application specific in terms of the required functionality. The generality of functionalities supported by strictly layered network and system structure becomes unnecessary compared with the layering overhead. Hence, a blurred boundary between layers or even the removal of unused layers helps build a lightweight and more efficient system.

Of course, the advantage of cross-layer optimization is not free. The large design and optimization space also leads to more challenging algorithm and system design and more complicated effects across various layers. However, given the application specific property of NSSs and fairly limited functionality of sensor nodes, these challenges are expected by most researchers to be tractable and worthwhile. Also, cross-layer optimization does not mean that layering is useless. Instead, we still need a layered structure so that a clean model is presented at each layer, which abstracts unnecessary details from lower layers. The key point in cross-layer optimization is the information sharing and coordinated optimization across the stack.

A common way to realize cross-layer optimization is to adjust the system performance by tuning low level hardware-based system knobs. One well-known example is shutdown or sleeping policy that tunes the awake time of the sensor nodes to adjust various upper-layer functionalities, including MAC layer scheduling [11,12], topology control [14,15], routing selection [13], and coverage for event detection [16,17]. Besides the motivation to reduce channel contention and to alleviate the scalability issue by keeping a small number of awake sensor nodes as possible, the major principle in this case is to deliver “just enough” performance as required with a minimized resource usage, including energy. Other commonly used system knobs include voltage scaling that adjusts CPU computation time [36], power control that adjusts radio transmission radius [37], and rate adaptation that adjusts radio transmission speed [38].

12.4.2 Consideration for Collaborative Information Processing and Routing

It is quite natural to apply cross-layer optimization techniques into the context of collaborative information processing and routing. From one perspective, such techniques can be applied based on the following operating flow:

1. Data sensing at source nodes
2. Signal processing at source nodes
3. Joint information routing and compression across the network

We note that besides the last stage, the first two stages also require distributed and coordinated operations among sensor nodes in many cases. Although data sensing seems to be a localized operation that involves each sensor node as a basic function unit, the challenge lies in the fact that the aggregated sensing behavior of all sensor nodes usually needs to satisfy certain coverage requirement [16,17]. Since the sensing and computation capability of each sensor node is limited, signal processing usually requires the coordination a small group of sensor nodes in proximity to extract useful information from the raw data gathered by the sensor nodes, for example, the beamforming algorithm [30]. Hence, in most situations, the cross-layer optimization need to be performed in a distributed fashion.

From another perspective, cross-layer optimization techniques can be classified based on the layer where the techniques are applied. For our purpose, we divide the system into five layers: hardware layer, physical layer, MAC layer, routing layer, and application layer. Many cross-layer optimization techniques have
been proposed at each of these layers with the general goal of improving the system energy-efficiency. In Table 12.1, we re-interpret them in the context of the above three operating stages of collaborative information processing and routing.

Since most of the above techniques are designed without specifically targeting energy-efficient collaborative information processing and routing, we are particularly interested in a subset of them that are explicitly related to application level knowledge of joint information entropy of source information. This is because the key motivation of collaborative information processing and routing is to explore the benefits by joint data compression, which is inherently related to the knowledge of joint information entropy of multiple source information.

Two classes of techniques have been studied to utilize this knowledge. The first class is routing techniques that take joint entropy into consideration, henceforth referred to as entropy-aware routing. Several papers including [5–8, 39–41] fall into this class. The second class is joint routing and coding from information theory perspective [8,18,42]. While both techniques are proposed for joint routing with information coding/compression, the first class of techniques assume the availability of certain data correlation models and (joint) data compression/coding schemes. On the other hand, the second class of techniques investigate concrete models for abstracting data correlation among sensor readings as well as coding schemes.

In the next section, we give a detailed description of algorithms and analysis that have been proposed for these two classes of techniques.

### 12.5 Energy-Efficient Information Routing and Coding

For our purpose, this section focuses on the inter-relationship between information processing and routing, rather than specific techniques for either routing or information processing and coding.

#### 12.5.1 Naive Data-Centric Routing Protocols

The first batch of routing protocols that were adopted for NSSs are mostly based on protocols that were originally proposed for ad hoc networks, including extensions of AODV and DSR [15]. These routing protocols are still based on traditional address-centric peer-to-peer communication patterns instead of data-centric paradigm of NSS’s. Hence, their applicability in the context of NSS’s is quite limited.

Directed diffusion [27] is almost the first well-known protocol customized for information routing in data-centric paradigm. However, information processing is simply incorporated as an opportunistic
by-product of routing in directed diffusion. While this might be sufficient for simple event monitoring
applications where data volume is small, the lack of formal consideration of integrating information
processing with routing makes the protocol suboptimal for applications with complex information pro-
cessing and large data volume. Some other routing schemes, including geographic routing [43] and rumor
routing [44] also fall into this category.

The LEACH protocol [45] adopts a two-tier clustering structure, where the information processing is
performed at each cluster head and routing is simply divided into two stages: routing from sensor nodes
to cluster heads and from cluster heads to the base station. This is, however, an empirical study that aims
for energy-conservation by avoiding long distance communication but not really integrating information
processing with routing.

12.5.2 Analysis for Entropy-Aware Routing

A formal analysis of the impact of data aggregation on routing in NSSs is presented by Krishnamachari
et al. [5]. An intuitive theoretical bound is that in the case of perfect aggregation where every \( k \) pieces
of information can be aggregated into a single piece of information, the amount of traffic to be routed
can be reduced by a factor of at most \( k \). This bound can be asymptotically achieved when all the source
nodes are clustered in a small proximity that is far away from the sink node. Here, the value of \( k \) is usually
referred to as the aggregation factor or correlation factor among data. However, to construct an optimal
routing tree for minimizing the total amount of data transmission is NP-hard in general. The special case
with perfect aggregation is exactly the Minimal Steiner Tree problem.

Along this line, the impact of \( k \) on two different routing schemes, the Shortest Path Tree and the
Minimal Steiner Tree is investigated by Pattem et al. [7]. The performance metric is again the accumulated
number of bits transmitted over each hop. Assuming that each source node generates one unit size of
information, the study is motivated by two extreme cases. In the case when \( k \) is one, the correlation among
source information is zero, which means there is no advantage for joint data compression. Hence, by
selecting a shortest path from each source node to route its data to the sink node, the optimal solution
is the Shortest Path Tree. In the case when \( k \) is infinity, the correlation among source information is so
high that an arbitrary number of source information can be jointly compressed into one unit size of data.
Therefore, exactly one unit size of data shall be routed on each edge of the tree, implying that the optimal
solution is the Minimal Steiner Tree.

When \( k \) has a value in between the above two extreme cases, the optimal tree structure shall resemble
a hybrid scheme of Shortest Path Tree and Minimal Steiner Tree. Since data correlation is usually high
within a small area, a natural cluster-based scheme is to use a Minimal Steiner Tree structure within
each cluster and a Shortest Path Tree to route compressed data from each cluster to the sink. While the
optimal cluster size depends on the correlation factor, a surprising result is that in a grid-based scenario,
a near-optimal cluster size can be analytically determined purely based on the network topology and is
insensitive to the correlation factor.

12.5.3 Hybrid Routing Tree Algorithms

The idea of hybrid routing scheme in the previous section is conformed by several other results, under
various assumptions to model the data correlation.

12.5.3.1 Shallow Light Tree

Cristescu et al. [8] assumes a simplified compression model, where the aggregation factor of a piece
of information does not depend on the amount of side information, but only on its availability. Assume
that each sensor node in the network generates one unit size of information. Whenever there is a side
information transported to a source node, no matter the sources and size of this side information, the
output of the source node after joint compression with the side information is a fixed value \( \rho \in (0,1) \).
Hence, the flow on the resulting routing tree can be separated into two classes — the flows on the path
from all leaf nodes to the sink node equals one, while the flows on the path from all internal nodes to the sink node equals $\rho$.

To minimize the cost of a routing tree, we need to minimize the cost of routing information from all internal nodes to the sink, which prefers a Shortest Path Tree structure. On the other hand, we also need to minimize the cost of routing side information from a leaf node to the set of internal nodes that utilize this side information and the sink, which favors a Minimal Spanning Tree. Hence, the optimal solution lies between a Shortest Path Tree and a Minimal Spanning Tree. In fact, the Shallow Light Tree (STL) proposed by Bharat-Kumar and Jaffe [46] has the property that:

1. The total cost of the tree is bounded by a constant factor times the cost of a Minimal Spanning Tree.
2. The cost from any node in STL to the sink node is bounded by a constant factor times the shortest path between the node and the sink node.

This nice property can be used to prove that STL also provides a constant factor approximation of the considered problem.

### 12.5.3.2 Hierarchical Matching Tree

While STL provides an approximation for both Shortest Path Tree and Minimal Spanning Tree, the situation becomes different if the source nodes are a subset of the sensor nodes instead of all sensor nodes. In this case, we need to construct a tree structure that simultaneously approximates both Shortest Path Tree and Minimal Steiner Tree. Under a more general objective function that minimizes the sum of total cost of the tree and the accumulated length from each source node to the sink node where the cost and length can be defined based on two independent metrics, an approximation algorithm is proposed by Meyerson et al. [47] to achieve a $\log k$ performance bound, where $k$ is the number of source nodes.

A simplified version of the algorithm in Reference 47 is used to solve the problem of transporting information from a set of source nodes to the sink node when the joint entropy of a set of source nodes is assumed to be a concave, but unknown function of the number of source nodes [6]. The network topology is assumed to be a complete graph with shortest path distance being the edge cost, if necessary. The algorithm constructs a hierarchical matching tree using an iterative method. In each iteration, a min-cost perfect matching is first performed, then a random node from each pair of nodes in the matching is removed from the network with half probability. The algorithm terminates when only one node is left in the network.

The above randomized algorithm provides a $\log k$ approximation to the optimal solution. It is noted that the assumption about concave data aggregation function essentially leads to an identical abstraction of the information routing problem with that of the single-source buy-at-bulk problem [48]. The key point is that the transmission cost spent on each edge is a concave function of the number of source nodes that use this edge to communicate to the sink.

### 12.5.3.3 Scale Free Aggregation Tree

Another randomized algorithm for information routing on a grid of sensor nodes is proposed by Enachescu et al. [39]. It is assumed that each sensor node has the readings of the physical world within $l$ hops, referred to as the sensing area. Hence, the data redundancy among readings of two sensor nodes is modeled as the overlapped area between the sensing area of the two nodes, which essentially abstracts the effect of distance — a closer distance between two sensor nodes leads to more data redundancy. In this algorithm, the routing decision is simply based on the relative position of the node to the sink. Consider a sensor node horizontally $x$ hops away from the sink, and vertically $y$ hops away. After joint compression with the information received from all preceding nodes, the sensor nodes forwards its information toward the sink node horizontally with probability $x/(x + y)$ and vertically with probability $y/(x + y)$. The performance of such a randomized algorithm is proved to be a constant factor times the optimal cost, which is independent of $l$. 
12.5.3.4 Routing with Tunable Compression

All the above works assume that the energy cost for (joint) data compression is negligible, which is reasonable for applications with small data volume. However, for computation-intensive applications such as the monitoring of complex systems and video surveillance, the energy for compressing large volume of data becomes comparable to communication energy. To avoid overpaying computation energy with maximum compression strategy, the concept of tunable compression is exploited by Yu et al. [41] for a balanced computation and communication energy cost.

Tunable compression basically explores the tradeoff between output size of data compression and the compression energy [49]. When tunable compression is considered, the inherent tradeoffs between Shortest Path Tree and Minimal Steiner Tree is intuitive. When computation cost is free and perfect data aggregation is possible, Minimal Steiner Tree is optimal. However, when computation cost is prohibitive or data correlation is zero, joint data compression becomes impossible and hence Shortest Path Tree is optimal. Again, a hybrid tree structure is desired to provide near-optimal performance in general cases. In fact, a poly-logarithmic approximation routing scheme can be developed based on probabilistic metric approximation [50,51].

12.5.4 Network Flow-Based Routing Algorithm

Moreover, some research efforts have investigated other routing substrates instead of a tree structure. Hong and Prasanna [40] proposed a distributed in-network processing algorithm that achieves maximal throughput under the assumption that the information processing is independent for all source nodes [40]. This assumption is particularly useful for decision based applications where every block of sensor readings is translated into a decision through proper signal processing algorithm and the size of the decision is assumed to be negligible compared with the size of sensor readings. The unique feature of this work is that all sensor nodes are eligible for processing the sensor readings from any other sensor nodes. Hence, the problem essentially requires a routing scheme to determine where the sensor readings shall be processed so that the total throughput of the system is maximized, subject to the limited processing and transmission capability and energy supply of sensor nodes.

Such a problem is solved after being converted to a maximal network flow problem. A completely decentralized algorithm is then proposed to find the optimal flow. A nice property of the algorithm is that it adapts to variations in the processing and transmission capability and energy supply of sensor nodes on-the-fly, without the need of re-synchronizing the system.

Some other results based on network flow model can be found in References 52 and 53.

12.5.5 From Information Coding Perspective

All the papers discussed in Sections 12.5.1 to 12.5.4 [5–8,27,39–41,43–45] assume that certain coding mechanisms are available to accomplish the data aggregation operation, hence the authors can focus on a relatively high level algorithm design or performance analysis. Nevertheless, there are also papers that try to understand the inter-relationship between information processing and routing from information coding perspective.

12.5.5.1 Joint Information Routing and Coding

Scaglione and Servetto [18] have considered tight coupling between information routing and coding for the problem of broadcast communication in an NSS subject to a given distortion constraint. The mission is to disseminate sensor readings at all sensor nodes throughout the network so that all sensor nodes have the same view of the entire sensing field. While such a problem is slightly different from the previously discussed scenarios with only a few sink nodes, it indicates the significance of collaborative information processing and routing from an information coding perspective.

It is first shown that without data aggregation, the whole network traffic for disseminating the information scales as $O(N \log N)$ ($N$ being the number of sensor nodes), which is beyond the network capacity.
with a scaling law of $O(\sqrt{N})$. This confirms the well-known result by Gupta and Kumar [54], which states that per-node throughput asymptotically vanishes as the network size grows to infinity. However, it is then argued that by exploiting the correlation among sensor readings during routing, it is possible to reduce the traffic to $O(\sqrt{N})$, and hence making it supportable by the network capacity.

The routing scheme is constructed using a divide-and-conquer algorithm. The network is divided into four partitions as shown in Figure 12.2(A). Assuming that all nodes in each partition have the complete view of the corresponding field, the information exchange among the four partitions can be illustrated with the case of four nodes (Figure 12.2[B]). Assuming that the readings at the four nodes are $X_1$, $X_2$, $X_3$, and $X_4$. After exchanging a total traffic of $3H(X_1, X_2, X_3, X_4)$ bits in a delay of 8 time slots, every node has the complete information of the entire field. Moreover, it can be shown that under reasonable models of sensor readings, $O(H(X_1, X_2, X_3, X_4)) \leq O(\sqrt{N})$, implying that there exists joint coding and routing schemes to perform the broadcast communication.

### 12.5.5.2 Scaling Laws of Transportation Traffic and Delay

The study in Reference 18 also reveals but without further exploration that there exist certain tradeoffs between the network traffic and time delay by exploiting various transmission scenarios other than the one shown in Figure 12.2(B). By considering the special case of a linear array of sensor nodes, a hierarchical joint coding and routing scheme can be used to achieve logarithmic scaling laws for both the transmission traffic and scheduling delay [42].

The scheme is constructed through two stages. In the first stage, the network is partitioned into groups with two sensor nodes. After information exchange within each group, adjacent groups are combined into a larger group within which, information exchanging between two representative nodes from the two original group is performed. After recursively performing group combination and information exchange for $\log N$ times, two nodes within the system have the sensor readings of the entire field while a hierarchical grouping structure is imposed on the network. Then in the second stage, the sensor readings are distributed in a top-down fashion of the hierarchical grouping structure, which is also performed in $\log N$ times.

### 12.5.5.3 Distributed Source Coding

When distributed source coding (e.g., Slepian–Wolf coding [20]) can be used for encoding the sensor readings, the problem of joint information routing with coding becomes trivial. This is because distributed source coding does not require explicit packet exchange among source nodes.

It is also argued by Cristescu et al. [8] that in this case, the problem of routing and coding can be decoupled. Moreover, the Shortest Path Tree turns out to the optimal tree structure. Naturally, the optimal
routing over this tree structure should have the property that the flow from the sensor node that is closest to the sink node must be the largest among the flow of all sensor nodes. Also, to ease the task of a global Slepian–Wolf coding, the authors proposed an approximation algorithm by grouping nodes into clusters and performing Slepian–Wolf coding within each cluster and Minimal Spanning Tree routing among clusters. In this case, the optimal clustering is conjectured to be NP-Hard.

12.6 A Broad View of Cross-Layer Optimization for Energy-Efficiency

We present this brief survey based on the system layers where the techniques are applied, including the hardware layer, physical layer, MAC layer, routing layer, and application layer. Note that although we have narrowed down our attention to only optimization techniques for energy-efficiency, this survey is by no means a complete list. Instead, we focus on the techniques that are listed in Table 12.1.

12.6.1 Hardware Layer

The most important hardware layer technique is the low-power circuit design for both CPU and radio modules, which has been addressed by a large body of literature [4,24]. Such low-power design gains energy-efficiency by: (1) developing dedicated low-power, low cost hardware modules for the expected low performance of sensor nodes, and (2) exploring tradeoffs between power consumption of the system and other performance metrics. The performance criteria for typical sensor nodes are around tens of MIPS for CPUs (e.g., 16 MIPS for the ATMEL ATmega128L processor [55] used in Berkeley Motes) and tens of Kbps for the radio modules, which are fairly low compared to the performance of usual PCs with commercial wireless LAN cards. This application-level requirement provides opportunities to design simple digital circuits, including digital signal processors (DSPs) and radio frequency (RF) circuits, with less power consumption.

We now discuss two important tradeoffs that have been explored at the hardware layer — the energy versus response time tradeoff and the energy versus delay tradeoff. The energy versus response time tradeoff is realized via shutting down the nodes in idle state [56,57], which is motivated by the well-known ACPI (Advanced Configuration and Power Interface) industry specification. Note that here we discuss the shutdown of the whole node; MAC layer radio sleep scheduling will be discussed in Section 12.6.3. The key points of the tradeoff lie in two aspects: (1) to select the appropriate shutdown mode based on the tradeoffs between shutdown duration and waking-up time/energy cost and (2) to determine the shutdown duration by exploring the tradeoffs between energy efficiency and possible event miss rate at application level. By converting the temporal event miss rate to the spatial percentage of coverage, the later tradeoff is also studied as the energy versus sensing coverage tradeoff [16,17].

Instead of reducing the operating duration of CPU by the shutdown technique, voltage scaling explores the energy versus delay tradeoff by running CPU at a lowered speed and longer operating duration with reduced supply voltage and operating frequency [36]. The key rationale is that the CPU power consumption is quadratically proportional to the supply voltage with delay being linearly inverse-proportional to the supply voltage, implying that the power-delay product increases with the supply voltage. Apparently, the energy versus delay tradeoff is meaningful for tasks with application-level real-time constraints, which are usually captured by setting a hard or soft deadline for each task. Various research efforts have proposed scheduling techniques for voltage scaling in uniprocessor systems [36,58–60] or multiprocessor systems [61–65].

A key question regarding the usefulness of the above CPU related techniques is the relative energy cost spent by CPUs compared to that of radio modules. One fact is that the energy cost to transmit one bit is typically around 500 to 1000 times greater than a single 32-bit computation [49,66]. Hence, for applications with simple functionality, striving for CPU energy-efficiency might not be worthwhile. However, we also envision the development of more advanced, computation-intensive NSSs applications within the near future. Moreover, it has been noted that for many high-end sensor nodes, the power
consumption of CPU is around 30 to 50% of the total power consumption of the system [33], which motivates energy minimization for CPUs with complex applications.

### 12.6.2 Physical Layer

At the physical layer, energy-efficiency is often optimized using techniques such as power control, rate adaptation, and adaptive coding that have a direct impact on the signal strength and interference at receivers.\(^2\) Such an impact eventually affects the network connectivity, topology, data transmission rate, and energy cost at the MAC layer, routing layer, and application layer. These complicated cross-layer effects make it difficult to isolate the tradeoffs involved with these techniques. Nevertheless, we can make a first-order classification that power control explores the tradeoff of energy versus connectivity and reliability, while rate adaptation and adaptive coding explore the tradeoff between energy and communication speed, or transmission delay.

The rationale behind these two tradeoffs can be explained using Shannon's law in wireless communication [67]. Consider an Additive White Gaussian Noise channel. This law states that the achievable communication rate is logarithmically proportional to the power at the receiver, which in turn is proportional to the transmission power at the receiver and decays with the transmission distance at a rate of \(d^\alpha\), where \(d\) is the radius and \(\alpha\) is the pass loss exponent between 2 and 6. Hence, increment of either the communication radius or rate leads to increased transmission power. Following the principle of delivering just enough performance, we would like to decrease power while maintaining just enough communication radius and data rate.

Power control was originally proposed for single-hop multiuser systems like the cellular system to maintain a given level of signal-to-noise quality to compensate for fading effects, thermal noise, and more importantly, mutual interference in the shared radio spectrum [68,69]. In the context of NSSs where multihop communication prevails, power control has been mainly used for determining an appropriate communication radius, which can be either common for all sensor nodes [70] or not [37]. Many research efforts have proposed power control schemes to reduce the communication radius and hence the power consumption while achieving global network connectivity [37,70–74]. Also, the tradeoffs between energy and reliability through power control is studied [75].

Rate adaptation (sometimes also referred to as modulation scaling [76]) and adaptive coding were also originally proposed for cellular systems or local wireless networks with the goal of throughput optimization [77,78]. The use of these techniques for scheduling packet transmission over a given channel with delay constraint is studied in Reference 38, with an optimal off-line algorithm similar to the one in Reference 36. The problem is then extended to a star structure with multiple downstream links [79] or routing tree based structure [9].

Recently, many research efforts are trying to analyze and utilize the joint impact of these two techniques on energy-efficiency and throughput optimization, and many times together with MAC layer transmission scheduling and routing layer decisions [10,75,80–82]. As it has been realized that energy-efficiency depends on factors spanning multiple layers, this is becoming a promising and hot research direction.

### 12.6.3 MAC Layer

The way that MAC layer techniques affect the energy-efficiency is mainly through the adjustment of transmission scheduling and channel access. A common way to do that is via sleep scheduling [11,83–85] from long time scale perspective or time-division multiple access (TDMA) [12,86] from short time scale perspective. Similar to the shutdown technique of CPUs, sleep scheduling also explores the energy versus response time tradeoffs in wireless communication. During many studies, the response time is translated to network or application layer transmission delay or throughput.

---

\(^2\) Power control is sometimes treated as a MAC layer technique since it affects the MAC layer topology.
The power aware multi-access protocol with signaling (PAMAS) protocol [83] is a simple incremental over the MACA protocol [87] by turning off the radios of nodes that cannot either transmit or receive given the current traffic in neighborhood. A more aggressive policy, S-MAC is proposed by Ye et al. [11], in which nodes determine their own sleep scheduling based on the sleep scheduling of neighboring nodes. To cope with the problem that the scheduling is predetermined in S-MAC, a more dynamic policy, T-MAC is proposed so that the scheduling of a node can be adapted on-the-fly based on transmission requests from neighbors [84]. While the above works are proposed for a general network topology, a scheduling policy dedicated to routing tree structure in NSSs is proposed in D-MAC [85]. The main advantage of D-MAC is that it facilitates a fully pipelined packet transmission over the routing tree by staggering the sleep scheduling of nodes.

Compared to the above adaptive sleep scheduling, TDMA provides a more strict, prespecified sleep scheduling. Tradeoffs between energy and delay as well as buffering size are studied in Reference 86. A novel performance metric of network diameter is studied by Lu et al. [12].

Another tradeoff explored by sleep scheduling is the energy versus topology tradeoffs, which in turn impacts concurrent transmission scheduling and channel access at the MAC layer and routing selection at the routing layer. Most of the research efforts along this line try to maintain a backbone style topology of the network such that the network remains connected with a minimum number of awake sensor nodes [14,15,88].

The Span protocol [14] uses a randomized method to elect so-called coordinator nodes to maintain a backbone connectivity with certain redundancy. The concept of virtual grid is proposed in GAF [15], the size of which is determined by the communication radius so that any nodes in two adjacent virtual grids can communicate with each other directly. The key point is then to ensure an active node in every virtual grid. In the STEM protocol [88], radios are proactivated by using either a paging channel with fixed duty cycle or a tone on a secondary channel, which provides extra means to explore the energy versus latency tradeoff.

### 12.6.4 Routing Layer

As previously mentioned, routing decision in NSSs is often jointly made with other factors, including connectivity determined by either power control at the physical layer or sleep scheduling at the MAC layer, and transmission scheduling at the MAC layer. Hence, many energy-efficient routing schemes are integrated as part of cross-layer optimization [10,75,80]. Besides the above fact, many routing schemes also explicitly consider details of performance metrics at lower layers. For example, the energy × delay metric is used to determine a data gathering substrate [89]; the expected number of transmissions (ETX) is used as a path metric for multihop transmission [90]; and the packet reception rate × distance metric is used to choose a forwarding node during routing [91]. In this context, various tradeoffs including energy versus transmission delay, number of hops, path length have been explored.

### 12.6.5 Application Layer

At the application layer, both energy-efficient signal processing algorithms [29,30] and adaptive-fidelity algorithms [92] have been studied for cross-layer optimization. The key idea is to trade the application-level information precision or accuracy for energy.

### 12.6.6 Putting It All Together

In Table 12.2, we illustrate the tradeoffs being explored by the aforementioned techniques. Note that it is often difficult, to clearly isolate different performance metrics involved in the tradeoffs. For example, transmission delay and reliability are closely related at both physical layer and routing layer, since transmission delay depends on both the time cost for each transmission and the expected number of re-transmissions, which is determined by reliability. Also, the radio sleep scheduling at MAC layer affects both transmission delay and throughput simultaneously. Hence, in many cases, it is necessary and helpful to understand the tradeoffs while taking multiple performance metrics into consideration.
TABLE 12.2  Examples of Cross-Layer Optimization Techniques and the Associated Tradeoffs

<table>
<thead>
<tr>
<th>System layer</th>
<th>Techniques</th>
<th>Tradeoffs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application</td>
<td>Energy-efficient signal processing</td>
<td>Energy versus information precision/accuracy</td>
</tr>
<tr>
<td></td>
<td>Adaptive fidelity algorithms</td>
<td>Energy versus information precision/accuracy</td>
</tr>
<tr>
<td></td>
<td>Joint routing and coding</td>
<td>Traffic versus delay</td>
</tr>
<tr>
<td></td>
<td>Tunable compression</td>
<td>Energy versus output size</td>
</tr>
<tr>
<td>Routing</td>
<td>Energy-aware routing</td>
<td>Energy versus delay/reliability/path length</td>
</tr>
<tr>
<td></td>
<td>Entropy-aware routing</td>
<td>Energy versus delay/routing complexity</td>
</tr>
<tr>
<td>MAC</td>
<td>Radio sleep scheduling</td>
<td>Energy versus delay/throughput/topology</td>
</tr>
<tr>
<td>Physical</td>
<td>Power control</td>
<td>Energy versus connectivity/topology/reliability</td>
</tr>
<tr>
<td></td>
<td>Rate adaptation</td>
<td>Energy versus delay</td>
</tr>
<tr>
<td></td>
<td>Adaptive coding</td>
<td>Energy versus delay/reliability</td>
</tr>
<tr>
<td>Hardware</td>
<td>Low-power circuit</td>
<td>Energy versus performance</td>
</tr>
<tr>
<td></td>
<td>Node sleep scheduling</td>
<td>Energy versus response time/sensing coverage</td>
</tr>
<tr>
<td></td>
<td>Voltage scaling</td>
<td>Energy versus delay</td>
</tr>
</tbody>
</table>

Moreover, the concrete interpretation of a single performance metric may vary across different levels. For example, delay at the application layer often refers to the end-to-end time duration for performing a specific task, such as, gathering information across the network. At the routing layer, delay usually refers to the time duration of transporting a packet over a path between two sensor nodes. At the physical layer, delay may refer to the time duration for packet transmission over a single link. However, link-wide delay at the physical layer and path-wide delay at the routing layer also affect system-wide delay at the application layer. Due to such an inherent relationship, we do not rigorously distinguish between these different interpretations.

Based on the table, we summarize two important issues in cross-layer optimization, which also refresh our motivation stated in Section 12.4.1.

First, it is worth noting that these optimization techniques are not independent. In fact, the behavior of certain techniques can change the optimization space and hence solution for other techniques. For example, the radio sleep scheduling at the MAC layer affects network topology, which in turn impacts the routing decision at routing layer. Also, the sleep scheduling affects channel access at MAC layer and hence signal interference at the physical layer, which is referenced while applying power control and rate adaptation techniques. Given such a complex inter-relationship, it is important to understand the impact of certain techniques across various stacks before applying it.

Second, one single performance metric observed by the users can be affected by techniques across different layers. For example, network topology is affected by both physical layer power control and MAC layer sleep scheduling. Also, application-level delay is co-determined by a series of techniques, including application layer joint routing and coding scheduling, routing layer decision, MAC layer sleep scheduling, physical layer packet transmission, and hardware layer CPU processing. If an application-level delay constraint is imposed by the user, the upfront question to explore the energy-delay at these different layers is how to break the application-level delay constraint into subconstraints for each individual layer. There is no easy answer for this question unless a cross-layer optimization technique can be developed to integrate the tradeoffs at different layers.

12.7  Future Directions

We envision the following list of future directions from perspectives spanning theoretical study, system design, and real implementation:

1. *Scaling laws for traffic, energy, and delay*: While certain efforts have been made to partially answer this question [18,19,42], this theoretical bound remains open. This bound is crucial to understand
the operating region or capacity of NSSs, including answers to questions such as “what is the highest frequency and what is the minimal energy cost for gathering information across the network?,” which are fundamental to the design and implementation of any optimization techniques.

2. **Optimization for heterogeneous networks**: One of the trends in NSSs is to deploy heterogeneous sensor nodes in a mixed fashion. Sensor nodes with strong capability will serve as main platforms of signal processing and data routing, while sensor nodes with weak capability will serve as guarding nodes or sensing nodes. Intuitively, heterogeneous deployment is particularly suitable for cluster-based networks with each cluster centered around a strong sensor node. How to adapt existing optimization algorithms and techniques to handle such heterogeneous systems becomes an important and challenging research topic.

3. **Consideration for networks with mobile nodes**: Another trend in NSSs is the integration of mobile nodes into the traditionally static network [93]. The presence of mobile nodes will change the basic method for routing information across the network, implying a possible integration of existing results in mobile ad hoc networks together with coding techniques for correlated information source. Also, mobile nodes will affect the decomposition of system energy cost — a large portion of the system energy will be spent on moving the sensor nodes. This change will inevitably shift the research focus for energy-efficiency.

4. **Integration of and coordination among various techniques**: While most of the techniques discussed in this chapter have been developed with the goal of cross-layer optimization, it is hard to say that any of them has completely addressed the cross-layer effects of the proposed techniques. A comprehensive view is hence desired to assess the aggregated effects of these techniques, which is possible only after a systematic integration of various techniques.

5. **Formal and systematic design methodologies**: As we have stated before, the advantage of cross-layer optimization comes at the expense of increased complexity in design process. To cope with such a challenge as well as the increasingly application complexity, formal design methodologies become crucial. This requires the development of unified system models at various layers, which also provide systematic mechanisms for information sharing and coordinated optimization across layers. Intuitively, certain compromise between the design space and design complexity is expected.

6. **Validation in real-life systems**: The complicated inter-relationship among various optimization techniques can only be fully understood through experiments on real-life systems. However, a somewhat disappointing reality is that very few of the existing techniques have been validated through this step. We believe that the future of NSSs heavily depends on the advancements in real system implementation and commercially practical applications within these very few years.
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In the last two decades, the advent of mobile telephony has changed the way we live and work, and has had an enormous impact on the telecommunications market, influencing the whole Information and Communications Technologies (ICT) sector.

The two most peculiar characteristics of mobile telephony lie in the cellular approach for the radio coverage of the area in which service is offered, and in the algorithms to support mobility. The cellular radio coverage allows the reuse of radio resources, thus increasing the size of the population that can be served; the support of mobility drastically expands the usage and the appeal of telephony services.

In a mobile telephony network, the area where service is offered is divided in small regions called cells (i.e., the origin of the term cellular telephony); each cell is served by a different base station, which provides the radio resources to carry the telephone traffic of the users in the cell. Depending on the considered cellular system, radio resources are shared between users according to different schemes, based on frequency, time, or code division, or, more frequently, a mix of these techniques. Regardless of the adopted technique, it is possible to define the elementary unit of radio resource, the radio channel, as the one that implements the wireless local loop, allowing the establishment of a circuit for a telephone call.

The fact that radio channels can be shared among users in a cell is quite a significant system improvement with respect to fixed telephony. Indeed, this drastically increases the local loop utilization, thus eliminating one of the main inefficiencies of traditional telephone networks.
Mobility implies that users can roam in the service area while accessing the telephony service. An active user, that is, a user that has established a telephony connection, and that roams from a cell to another, must execute a handover procedure, transferring the call from the radio channel in the old cell to a channel in the new cell, without interrupting the call.

Since a mobile telephony network is almost invariably far too complex to be analyzed and studied as a whole, its design and planning are typically decomposed into two tasks. The first task consists in finding a feasible allocation of the available radio channels to cells; this task is made difficult by the limited total number of radio channels and the many physical constraints. In the second task, cells are considered one by one. By taking into account the users’ needs and behavior, the second task computes the number of channels to be activated in each cell, so as to obtain acceptable performance while providing the desired quality of service (QoS) to users.

A complete design and planning procedure may require several iterations between these two tasks. Thus, the models for the cell analysis (the second task mentioned above) should be as simple as possible, so that they can be efficiently solved and possibly introduced in complex tools for mobile telephony network design and planning. The focus of this chapter is on the development of such models.

For the development of models of cells, the following assumptions will be made:

- Radio channels are exclusively employed by one user at a time for the whole duration of the service.
- The dynamics, which drive the users behavior are:
  - The generation of new service requests.
  - The termination of a service in progress.
  - The users’ movements in the service area. Movements translate into the generation of incoming handover requests (an active user enters the considered cell from a neighboring cell) and outgoing handover requests (a user with a call in progress moves from the considered cell to a neighboring cell).

Besides being as simple as possible, the cell models should also be reliable enough to accurately predict the behavior of the cell. In particular, models should provide answers to two classes of questions:

- **Performance evaluation.** Given the characteristics of the users’ behavior and the number of channels in the cell, what is the performance of the cell? Among the considered performance metrics are: (i) the average number of active calls within a cell, which is an indirect metric of the revenues generated by the installed equipment; (ii) the probability that a new call cannot be established due to the lack of free radio channels, which must be kept small, specially if multiple operators offer mobile telephony services in the same area; (iii) the probability that a call in progress is dropped, which must be kept very low, in order to avoid user dissatisfaction.
- **Design.** Given the characteristics of the users’ behavior and given some design objectives, how many radio channels should be activated in the cell in order to meet the design objectives? Typical design objectives are the guarantee that the new call blocking probability and the call dropping probability are below some specified target value.

In the next sections we discuss analytical models for performance evaluation and design of cells in a mobile telephony network. The first presented model is named the basic model. This model is extremely simple, especially for what concerns the description of the users’ mobility, but it allows us to introduce the general modeling methodology and explain how such a model can be used for the cell performance evaluation and design. A more accurate description of the users’ mobility is included in the model presented in Section 13.2. By allowing the investigation of the impact of mobility on the cell performance, this model points to the need for enhancements in the channel allocation policy. An enhanced allocation policy is then discussed in Section 13.3, that considers the case of channel reservation to incoming handovers. Further extensions of the cell model are described in Sections 13.4 and 13.5.
13.1 The Basic Model

The basic model for the performance analysis of a cell in a mobile telephony cellular network is based on the M/G/C/0 queue, which has already been used to study and dimension telephone systems for almost a century. Customers of the queue represent telephone calls: the arrival of a new customer corresponds to a request of a telephone call between two users, one of which resides in the cell under analysis. The request can either refer to a new call to be activated, or to an incoming handover request, that is, to a call that is already active in a neighboring cell and needs to be transferred to the cell under analysis. Servers represent the traffic channels available in the cell; usually, one traffic channel is requested to set up a telephone call. The customer’s service time is the interval during which the telephone call uses the channel of the considered cell, and is usually referred to as the channel holding time. The lack of a waiting line in the queue is due to the typical policy adopted in telephony: a call is set up as long as resources are available; and it is rejected, or blocked, if no channel is free.

The following assumptions and notation will be adopted:

- Customers arrive at the queue according to a Poisson process with parameter $\lambda$.
- The customer service time $S$ is distributed according to $F_S(t)$, with mean value $E[S]$.
- The queue load, or traffic intensity, is $\rho = \lambda E[S]$.
- The probability that the number of customers in the queue is equal to $i$ is denoted by $\pi(i)$.
- The mean value of the number of customers in the queue is $E[A]$.
- The probability that a call is blocked is denoted by $B$.

The Poisson assumption for incoming traffic is the one that has been traditionally used for dimensioning telephone networks. While it is reasonable to assume that the collective behavior of the large population of users of the fixed telephony service can be accurately described by a Poisson process, the much smaller number of users in a cell may in some cases reduce the accuracy of this assumption. In addition, care is needed in the selection of the Poisson process parameter. Typically, the average peak hour traffic intensity was used for the design of fixed telephone networks; the rationale behind this choice is that a conservative design leading to some network over-dimensioning is preferable to the service deterioration under critical traffic conditions. When dimensioning cellular networks, however, the choice becomes more difficult. Indeed, one of the most critical aspects of cellular networks is the limited availability of radio channels, which makes the choice of over-dimensioning unfeasible. Moreover, the natural variability of telephone traffic is amplified by the user mobility: for example, the traffic intensity moves together with users in their commuting to work places in the morning, creating traffic peaks at rush hours at railway and public transportation stations; also, very high traffic peaks can be generated in correspondence of sport matches or rock concerts. Nonetheless, the Poisson assumption is the one that is normally adopted in most of the analytical models proposed in the literature for cellular networks; see Section 13.6 for a discussion of previous literature.

The choice of the distribution of the service times is another critical aspect of the model development, since it jointly accounts for the user mobility and for the duration of the service. As discussed in Section 13.6, many authors derived expressions or approximations for the service time distribution, based on different assumptions for the user behavior, and for the structure of the cellular network.

The solution of the M/G/C/0 queue provides the following expressions:

$$\pi(i) = \frac{\rho^i / i!}{\sum_{j=0}^{C} \rho^j / j!} \quad (13.1)$$

$$B = \pi(C) = \frac{\rho^C / C!}{\sum_{j=0}^{C} \rho^j / j!} \quad (13.2)$$

Equation (13.2) is the well-known Erlang-B formula and is often denoted by $B(\rho, C)$. 
Procedure 1. Erlang-B

/* Input parameters:
   load: rho
   number of channels: C */
/* Output values:
   probabilities that i calls are active: vector pi
   blocking probability: B */

pi[0]=1; /* p is a vector with C+1 elements */
total=pi[0]; /* normalization constant to be computed */
for(i=1; i<=C; i++) { /* loop for the computation of the probabilities \( \pi(i)'s \) to be normalized */
   pi[i]=pi[i-1]*rho/i;
   total+=pi[i];
}
for(i=0; i<=C; i++) /* loop to normalize the vector p */
   pi[i]=pi[i]/total;
B=pi[C]; /* blocking probability */

FIGURE 13.1 Procedure for the computation of the Erlang-B formula.

FIGURE 13.2 Basic model: blocking probability \( B \) versus the traffic load \( \rho \), for different values of the number of available channels \( C \).

Given a value of the load \( \rho \) and of the number of available channels \( C \), the performance evaluation of the cell is directly obtained by the computation of (13.1) and (13.2). Equation (13.2), in particular, is a measure of the quality of service received by users. When \( B \) is large, a user's request undergoes a large blocking probability: the user cannot access the telephony service, and is thus dissatisfied. The procedure reported in Figure 13.1 provides guidelines for the efficient solution of the model.

Besides being efficient, the derivation of the term \( \pi(i) \) from \( \pi(i-1) \) in the algorithm of Figure 13.1 avoids the numerical problems, which may arise from the direct computation of factorials and powers.

The blocking probability is plotted in Figure 13.2 versus the cell traffic load, for different values of the number of available channels \( C \). Clearly, the blocking probability decreases for increasing number of
channels, and increases with the traffic load. From the point of view of the system designer, this means that, in order to provide good QoS to users (i.e., low values of the blocking probability) a large investment is needed (i.e., the cell must be equipped with a large number of channels).

The distribution of the number of busy channels for $C = 16$ and different values of the traffic load is reported in Figure 13.3. Large values of the load make the mass of the probability distribution move toward large values, and the average number of busy channels $E[A]$ increases. This means that the radio resources are well exploited, at the cost of a worse service provided to users.

As already mentioned, the typical cell design problem consists in the computation of the minimum number of channels $C$ which is necessary to guarantee that the blocking probability is smaller than a target value $B^*$, under given traffic conditions. The solution of this problem requires the inversion of the Erlang-B formula in (13.2), so that $C$ can be expressed as a function of $\rho$ and $B$. Unfortunately, no closed-form formula exists for this, and a numerical solution is needed. A procedure for the solution is shown in Figure 13.4.

In order to be efficient, the algorithm is based on the iterative computation of $B$ for growing values of $C$. Starting from $B(\rho, 0) = 1$, $B(\rho, k)$ is computed from $B(\rho, k - 1)$. The procedure stops as soon as the blocking probability becomes smaller than the target $B^*$, and the corresponding value of $k$ is the desired number of channels.

Figure 13.5 shows the results for different values of the constraint $B^*$ versus increasing values of the load. The smaller the value of $B^*$, the larger the number of required channels: the increase of the number of required channels is the cost to be estimated in order to improve the quality of the provided service. For the same cases, the actual blocking probability perceived by users is plotted in Figure 13.6. As expected, the constraint on $B$ is always satisfied; the oscillating behavior of the curves is due to the discretization on the number of radio channels, which must be an integer.

### 13.2 Modeling Mobility

Since mobility is a fundamental aspect of cellular systems, the inclusion of mobility in the models is a crucial issue. In the basic model that we presented in the previous section, mobility is not described in detail: no distinction is made between the generation of a new call and the arrival of an incoming handover, and the possibility that users roam out of the considered cell is implicitly accounted for only by the distribution of the channel holding time. In order to explicitly describe mobility, some enhancements to the basic model are necessary.
Procedure 2. Inverse of the Erlang-B

/* Input parameters: 
   load: rho
   target blocking probability: Btarget */
/* Output value: 
   number of channels: C */

C=0;
/* To be computed */
Num=Den=1; /* Numerator and denominator of the expression for B */
B=1; /* Initial value: blocking probability when C=0 */
while(B>Btarget){
   C+=1;
   Num=Num*rho/C; /* Numerator of the expression for B, for the new value of C */
   Den=Den+Num; /* Denominator of the expression for B, for the new value of C */
   B=Num/Den;
}

FIGURE 13.4 Procedure for the cell design through the basic model.

FIGURE 13.5 Basic model: number of channels needed to guarantee blocking probability smaller than the target \( B^* \) under a given traffic load.

13.2.1 Arrival Process

A distinction is introduced in the model between new calls and incoming handover requests, based on the following assumptions:

- The process of new call requests is Poisson, with parameter equal to \( \delta \).
- The process of incoming handover requests from other cells is Poisson with rate \( \gamma \).

The aggregate process of connection requests is thus given by the superposition of two (independent) Poisson processes, which is a Poisson process with rate

\[
\lambda = \delta + \gamma.
\]
When modeling a system, the value of the parameter $\delta$, which is a measure of the fresh traffic, can be estimated in terms of the user’s density and behavior, of the size of the cell, and so on; when available, $\delta$ can also be estimated by measurements on real systems. In the case of traditional telephony, for example, the new call request generation rate is usually estimated by measurements performed during the peak traffic hour. The value of $\gamma$, instead, depends on the user mobility, on the size and geometry of the cell and, above all, on the traffic intensity in neighboring cells. Indeed, given the user mobility, the flow of incoming handovers increases with the number of active connections in neighboring cells.

13.2.2 Channel Holding Time

For an accurate description of the channel holding time, it is necessary to distinguish between:

- Call duration
- Dwell time, which is the time spent by a user in a cell.

In the literature, it is often assumed that both the call duration and the dwell time are random variables with negative exponential distribution, and with parameters $\mu_d$ and $\mu_h$, respectively.

The channel holding time is the time for which a call is active in the considered cell, that is, it is the interval between the activation of the call in the cell (because either a new call is set up or an incoming handover is performed successfully), and the channel release. Two events can be responsible for the channel release: (i) the call terminates, or (ii) the user moves to a neighboring cell and performs an outgoing handover.

Denoted by $X$ the call duration, by $D$ the dwell time, and by $S$ the channel holding time. The distribution of $S$ can be derived from that of $X$ and $D$ by considering the two following cases for the instant in which the channel holding time starts:

- A new call is generated. From the instant in which the call is set up, the channel holding time lasts until the channel release, which occurs as soon as either the call terminates or the user exits the cell. The channel holding time is given by

$$S_1 = \min(X, D)$$

Due to a well-known property of exponentially distributed random variables, the distribution of $S_1$ is negative exponential, with parameter $\mu = \mu_d + \mu_h$. 

![Graph showing blocking probability vs. load for different blocking probabilities](image-url)
An incoming handover is successfully performed. The channel holding time is the time between the transfer of the active call in the current cell to the channel release:

\[ S_2 = \min(X^{(r)}, D) \]  

(13.5)

where \( X^{(r)} \) is the residual call duration, that is, the time left to complete the call when the user enters the considered cell. The memoryless property of exponential distributions makes \( X^{(r)} \) distributed as \( X \). Thus, \( S_2 = \min(X, D) \), that is, \( S_2 \) is distributed as \( S_1 \).

By combining these two cases, we can conclude that the distribution of \( S \) is negative exponential with parameter \( \mu = \mu_d + \mu_h \).

When modeling a system, the parameter \( \mu_d \) is set by estimating the average call duration \( 1/\mu_d \); usually, a value of \( 1/\mu_d \) equal to 3 min is assumed. The parameter of the dwell time \( \mu_h \) can instead be set based on the estimation of the average speed of the users and of the size of the cell.

Given the exponential assumptions for the call duration and the dwell time, some further considerations can be made about mobility. The probability that the channel holding time expires because of a handover, rather than a call completion, is given by

\[ H = \frac{\mu_h}{\mu_d + \mu_h} \]  

(13.6)

Moreover, in a network where all cells are equal, the distribution of the number of handovers per call is geometric with parameter \( H \): the probability that a call requests exactly \( h \) handovers is given by

\[ P \{ h \ \text{handovers} \} = H^h (1 - H) \]  

(13.7)

The mean number of handovers per call is equal to \( E[H] = 1/(1 - H) \).

### 13.2.3 The Model

Given the above assumptions, the model of the cell is now a M/M/C/0 queue, with load \( \rho = \lambda/\mu \). Similar to the previous model, the solution is given by (13.1) and (13.2).

Since both \( \gamma \) and \( \mu_h \) describe mobility by means of handovers, they should be carefully set so that they consistently model the same phenomenon. The behaviors of neighboring cells are indeed correlated by means of handovers: an incoming handover at a given cell is, at the same time, a channel release for a neighboring cell. An approach, which is commonly adopted in the literature [17], is to balance the incoming and the outgoing handover flow rates, so that, on average, the number of outgoing and incoming handovers per time unit is the same. The rational behind this assumption is that cells, which are close to each other tend to have the same average behavior, and, in particular, they have the same handover flow rates. This implies that, for a given cell, the average number of incoming handovers in the time unit, \( \gamma \), is equal to the average number of outgoing handovers in the time unit. Let \( \gamma^{(o)} \) denote the outgoing handovers flow rate. The handover flow balance relation is \( \gamma = \gamma^{(o)} \).

In order to compute \( \gamma^{(o)} \) from the M/M/C/0 model of the cell, consider the departure process from the queue. At steady state, the average number of departures in the time unit is equal to \( \lambda \cdot (1 - B) \). The fraction of departures due to a handover (rather than a call termination) is given by \( H \), with \( H \) as in (13.6). By combining these two relations, the flow rate of outgoing handovers is given by

\[ \gamma^{(o)} = \lambda (1 - B) H \]  

(13.8)

\[ = \frac{(\gamma + \delta) \mu_h (1 - B)}{\mu_d + \mu_h} \]  

(13.9)
Procedure 3. Handover flow balance

/* Input parameters:
   new call arrival rate: delta
   parameter of the distribution of call duration: mu_d
   parameter of the distribution of dwell time: mu_h
   number of channels: C */
/* Output values:
   average incoming and outgoing handover flow: gamma
   blocking probability: B */

gamma=0; /* Initial guess for the incoming handover flow */
err=1; /* Initial error on the value of gamma */
eps=0.001; /* Desired accuracy on the evaluation of gamma */
while(err>eps){
    rho=(gamma+delta)/(mu_d+mu_h);
    B=ErlangB(rho,C);
    /* Apply now the flow balance equation */
    gammaOut=delta*mu_h*(1-B)/(mu_d+mu_h);
    err=abs(gammaOut-gamma)/gammaOut;
    gamma=gammaOut;
}

FIGURE 13.7 Procedure for the solution of the model with handover flow balance.

By imposing that $\gamma = \gamma^{(0)}$ in (13.9), the flow balance relation becomes

$$
\gamma = \frac{\delta \mu_h (1 - B)}{(\mu_d + \mu_h)[1 - (1 - B)\mu_h/(\mu_d + \mu_h)]}
$$

(13.10)

Since $B$ depends on $\gamma$ and its expression is not invertible, a solution based on a fixed point approximation is needed for (13.10). A procedure that implements such solution is reported in Figure 13.7.

The above procedure consists in finding the crossing point of two functions. The first one is the Erlang-B, (13.2). Given $C$, the Erlang-B provides the blocking probability $B$ as a function of the load $\rho$, which, in its turn, is function of $\gamma$. The second function is the flow balance Equation (13.10), which provides $\gamma$ as a function of $B$. The existence and uniqueness of a crossing point between the two functions is guaranteed by their shape. The Erlang-B formula is a monotonically increasing function of $\gamma$, which starts from the value $B_0$ obtained for $\gamma = 0$, with $0 < B_0 < 1$, and tends to 1 for $\gamma$ increasing from 0 to infinity. The outgoing handover flow given by (13.10) is monotonically decreasing with $B$, reaching 0 for $B = 1$. As an example, observe the curves in Figure 13.8 obtained for $C = 8$, $1/\mu_d = 180$ s, $\mu_h = 5\mu_d$ and $\lambda = \mu_d + \mu_h$. The procedure looks for the crossing point of the two curves, whose coordinates represent the desired value of $\gamma$ and $B$.

13.2.4 Performance Metrics

The accurate description of the user mobility allows the computation of the failure probability, which is the probability that a call is not successfully terminated due to the failure of either a handover request or the initial set up at call generation, and of the dropping probability, which is the probability that a call, which is successfully set up at its generation is then forced to terminate before completion, due to a failed handover.

Assume that the behavior of neighboring cells is uncorrelated and that, on average, the blocking probability is the same. The failure probability $U$ can be computed as the complement to 1 of the
probability of successful completion, which can be expressed by considering the conditional probabilities that the call succeeds, given that it requires \( h \) handovers:

\[
1 - U = P\{ \text{access} \} \sum_{h=0}^{\infty} P\{ \text{success} \mid h \text{ handovers} \} P\{ h \text{ handovers} \}
\]

(13.11)

where the term \( P\{ \text{access} \} \) accounts for the probability to successfully access the system at the call generation. It results,

\[
U = 1 - \sum_{h=0}^{\infty} (1 - B)^{h+1} H^h (1 - H)
\]

(13.12)

\[
= 1 - \frac{(1 - B)(1 - H)}{1 - (1 - B)H}
\]

(13.13)

Similarly, the dropping probability \( D \) can be derived as:

\[
1 - D = \sum_{h=0}^{\infty} P\{ \text{success} \mid h \text{ handovers} \} P\{ h \text{ handovers} \}
\]

(13.14)

from which,

\[
D = 1 - \sum_{h=0}^{\infty} (1 - B)^h H^h (1 - H)
\]

(13.15)

\[
= 1 - \frac{(1 - H)}{1 - (1 - B)H}
\]

(13.16)

From the solution of the model, it is now possible to study the impact of mobility on the performance of the system.

The dropping probability is plotted in Figure 13.9 versus the traffic load for different values of the average number of handovers per call. The nominal load on the x-axis is given by \( \delta/\mu_d \), and represents
the amount of work per cell required to satisfy the users’ traffic. The dropping probability increases with mobility, since large numbers of handovers per call make handover failures more likely. Notice that the impact of mobility is remarkable. For example, consider the case of nominal load equal to 10. The system provides an acceptable value of the dropping probability (about 2%) under the assumption that $E[H] = 1$, while the dropping probability is as large as 10% if mobility is ten times higher. This implies that, depending on the environment in which the cellular network is operating (urban, suburban, highway), different choices for the cell dimensioning should be taken.

Under the same scenarios, Figure 13.10 shows the blocking probability. Observe that the blocking probability decreases as mobility increases, which, at a first sight may seem a counter-intuitive result. This behavior is a side effect of the fact that highly mobile terminals undergo a large probability of prematurely dropped calls: since a forced call termination reduces the time the user spends in the system, it also reduces the actual load in the cell, from which a smaller blocking probability results. This phenomenon is confirmed by Figure 13.11, which reports the actual load per cell, $\rho$: the reduction due to high mobility is clearly visible.
FIGURE 13.11 Model with handover flow balance: actual load versus nominal load; with $C = 16$ and different degrees of mobility.

Procedure 4. Dimensioning with handover flow balance

```c
/* Input parameters:
new call arrival rate: delta
parameter of the distribution of call duration: mu_d
parameter of the distribution of dwell time: mu_h
target dropping probability: Dtarget */
/* Output value:
number of channels: C */

C=0;
H=mu_h/(mu_d+mu_h);
D=1;
while(D>Dtarget){
    C+=1;
    B=ModelHandoverBalance(delta,mu_d,mu_h,C);
    D=1-(1-B)*(1-H)/(1-(1-B)*H);
}
```

FIGURE 13.12 Procedure for the cell design through the model with handover flow balance.

Similar to what was previously done, the model can be used to dimension the cell and to find the number of channels that are needed to satisfy a given QoS target. The QoS target can be expressed in terms of blocking probability and dropping probability, which is a measure closer to the actual quality perceived by the end user. As an example, in the procedure shown in Figure 13.12, the dimensioning aims at satisfying a given target dropping probability; the procedure calls Procedure 3 (named `ModelHandoverBalance` in the figure), which solves the model with handover flow balance.

## 13.3 Channel Reservation

Since radio resources are scarce and precious, they must be carefully exploited in order to provide the best possible QoS to users. In wired telephone systems, quality degradation is primarily due to blocking; that
is, the user cannot access the system due to the unavailability of resources. In cellular systems, besides
blocking, dropping of a call in progress due to a handover failure may also occur. From the point of view
of a user, this event is even worse than blocking, because it produces an interruption of a service, which is
in progress. Thus, in an attempt to reduce handover failures, network operators usually adopt policies to
favor handovers over new call requests; one of the simplest policies is channel reservation. Let \( C_h \) be
the number of channels reserved to handovers out of the \( C \) channels available in the cell. While handovers
are set up as long as a channel is free, a new call request is satisfied only if more than \( C_h \) channels are
to; thus, new call and handover requests are blocked with different probability. By properly choosing \( C_h \),
the tradeoff between new call blocking probability and dropping probability can be decided.

Under the Markovian assumptions already made for the previous model, a continuous-time Markov
chain can be developed to describe the behavior of the system. The state \( s \) of the Markov chain represents
the number of busy channels, or active calls in the cell; \( s \) ranges between 0 and \( C \). The state transition
diagram of the Markov chain is reported in Figure 13.13. When 0 \( \leq s < C - C_h \), the arrival of both a
new call or a handover request can be satisfied. In the Markov chain this is modeled by a transition from
state \( s \) to state \( s + 1 \); the rate of the transition being given by the rate of the associated Poisson process,
\( \gamma + \delta \). When \( C - C_h \leq s < C \), the number of available channels is smaller than \( C_h \), new call requests
are blocked and only handovers can enter the cell. Correspondingly, the Markov chain moves from \( s \) to
\( s + 1 \) with rate \( \gamma \). In state \( s = C \) both new calls and handovers are blocked. From state \( s \), with \( s > 0 \),
the channel release is represented by the transition to state \( s - 1 \), which occurs with rate \( s(\mu_h + \mu_d) \).

The steady-state probability \( \pi(s) \) that \( s \) channels are busy is

\[
\pi(s) = \pi(0) \begin{cases} 
\frac{1}{s!} \left( \frac{\gamma + \delta}{\mu_h + \mu_d} \right)^s & \text{for } s \leq C - C_h \\
\frac{1}{s!} \left( \frac{\gamma + \delta}{\mu_h + \mu_d} \right)^{C - C_h} \left( \frac{\gamma}{\mu_h + \mu_d} \right)^i & \text{for } s = C - C_h + i \text{ and } 0 < i \leq C_h 
\end{cases}
\]

\[\pi(0) = \left( \sum_{s=0}^{C-C_h} \frac{1}{s!} \left( \frac{\gamma + \delta}{\mu_h + \mu_d} \right)^s \right) \left( \frac{\gamma}{\mu_h + \mu_d} \right)^{C - C_h} \sum_{i=1}^{C_h} \frac{1}{(C - C_h + i)!} \left( \frac{\gamma}{\mu_h + \mu_d} \right)^i \right)^{-1} \quad (13.17)\]

The blocking probability of new calls is given by the probability that the system is in the state \( s \geq C - C_h \),

\[B_n = \sum_{s=C-C_h}^{C} \pi(s) \quad (13.19)\]

The blocking probability of a handover request is

\[B_h = \pi(C) \quad (13.20)\]

which, as expected, is always larger than \( B_n \).

As for the previous model, the incoming handover rate \( \gamma \) can be computed by imposing that at steady-
state the incoming and outgoing handover flow rates are the same. The outgoing handover flow rate is
given by
\[ \gamma^{(0)} = H[\gamma(1 - B_h) + \delta(1 - B_n)] \]  
(13.21)

The procedure for the derivation of the handover flow rate (skipped here for the sake of brevity) is simply obtained from Procedure 3 by properly changing the computation of the blocking probability.

The failure and dropping probabilities can now be derived as in (13.11) and (13.14), where \( P\{\text{access}\} \) is equal to \( 1 - B_n \) and \( P\{\text{success} \mid h \text{ handovers}\} \) is \((1 - B_h)^h\),

\[ U = 1 - (1 - B_n) \sum_{h=0}^{\infty} (1 - B_h)^h H^h (1 - H) \]  
(13.22)

\[ D = 1 - \frac{(1 - H)}{1 - (1 - B_h)H} \]  
(13.23)

\[ D = \frac{(1 - H)}{1 - (1 - B_h)H} \]  
(13.24)

In Figure 13.14 and Figure 13.15, the new call blocking probability and dropping probability are plotted versus the nominal load for different values of the number of channels reserved to handovers when the cell has \( C = 16 \) channels and the average number of handovers per call is \( E[H] = 5 \). When \( C_h = 0 \), the new call blocking probability is significantly smaller than the dropping probability \( D \), which is quite large, about 1% for nominal load as low as 7. By increasing the value of \( C_h \), the dropping probability decreases, while the blocking probability increases. The choice of \( C_h \) is made so as to properly trade-off between these two performance metrics.

In order to do so, it can be convenient to provide a definition of the user satisfaction or dissatisfaction, which jointly accounts for both the new call blocking and dropping probabilities. Since, as already mentioned, from the point of view of the user, a forced termination of a call in progress is worse than a new call blocking, a simple metric of the user dissatisfaction can be given by: \( B_n + \alpha D \), with \( \alpha > 1 \). In Figure 13.16 we plot the user dissatisfaction with \( \alpha = 10 \), versus increasing values of the number of channels reserved to handovers, \( C_h \), when \( C = 16 \), and the nominal load is equal to 14. The optimal value of \( C_h \) is the one

![Figure 13.14](image_url)

**Figure 13.14** Model for channel reservation: new call blocking probability versus nominal load, for different values of \( C_h \), with \( C = 16 \) and \( E[H] = 5 \).
which minimizes the user dissatisfaction. For example, $C_h = 3$ is the optimal choice when the mobility is low, that is, $E[H] = 1$; while a value as large as 9 should be chosen when $E[H] = 10$.

Similar results are plotted in Figure 13.17, for $E[H] = 5$ and different values of the load.

In the case of channel reservation, the cell dimensioning procedure has two outputs: the number of channels in the cell, $C$, and the number of channels reserved to handovers, $C_h$. QoS constraints can now be specified in terms of target values for some of the following metrics: the new call and the handover blocking probability, the dropping probability, the failure probability. Alternatively, QoS guarantees can be specified in terms of a maximum allowable value for the user dissatisfaction, where dissatisfaction can be defined, for example, by $B_n + \alpha D$.

The procedures to find a solution to the dimensioning problem are based on the inversion of the model presented above; that is, on the solution of the model for different values of $C$ and $C_h$. As an example, Figure 13.18 reports a procedure whose objective is to find $C$ and $C_h$, which guarantee target values of the new call blocking probability and of the dropping probability.
Dissatisfaction function:
\[ B_n + 10D \]

**FIGURE 13.17** Model for channel reservation: user dissatisfaction versus the number of channels reserved to handovers, \( C_h \), for different values of the nominal load, with \( C = 16 \) and \( E[H] = 5 \).

---

**Procedure 5. Dimensioning with channel reservation**

```c
/* Input parameters:
    new call arrival rate: delta
    parameter of the distribution of call duration: mu_d
    parameter of the distribution of dwell time: mu_h
    target dropping probability: Dtarget
    target new call blocking probability: Btarget */
/* Output values:
    total number of channels: C
    number of channels reserved to handovers: Ch */
C=1;
Ch=0;
H=mu_h/(mu_d+mu_h);
B=1;
while(B>Btarget){
    C+=1;
    Ch=0;
    B=ModelHandoverBalance(gamma,mu_d,mu_h,C);
    D=1-(1-B)*(1-H)/(1-(1-B)*H);
    if(B<Btarget)
        while(D>Dtarget){
            Ch+=1;
            B=ModelHandoverBalance(delta,mu_d,mu_h,C);
            D=1-(1-B)*(1-H)/(1-(1-B)*H);
        }
}
```

**FIGURE 13.18** Procedure for the solution of the model of a cell with channels reserved to handovers.

The procedure works as follows. First, the minimum value of \( C \) that guarantees the target \( B_n \) is found, by setting \( C_h \) to 0. Then, given the current value of \( C \), the smallest value of \( C_h \) is searched, such that the constraint on \( D \) is also met. Once \( C_h \) is found, the constraint on \( B \) is checked again. Indeed, while increasing \( C_h \), the value of \( B_n \) too increases. If the constraint on \( B_n \) is not satisfied, the procedure is repeated with \( C + 1 \), and \( C_h = 0 \).
13.4 Model Extensions

The cell model can be further enhanced, so as to describe more complex scenarios. In this section we first describe a generalization that allows considering several different classes of users. Then, we exploit this generalization to also consider the case of services with different bandwidth requirements. Finally, we discuss the case of finite user population.
13.4.1 Classes of Users

The models presented so far describe the behavior of the whole user population by means of exponentially distributed random variables that model the general user mobility and call duration. When more accurate descriptions of the users behavior are needed, classes of users may be introduced with limited additional complexity. For example, the introduction of classes of users can be convenient for the following reasons.

1. Multiple services. Classes of users can be introduced in order to model the coexistence of different services, such as telephony and low-speed data transfer. Depending on the requested service, the typical duration of a connection changes, and classes of users are introduced in order to represent the different distributions of the call duration. Class $i$ users request a service whose call duration is described by a random variable with negative exponential distribution and mean value $1/\mu_{d,i}$. In this case, user mobility does not depend on the requested service, thus, the user dwell time is modeled by a random variable with negative exponential distribution and mean value $1/\mu_{h}$ for all user classes, and the channel holding time for class $i$ users is a random variable with negative exponential distribution and rate $\mu_{i} = \mu_{d,i} + \mu_{h}$. The arrival rate of requests typically depends on the considered service, and can be denoted by $\delta_{i}$.

2. Classes of mobility. In some scenarios, classes of users may be introduced to model the fact that groups of users exhibit very different degrees of mobility. As an example, consider the case of cellular telephony provided in a urban scenario; pedestrian users are very slow, much slower than users on vehicles. The mobility of class $i$ users is described by dwell times having negative exponential distribution with rate $\mu_{h,i}$, where $\mu_{h,i}$ is larger for faster users. In this case, call durations do not depend on mobility, and all classes of users have call durations with negative exponential distribution and rate $\mu_{i} = \mu_{d}$. Thus, the channel holding time for class $i$ users is a random variable with negative exponential distribution and rate $\mu_{i} = \mu_{h,i}$. The arrival rate of requests from class $i$ users is denoted by $\delta_{i}$.

Clearly, scenarios with classes of users exhibiting both different service times and different mobility can be also considered.

The model described in the previous section can be extended to deal with classes of users. Indeed, the system can be described by a M/M/C/0 queue with classes of customers or by a multidimensional continuous-time Markov chain.

Denote by $N$ the number of classes of users, distinguished on the basis of call duration and user mobility and by $\delta_{i}, \mu_{d,i},$ and $\mu_{h,i}$ the rate of new call arrivals, call duration, and dwell time for class $i$ calls. Denoted also by $\gamma_{i}$ the arrival rate of incoming handovers for active class $i$ calls.

The state of the cell is defined by the vector $\mathbf{s} = (s_{1}, s_{2}, \ldots, s_{N})$, where each component $s_{i}$ represents the number of active class $i$ calls. The model state space is

$$S = \left\{ \mathbf{s} \mid 0 \leq \sum_{i=1}^{N} s_{i} \leq C \right\} \quad (13.25)$$

The steady-state probabilities $\pi(\mathbf{s})$ for this system are computed as a product of the single-class solutions:

$$\pi(\mathbf{s}) = \pi(\mathbf{s}_{0}) \prod_{i=1}^{N} \frac{\rho_{i}^{s_{i}}}{s_{i}!} \quad \text{with} \quad \pi(\mathbf{s}_{0}) = \pi(0, 0, \ldots, 0) = \left( \sum_{\mathbf{s} \in S} \prod_{i=1}^{N} \frac{\rho_{i}^{s_{i}}}{s_{i}!} \right)^{-1} \quad (13.26)$$

where $\rho_{i}$ is the class $i$ traffic intensity,

$$\rho_{i} = \frac{\delta_{i} + \gamma_{i}}{\mu_{d,i} + \mu_{h,i}} \quad (13.27)$$
The blocking probability for class $i$ calls, $B_i$, is given by the sum of the probabilities of states in subset $S_i$ in which all channels are busy with active calls,

$$B_i = \sum_{\tau \in S_i} \pi(\tau) \quad \text{with} \quad S_i = \left\{ \tau \mid \sum_{j=1}^{N} s_j = C \right\}$$

(13.28)

The class $i$ outgoing handover flow rate is,

$$\gamma_i^{(o)} = (\delta_i + \gamma_i)(1 - B_i)H_i$$

(13.29)

with

$$H_i = \frac{\mu_{h,i}}{\mu_{h,i} + \mu_{d,i}}$$

(13.30)

The value of $\gamma_i^{(o)}$ must be found by balancing incoming and outgoing handover flow rates. The handover flow rate balance is needed for each class of users.

The dropping and failure probabilities are computed from (13.13) and (13.16) by substituting $B_i$ instead of $B$, and $H_i$ instead of $H$.

The average number of active class $i$ calls is given by

$$E[A_i] = \sum_{\tau \in S} s_i \pi(\tau)$$

(13.31)

### 13.4.2 Services with Different Bandwidth

A further generalization of the previous model with classes of users is needed in order to describe the coexistence of services with different bandwidth requirements. Consider, for example, the case of offering the High-Speed Circuit-Switched (HSCS) service in a cellular GSM system; or, consider a third generation system in which circuit-switched services can be allocated with different bandwidth. While a telephone call requires the allocation of just one channel, when a high-speed service request is generated, more than one channel must be allocated to the request. Since services are circuit-switched, these channels are employed by the user for the whole call duration, and are released all together, only at the call termination or after an outgoing handover. From the point of view of the model, this means that customers may require a different number of channels to be served.

$N$ classes of calls are distinguished, on the basis of three aspects: user mobility, call duration, and bandwidth requirements, which are expressed in terms of number of channels employed for the connection; let this number be $C_i$ for class $i$ calls. As before, the parameters which describe class $i$ calls are denoted by $\delta_i$, $\mu_{d,i}$, and $\mu_{h,i}$.

The state of the cell is defined by the vector $\tau = (s_1, s_2, \ldots, s_N)$, where $s_i$ represents the number of active class $i$ calls. Since each call of class $i$ requires $C_i$ channels, the model state space is given by

$$\mathcal{S} = \left\{ \tau \mid 0 \leq \sum_{i=1}^{N} C_i \cdot s_i \leq C \right\}$$

(13.32)
Compared to the previous model, the state space is now defined over a different set of states. In particular, what changes is the definition of the boundary conditions.

As an example, consider the case of a system in which two services are provided: telephony, which requires one channel per call, and data transfers, whose connections require two channels. The system is described by $N = 2$ classes of users, with bandwidth requirements specified by $C_1 = 1$ for telephony, and $C_2 = 2$ for data transfers. The Markov chain of the model is represented in Figure 13.21. In state $s = (s_1, s_2)$, $s_1$ voice calls and $s_2$ data connections are active. Voice calls are generated with rate $\lambda_1 = \delta_1 + \gamma_1$ and are accepted if at least one channel is available, that is, if $s_1 + 2s_2 < C$. Data connections, instead, are generated with rate $\lambda_2 = \delta_2 + \gamma_2$, and are accepted if at least two channels are available, $s_1 + 2s_2 < C - 1$. Thus, in the states such that $C - 1 < s_1 + 2s_2 < C$ (such as $(C - 1, 0)$ in the figure) only voice calls are accepted. For simplicity, an even number is assumed for $s_2$, so that the maximum number of active data connections is equal to $C/2$ when no voice calls are active. From state $(s_1, s_2)$, the termination rate of voice connections is equal to $s_1\mu_1$ with $\mu_1 = \mu_{d1} + \mu_{h1}$, and the termination rate of data connections is $s_2\mu_2$ with $\mu_2 = \mu_{d2} + \mu_{h2}$.

Coming back to the general case, the steady-state probabilities $\pi(\mathcal{S})$ are computed as the product of the single-class solutions as in (13.26) and (13.28); notice that the two cases differ in the state space, which is defined over a different set of possible states.

The blocking probability for class $i$ calls, $B_i$, is computed as the sum of the probabilities of states in $\mathcal{S}_i$, in which less than $C_i$ channels are free,

$$B_i = \sum_{\mathcal{S} \in \mathcal{S}_i} \pi(\mathcal{S})$$

with $\mathcal{S}_i = \left\{ \mathcal{S} \mid \sum_{j=1}^{N} C_j \cdot s_j > C - C_i \right\}$

(13.33)

In the above expression, the term $\sum_{j=1}^{N} C_j \cdot s_j$ provides the number of busy channels in state $\mathcal{S}$. Clearly, calls with larger bandwidth requirements (larger values of $C_i$) experience larger values of blocking probability.

The class $i$ outgoing handover flow rate is given by (13.29) and it is used for balancing incoming and outgoing handover flow rates. Again, the dropping and failure probability are computed from (13.13) and (13.16) by substituting $B_i$ instead of $B_i, H_i$ instead of $H_i$.

The average number of active class $i$ calls is given by

$$E[A_i] = \sum_{\mathcal{S} \in \mathcal{S}} s_i \pi(\mathcal{S})$$

(13.34)

while the average number of channels busy serving class $i$ calls is given by $C_i E[A_i]$.

In order to assess the impact of large bandwidth requirements on the cell performance, consider the two-service case, whose Markov chain model is shown in Figure 13.21, with $C = 16$. The data connection request arrival rate is half the arrival rate of telephone call requests; the average call duration of the two services are the same, so that the nominal traffic intensity $\delta_i/(\mu_{d1} + \mu_{h1})$ for data is half the one for telephony; however, in terms of channel load, since data require twice the channels of voice, the two services have the same nominal load.

Figure 13.22 reports the dropping and blocking probabilities for voice and data services, versus the nominal channel load of each class. As expected, the data service experiences larger blocking and dropping probabilities. For the same scenario, Figure 13.23 shows the average number of active calls for voice and data transfers (thick lines) and the average number of busy channels for data connections (thin dashed line); clearly, in the case of voice, the number of busy channels and active calls are the same. Due to the larger blocking probability, the number of busy channels for data is much smaller than the number of busy channels for voice.
13.4.3 The Finite Population Case

The tendency to reduce the cell size in mobile telephony cellular systems is due to two main reasons. On the one hand, in urban environments with high population density, the need to increase the network capacity leads to reuse frequencies as much as possible by means of small cells. On the other hand, a typical scenario foreseen for third generation systems is the provisioning of high-bandwidth services in tiny cells (called picocells) to users with very low mobility, or no mobility at all.

When the cell size is small, the implicit infinite population assumption, on which the Poisson arrival process is based, becomes unrealistic. Indeed, when users in a cell are few, the fact that some users are active, significantly reduces the number of users that may issue new call requests. Thus, an accurate description of the small cell case requires the development of a finite population model.
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Let \( K \) denote the population size, and let \( 1/\delta \) be the mean time between the instant in which a user terminates a call and the instant in which the same user issues the following request (we again adopt an exponential assumption). When \( i \) calls are active in the cell, \((K-i)\) are the users who may potentially generate a new call request; thus, \((K-i)\delta\) is the total call generation rate when \( i \) users are active in the cell. The average service time is equal to the average call duration \( 1/\mu_d \). The state-transition diagram of the Markovian model in this case is shown in Figure 13.24, where the state index corresponds to the number of active calls.

By denoting with \( \rho \) the ratio \( \delta/\mu_d \), the steady-state probabilities for this model are given by

\[
\pi(i) = \frac{K!}{i!(K-i)!} \rho^i \pi(0) = \binom{K}{i} \rho^i \pi(0) \tag{13.35}
\]

with

\[
\pi(0) = \left[ \sum_{i=0}^{C} \binom{K}{i} \rho^i \right]^{-1} \tag{13.36}
\]

Similarly to the basic model, the finite population model in Figure 13.24 does not explicitly account for handovers and mobility. While this is realistic for the picocell scenario mentioned earlier, in which users are not moving, mobility must be considered in the high population density scenario. A user entering the cell makes the population size increase, while a user roaming out of the cell makes it decrease. Although a detailed description of the system, calls for a model with variable population size, when \( K \) is significantly larger than \( C \), \( K \) can be assumed to be constant with little loss of accuracy. Let \( \gamma \) be the arrival rate of
incoming handover requests. In state \( i \), the total request arrival rate is given by \((K-i)\delta + \gamma\), and the service rate is \(i(\mu_d + \mu_h)\). Assuming that both incoming and outgoing handover requests leave the population size unchanged, the Markovian model becomes as shown in Figure 13.25.

The steady-state probabilities in this case are given by

\[
\pi(i) = \prod_{j=0}^{i-1} \frac{(N-j)\delta + \lambda}{(j+1)(\mu_d + \mu_h)} \pi(0) \quad \text{(13.37)}
\]

\[
\pi(0) = \left[ 1 + \sum_{i=1}^{C} \prod_{j=0}^{i-1} \frac{(N-j)\delta + \lambda}{(j+1)(\mu_d + \mu_h)} \right]^{-1} \quad \text{(13.38)}
\]

The incoming handover rate \( \gamma \) can be derived by balancing incoming and outgoing handover rates by means of a fixed point procedure, similar to those previously described.

Results for the case of a small cell in a high population density environment (i.e., with mobility) are reported in Figure 13.26 and Figure 13.27 for the blocking and dropping probability, respectively. Curves are labeled with the nominal load, in the case of population size equal to 100. For example, the value of \( \delta \) in the curve with load 16, is the one for which \(100 \cdot \delta / (\mu_d + \mu_h) = 16\). Clearly, a large population size corresponds to a high load, and both blocking and dropping probability increase with load.
13.5 A Model for Generally Distributed Dwell Times and Call Durations

Consider now a more general case in which we depart from the exponential assumptions used so far. In this case, besides having \( N \) different classes of calls distinguished on the basis of: (i) bandwidth requirements, (ii) user mobility, (iii) new call arrival rate, and (iv) call duration, dwell times and call durations have general distribution.

Let \( F_{D_i}(t) \) be the cumulative distribution function (CDF) of the random variable \( D_i \), which describes the dwell time for class \( i \) calls; let \( f_{D_i}(t) \) be the probability density function (pdf) of the same random variable. The duration of class \( i \) calls is specified by means of a random variable \( X_i \) whose CDF and pdf are denoted by \( F_{X_i}(t) \) and \( f_{X_i}(t) \), respectively. Bandwidth requirements are expressed in terms of the number of channels required by calls; let this be a constant \( C_i \) for class \( i \) calls.

The arrival rate of new calls of class \( i \) in the cell is \( \delta_i \) calls per time unit. Arrivals are still modeled by a Poisson process.

Let \( S_i \) be the random variable, which describes the channel holding time for class \( i \) users. The steady-state probability distribution of the number of active channels in the cell depends on the average service time \( E[S_i] \) only, and is insensitive to higher moments of the distribution of \( S_i \). Thus, an accurate estimate of \( E[S_i] \) is needed in order to accurately model the cell. \( S_i \) is defined as \( S_i = \min(D_i, X_i^{(r)}) \), where \( X_i^{(r)} \) is the residual call duration.

Since the exact characterization of \( X_i^{(r)} \) is quite complex, the following approximate approach can be adopted. Let the random variable \( X_i \) be approximated by another random variable \( Y_i \) with a two-phase hyper-exponential distribution, which is much simpler to deal with, since its memory is completely captured by the phase variable. The pdf of \( Y_i, f_{Y_i} \), is thus obtained as the composition of two exponential random variables \( Y_i,1 \) and \( Y_i,2 \),

\[
f_{Y_i}(t) = \alpha_i f_{Y_i,1}(t) + (1 - \alpha_i) f_{Y_i,2}(t) = \alpha_i \mu_{i,1} e^{-\mu_{i,1} t} + (1 - \alpha_i) \mu_{i,2} e^{-\mu_{i,2} t} \quad \text{with } t \geq 0 \quad (13.39)
\]

The parameters \( \alpha_i, \mu_{i,1}, \) and \( \mu_{i,2} \) are chosen so that the first two moments of \( f_{Y_i} \) and \( f_{X_i} \) coincide. This condition can be satisfied for all possible distributions of \( X_i \) whose coefficient of variation \( C_v \) is larger than one. For distributions with \( C_v \) smaller than 1, an Erlang distribution should be used instead. However, most of the works in the literature, which derive traffic models on the basis of real traffic measurements
claim that the distribution of the call duration has typical values of $C_v$ larger than 1. Therefore, this is the most interesting case.

Given (13.39), traffic class $i$ can be represented with the combination of two (artificial) classes of traffic. The first one, say class $(i, 1)$, has exponentially distributed call duration with parameter $\mu_{i,1}$; the second class of traffic, $(i, 2)$, has exponentially distributed call duration with parameter $\mu_{i,2}$. By mapping each class of traffic $i$ on a pair of classes $(i, 1)$ and $(i, 2)$, with exponential call durations, the model becomes much easier to solve. Indeed, as already mentioned, due to the memoryless property of negative exponential distributions, the residual call duration for class $i$ becomes much easier to solve. Indeed, as already mentioned, due to the memoryless property of negative exponential distributions, the residual call duration for class $i, n$ traffic, with $n = 1, 2$, has the same distribution as the call duration: $Y_{i,n}^{(r)} \sim Y_{i,n}$. Then, approximating $X_i^{(r)}$ with $Y_{i}^{(r)}$ in (13.39),

$$S_{i,n} = \min(D_i, Y_{i,n}^{(r)})$$

$$= \min(D_i, Y_{i,n}) \quad \text{with } n = 1, 2 \quad \text{(13.40)}$$

Hence, the CDF of $S_{i,n}$, $F_{S_{i,n}}(t)$, is

$$F_{S_{i,n}}(t) = F_{Y_{i,n}}(t) + F_{D_i}(t) - F_{Y_{i,n}}(t) \cdot F_{D_i}(t) \quad \text{(13.42)}$$

from which $E[S_{i,n}]$ is easily computed. Notice that once a class $i$ call is set up, $C_i$ channels remain busy for a time described by $S_i$.

The call request arrival process at the cell is given by the superposition of the arrivals of new call requests and handover requests from neighboring cells.

The arrivals of new call requests follow a Poisson process with parameter $\delta_i$ for class $i$. Given the assumptions that were previously introduced, the class $i$ calls Poisson arrival process can be mapped into the superposition of the two Poisson processes, which correspond to traffic classes $(i, 1)$ and $(i, 2)$; arrival rates are $\delta_{i,1} = \alpha_i \cdot \delta_i$ and $\delta_{i,2} = (1 - \alpha_i) \cdot \delta_i$. The overall arrival process of class $i$ calls has rate $\delta_i = \delta_{i,1} + \delta_{i,2}$.

The arrival processes of handover requests from neighboring cells can be evaluated, as before, by balancing incoming and outgoing handover flow rates for each user class $(i, n)$. For class $(i, n)$, the request arrival process into each cell is the superposition of the new call generation process and the incoming handover process; the resulting total arrival rate is $\lambda_{i,n} = \delta_{i,n} + \gamma_{i,n}$.

The state of a cell in this case is defined by the vector $\mathbf{s} = \{s_{i,n}\}$ where each component $s_{i,n}$ represents the number of active class $(i, n)$ calls, with $i = 1, 2, \ldots, N$ and $n = 1, 2$. Since each class $i$ call requires $C_i$ channels, the cell model state space is

$$S = \left\{ \mathbf{s} \mid 0 \leq \sum_{n=1}^{2} \sum_{i=1}^{N} C_i \cdot s_{i,n} \leq C \right\} \quad \text{(13.43)}$$

As in the previous multiple class models, the steady-state probabilities $\pi(\mathbf{s})$ can be computed as the product of the single-class solutions,

$$\pi(\mathbf{s}) = \pi(\mathbf{s}_0) \prod_{n=1}^{2} \prod_{i=1}^{N} \rho_{i,n}^{s_{i,n}} \left(\sum_{\mathbf{s} \in S^{(m)}} \prod_{n=1}^{2} \prod_{i=1}^{N} \frac{\rho_{i,n}^{s_{i,n}}}{s_{i,n}!}\right)^{-1} \quad \text{(13.44)}$$

$$\pi(\mathbf{s}_0) = \pi(0, 0, \ldots, 0) = \left(\sum_{\mathbf{s} \in S^{(m)}} \prod_{n=1}^{2} \prod_{i=1}^{N} \frac{\rho_{i,n}^{s_{i,n}}}{s_{i,n}!}\right)^{-1} \quad \text{(13.45)}$$

where $\rho_{i,n}$ is the class $(i, n)$ traffic intensity: $\rho_{i,n} = (\lambda_{i,n} + \gamma_{i,n}) \cdot E[S_{i,n}]$. 
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The flow of calls that leave the cell (because of an outgoing handover or a call termination) has rate $E[A_{i,n}]/E[S_{i,n}]$, where $E[A_{i,n}]$ is the average number of active calls. Then, the outgoing handover flow rate is given by

$$
\gamma^{(o)}_{i,n} = H_{i,n} \frac{E[A_{i,n}]}{E[S_{i,n}]}
$$

where $H_{i,n}$ is the probability that a user with an active call in class $(i, n)$ releases the radio resources due to a handover rather than a call termination.

$$
H_{i,n} = P\{D_i \leq Y_{i,n}\}
$$

As already explained, $\gamma^{(o)}_{i,n}$ is used in the iterative procedure for the solution of the model.

The blocking probability for class $i$ calls, $B_i$, is given by the sum of the probabilities of states in subset $B_i$ for which the number of free channels in the cell is not sufficient to satisfy a class $i$ call:

$$
B_i = \sum_{s \in B_i} \pi(\mathcal{S})
$$

with $B_i = \left\{ s \mid 2 \sum_{n=1}^{N} \sum_{j=1}^{C_j} s_{j,n} > C - C_i \right\}$

Observe that classes $(i, 1)$ and $(i, 2)$ have identical blocking probability $B_i$, since this probability depends on $C_i$ only.

The average number of active class $i$ calls in the cell is given by

$$
E[A_i] = \sum_{s \in \mathcal{S}} s_{i,n} \pi(\mathcal{S})
$$

Let the average number of busy channels in the cell be denoted by $E[N]$, and let $E[N_i]$ refer to the channels employed by class $i$ users. Then

$$
E[N_i] = C_i \sum_{s \in \mathcal{S}} s_{i,n} \pi(\mathcal{S})
$$

$$
E[N] = \sum_{i=1}^{C} E[N_i]
$$

As an example, consider a scenario with $C = 16$ channels per cell and users requesting 1 channel per call. The call duration is distributed according to a Weibull distribution with mean value equal to 180 sec and squared coefficient of variation equal to 9.86. Based on their mobility, users can be divided in two classes $(N = 2)$. All users have the same type of distribution of the dwell time, but users belonging to class 1 move faster than users in class 2, and thus have a smaller mean dwell time.

The average number of active calls for the two classes of users is plotted in Figure 13.28 versus the nominal load, for two different cases. In the first one, the distribution of the dwell time is hyper-exponential; the fast users mean dwell time is equal to 36 sec, while the slow users mean dwell time is equal to 180 sec; both distributions have squared coefficient of variation equal to 16. In the second case, the dwell time has
FIGURE 13.28  Model for general distributions: average number of active calls with Weibull distributed call duration, and dwell time distributed according either to a negative exponential or to a hyper-exponential distribution; two classes of users.

FIGURE 13.29  Model for general distributions: blocking probability with Weibull distributed call duration, and dwell time distributed according either to a negative exponential or to a hyper-exponential distribution; two classes of users.

Negative exponential distribution, with the same mean values considered for the hyper-exponential case. Fast users (class 1) require a larger number of handovers per call, with respect to slow users, and thus are more frequently blocked. Indeed, the blocking probability for new call requests is the same for slow and fast users, but fast users are more frequently dropped. In other words, the reduced mobility of slow users makes them safer than fast users once their call has been established. Thus, the number of fast users’ calls is smaller than that of slow users.

Under the same scenarios, Figure 13.29 plots the blocking probability versus the nominal load. Since the number of channels per call is the same for the two classes of users, that is, $C_1 = C_2 = 1$, all users have the same blocking probability. For the case of hyper-exponential dwell times, the blocking probability is smaller. This is due to the fact that distributions with large variance produce many short dwell times, and few quite long dwell times. Short dwell times correspond to calls, which request a large number of handovers, and thus undergo a large dropping probability, thus resulting in a lower system load.
13.6 A Look at the Literature

The central role that wireless telephony gained in the previous years within the world of telecommunications generated a vast amount of research and of literature in the field of performance modeling of cellular networks. Thus, in what follows, we will not provide a comprehensive overview of the literature in this field; rather, we will mention some modeling approaches, which are closely related to the simple models presented earlier.

As already mentioned, a very common modeling assumption is that the arrival process of new call requests is Poisson. However, in some cases this assumption is considered not to be realistic. Indeed, besides being difficult to properly select the arrival rate, as we discussed, the Poisson assumption for the service request arrival process may also be questionable in two common cases: small cell size and hierarchical cellular structure. In the first case, as we said, when the cell size is small, finite population models are more suitable to describe the user behavior. Indeed, when the cell size is small, the population of users, which may issue a service request is small too, so that the request arrival rate decreases with the number of active calls. This approach is followed by Reference 32, which models also the retrial phenomenon. The Poisson assumption is sometimes dropped also in the case of hierarchical cellular networks, in which the same area is covered by the superposition of two layers of cells of different size, which are usually called microcells and macrocells. Users try to access the radio resources of microcells, and if they do not succeed they overflow to macrocells. In this case, the overflow traffic requires some extra care in the model development, due to its high degree of burstiness. In Reference 12 the overflow traffic of users entering the macrocell from all underlying microcells is modeled as an Interrupted Poisson Process (IPP). Instead, in Reference 33 an IPP is used to model the overflow from each microcell; the aggregate overflow traffic from all microcells into the macrocell is described by the Markov Modulated Poisson Process (MMPP) which derives from the superposition of all IPPs. A similar approach is adopted also in Reference 14: the aggregate overflow traffic is modeled by a MMPP, which approximates the superposition of IPPs; the approximation is such that the two processes have the same values of the first three moments of the distribution of interarrival times. A different approach is proposed in Reference 18, where the overflow process is modeled by computing the average residual call service time. The network covering a highway is considered in Reference 30, where a deterministic fluid model as well as a stochastic model based on a nonhomogeneous Poisson arrival process are considered. Similarly, while the process of incoming handover requests is often assumed to be Poisson, in some papers different choices are made. In Reference 25 incoming handovers arrive according to a two-state MMPP derived from the analysis of a cluster of cells. In Reference 26 a technique is used to match the first two moments of the handover arrival process, in the case of networks with and without channel reservation.

Many papers are devoted to the derivation of accurate descriptions of the user behavior. Different models are derived based on different assumptions for the distribution of dwell times and call durations. Just to mention a few, in Reference 6 a general distribution of dwell times is assumed, while different kinds of distribution are considered for the call duration. Call arrivals are Poisson; the blocking probability is given, and the authors derive a number of performance metrics including the expected effective call duration. A similar approach is followed in Reference 7, by considering a general distribution of the call duration. In Reference 16 the case of general call duration and dwell time is considered when the policy of channel reservation to handovers is adopted. The results are obtained by introducing some approximations based on the Modified Offered Load techniques, and the optimal channel reservation rule is derived. In Reference 24 combinations of hyper-exponentials are employed for the dwell time, and a multidimensional Markov chain model is derived; in References 3 and 5 the hyper-Erlang distributions is used, instead. Phase-type distributions are employed in Reference 24, by expressing the distribution of both dwell times and call durations as sums of hyper-exponential distributions.

The distribution of dwell times can also be characterized from the cell shape and the users mobility in terms of speed and direction. In Reference 34 the distribution of dwell times and channel holding times, and the average number of handovers, are characterized based on general mobility parameters. It is shown that dwell times can be described by a Gamma distribution, and that channel holding times can
be approximated by an exponential distribution. In Reference 2 dynamic channel allocation strategies are investigated, and a mobility model is derived based on the cell geometry. In Reference 9 it is shown that under some mobility model, the channel holding time follows an exponential distribution; however, this assumption may not always be true; for example, the assumption fails when only few direction changes occur in the user mobility. In Reference 23 geometric models are used to predict handover rates, and the relations between the handover rates and the user density are derived.

Handover flow rate balance was first proposed in Reference 11, and was then used in many other papers; see, for example [15,17,19,20,22,27,30]. In Reference 19 the handover flow rate balance is employed by assuming an Erlang distribution for the call duration and generally distributed dwell times. A Markovian approach (exponential assumptions are made for both call durations and dwell times) is used in Reference 27, where multidimensional birth–death processes are employed to model a hierarchical overlay scheme with channel reservation for handovers. In Reference 8 it is shown that an Erlang-B formula based on the equivalent traffic load can accurately predict blocking probability in a cellular network supporting user mobility.

Simple models were often used to derive schemes to favor handover requests over new call requests, so that by reducing the dropping probability a better service can be provided to users. Besides channel reservation to handovers, the possibility of queueing incoming handover requests when all channels are busy is also frequently considered. This technique takes advantage of the fact that adjacent cells overlap at the borders. Channel reservation and handover request queueing are investigated in Reference 11 under exponential assumptions. Schemes based on queueing handover requests are also investigated in Reference 29 under exponential assumptions by means of Markov chain models. A similar approach is employed in Reference 31 to study dynamic reordering of the queue of handover requests. Different channel allocation schemes to favor handovers over new call requests are also studied in Reference 21, by assuming generally distributed dwell times. The scenario of a hierarchical cellular network for highways is considered in Reference 4, where channel reservation schemes are also compared with schemes which exploit the hierarchical structure of the network. A Markovian modeling approach is also employed by Reference 10 for a scheme in which new calls, instead of handovers, are queued under heavy traffic conditions, so that handovers are favored by having access to some reserved channels, and, at the same time, new calls are not blocked but delayed, so that the carried traffic does not decrease. A Markov chain model is employed also in Reference 1 to study schemes based on the possibility to queue both new calls and handovers; the user impatience is modeled. The sub-rating technique to reduce dropping probability, which consists in dividing full-rate channels into lower-rate channels when handovers need extra resources, is investigated in Reference 20 by means of a Markovian model and handover flow balance.

A hierarchical cellular structure with different classes of user mobility is considered in Reference 13; the policy to choose whether to serve users with the microcell or macrocell channels is based on the cell channel occupancy and on the user mobility. A similar scenario is considered in Reference 22, where hierarchical cellular networks with classes of mobility are dimensioned so as to meet some QoS constraint on the blocking and dropping probability. In Reference 28 all the arrival processes are Poisson, while generally distributed dwell times and call durations are assumed in a hierarchical cellular network.

13.7 Conclusions and Outlook

The models presented in this chapter provide simple examples of approaches that can be exploited for the performance analysis and design of cells in mobile telephony cellular networks.

The basic model is extremely simple, yet, it allows the estimation of the cell behavior given the traffic load. By making the users’ mobility description more accurate, the model can be easily improved, so that the impact of mobility on the cell performance can be evaluated, and dropping or blocking probabilities can be computed.

The simplicity of the models makes them flexible and improvable, thus becoming suitable for the description of different scenarios. Channel allocation policies can be easily introduced in the models; in
particular, the case of channel reservation to handovers was presented as an example. Also, the models allow considering different classes of users; this is quite useful to expand the capabilities of the model. As examples we discussed scenarios with different classes of user mobility, with different types of services, and with generally distributed dwell times and call durations.

Thanks to their flexibility, the simple models that we presented can be extremely useful for cellular network design and planning. Indeed, they allow to get a first feeling of how a system performs, to compare channel allocation policies, to dimension the cell radio resources. Moreover, their simplicity makes the presented models easy to solve, and thus suitable for inclusion in complex tools for network design and planning.
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Location Information Services in Mobile Ad Hoc Networks

14.1 Introduction

Compared to wired networks, routing a packet from a source to a destination in a mobile ad hoc network (MANET) is a much more difficult problem due to the interaction of three fundamental challenges. The first challenge is contention. Nodes in a MANET require wireless communication and the nature of wireless communication results in significant contention for the shared medium (the wireless channel). The second challenge is congestion. Compared to a wired network, a wireless network has decreased bandwidth, which results in much higher congestion. Finally, and most importantly, there is a unique challenge in MANETs created by node mobility. Nodes in a MANET may move and cause frequent, unpredictable topological changes. This changing network topology is the key challenge that MANET routing protocols must overcome.

Several unicast routing protocols have been proposed for MANETs in an attempt to overcome the routing challenges. Example protocols include Dynamic Source Routing (DSR) [38,39], Ad hoc On-demand Distance Vector (AODV) [56,58], and the Zone Routing Protocol (ZRP) [26]; a review of these protocols...
is available in [60,66] and a performance comparison for a few of the protocols are in References 10, 17, 18, 37, and 57.
In an effort to improve the performance of unicast communication, some of the proposed MANET unicast routing protocols use location information in the routing protocol. A few of the proposed algorithms include the Location-Aided Routing (LAR) algorithm [44], the Distance Routing Effect Algorithm for Mobility (DREAM) [4], the Greedy Perimeter Stateless Routing (GPSR) algorithm [40], the Geographical Routing Algorithm (GRA) [35], the Terminode Remote Routing (TRR) protocol [5,6], the Scalable Location Update-based Routing Protocol (SLURP) [68], the Depth First Search (DFS) algorithm [64], Greedy-Face-Greedy (GFG) algorithm [19], and the GPS Zone Routing Protocol (GZRP) [9]. Reviews of position-based routing protocols for ad hoc networks are available in References 23, 24, 51, and 63.
Several benefits of position-based routing protocols exist:

1. **Reduced overhead**, since the establishment and maintenance of routes are (usually) not required in a protocol that uses location information for routing. In position-based routing protocols, each node maintains accurate neighborhood information and a rough idea of the destination's location.
2. **Scalability**, since routing protocols that do not use location information do not scale [35,46].
3. **Localized algorithm**, since a node determines which neighbor to forward a message only on its neighborhood and the destination's location.
4. **Higher performance**, as shown in the simulation results of several articles (e.g., References 13 and 44).

One of the main challenges of a position-based routing protocol is to learn an accurate position or location for a packet's destination. While some protocols (e.g., DREAM and LAR) include the exchange of location information as a part of its protocol, most position-based routing protocols assume a separate mechanism that provides location information. For example, knowledge about the location of a destination node is assumed available in all geographic forwarding routing protocols (e.g., References 20, 40, and 65). In fact, in the simulation results presented for these protocols, location information is typically provided to all mobile nodes without cost [20,40]. Thus, overhead in simulation results on protocols such as DREAM are much higher, because DREAM includes the task of maintaining location information on destination nodes.

In this chapter, we review all the proposed location information services that exist in the literature to date. We classify these location information services into three categories: proactive location database systems, proactive location dissemination systems, and reactive location systems.

As mentioned, in a position-based routing protocol, each node needs to determine its location in the ad hoc network. A node can determine its location if the Global Positioning System (GPS) is available. If GPS is unavailable, a relative coordinate system, such as the ones proposed in References 5, 11, 15, and 16 can be used. In a relative coordinate system, a node estimates its distance from a neighbor using signal strength. Absolute and relative location systems for indoor and outdoor environments are presented in Reference 30. Finally, if some nodes have the ability to determine their locations, De Couto and Morris [20] propose that nodes that are aware of their location serve as location proxies for location ignorant nodes.

The rest of this chapter is organized as follows: first, in Section 14.1.1, we detail one popular type of position-based routing algorithm (i.e., geographic forwarding). As mentioned, geographic forwarding algorithms require a separate mechanism (called a location service) to provide location information on nodes in the ad hoc network. In Section 14.1.2, we give an overview of the location services reviewed and discuss how we classify the reviewed location services in the rest of this chapter. The next three main sections (i.e., Sections 14.2 to 14.4) detail the location services reviewed. Finally, in Section 14.5, we state our conclusions and comment upon the future work that is needed on location services.
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14.1.1 Geographic Forwarding

When location information is available, geographic forwarding can be used in place of establishing a route from a source node to a destination node. In geographic forwarding, which is a greedy scheme, each node forwards the packet to the neighbor closest to the packet's destination [21,31,65]; in other words, the packet is sent to a neighboring node that makes the most forward progress. (HELLO packets are used to maintain neighborhood information.) The goal of this strategy, which is called Most Forward with fixed Radius (MFR) in Reference 31, is to minimize the number of hops to the destination. Figure 14.1 shows an example of this greedy MFR scheme. If node A is forwarding a packet toward C's location, node A chooses node B to forward the packet further.

We note that Hou and Li [31] evaluate three strategies in choosing a node to forward a packet, and two of these strategies use variable transmission power. The authors determined that a network can obtain higher throughput if a node adjusts its transmission power to reach the nearest node in a forward direction. In other words, fewer conflicts occur in this strategy than in the one that minimizes the number of hops to the destination.

If no neighbor node is closer to the packet's destination than the node currently holding the packet, then the packet has reached a "dead-end".1 Several solutions have been proposed as a recovery strategy to a dead-end situation (e.g., References 7, 8, 19, 20, 21, 35, 40, 65, and 68). In Reference 21, a node recursively searches its neighbor's neighbors for a node that is closer to the destination than itself. If no node exists in a forward direction, Takagi and Kleinrock [65] propose that the packet is sent to the closest node in a backward direction. A node asks its neighbors for an alternative route to the destination in SLURP [68]. In the GPSR [40] protocol, a planar subgraph is created to route around the dead-end; this method was first proposed in References 7, 8, and 19. If a packet does not reach its destination via geographic forwarding, De Couto and Morris [20] propose the source node to randomly choose an intermediate node through which to forward packets; incorporating a stop at an intermediate node on the way to the destination may allow the packet to bypass a dead-end situation. Finally, a route discovery is initiated in the GRA protocol for a "dead-end" situation [35].

The authors of Reference 68 mention that precise coordinates on the destination are unknown when the first data packet is transmitted; instead, the source only knows the home region (see Section 14.2.1) where the destination is located. Thus, SLURP routes packets with MFR toward the center of the home region. Once a node inside the home region receives the packet, SLURP uses DSR [38,39] to determine a route to the destination within the home region.

14.1.2 Location Services

As mentioned, a location service is responsible for providing location information on nodes in the network. There are two general types of location services: proactive location services and reactive location services. Proactive location services maintain location information for all nodes in the network and make it available to any node that requests it. Reactive location services only maintain location information for nodes that are actively engaged in communication and make it available only to those nodes. A node that needs to communicate with another node requests the location of the destination node from its location service. The location service then forwards the request to the destination node, which responds with its location information. The requesting node can then use this information to forward packets to the destination node.
services (RLSs). Proactive location services are those protocols that have nodes exchange location information periodically. Reactive location services query location information on an as and when needed basis.

Proactive location services can be further classified into two general types: location database systems and location dissemination systems [32]. In a location database system, specific nodes in the network serve as location databases for other specific nodes in the network. When a node moves to a new location, the node updates its location database servers with its new location; when location information for a node is needed, the node's location database servers are queried. In a location dissemination system, all nodes in the network periodically receive updates on a given node's location. Thus, when a given node requires location information on another node, the information is found in the node's location table. “A location dissemination system can be treated as a special case of a location database system, where every node in the network is a location database server for all the others” [32].

In comparing location database systems to location dissemination systems, we find that:

- A node maintains more state in a location dissemination system than in a location database system, since location information is maintained on all nodes in the network.
- An update in a location dissemination system is (usually) more costly than an update in a location database system, since an update is disseminated to all nodes in the network.
- A location dissemination system is more robust than a location database system, since location information is maintained by all nodes in the network.
- A location query in a location dissemination system is (usually) cheaper than a location query in a location database system, since the desired location information is available in a node's location table.

In Reference 51, location services are classified by:

1. How many nodes host the service (i.e., some specific nodes or all nodes).
2. How many positions of nodes a location server maintains (i.e., again, some specific nodes or all nodes).

As an example, in a traditional cellular network several dedicated location servers maintain location information about all nodes. Thus, a cellular network would be classified as a some-for-all approach. Typically, location database systems would be classified as an all-for-some approach and location dissemination systems would be classified as an all-for-all approach. In our discussion of location services, we refer to this classification as the Mauve Classification.

To maintain location information on other nodes in the network, we assume that each mobile node maintains a location table. This table contains an entry on every node in the network whose location information is known, including the node's own location information. A table entry contains (at least) the node identification, the coordinates of the node's location based on some reference system, and the time this location information was obtained. When a location request occurs, a node will first look into its location table for the information. If the information is not available in the table, a location database system will initiate a location query; if no result is returned, the node periodically transmits queries according to a time-out interval. On the other hand, a location dissemination system will (typically) flood a location request packet to all nodes in the MANET. A reply to this location request packet is transmitted by the node whose location was requested; nodes that receive a reply to a location request update their tables in a promiscuous manner.

We review proactive location database systems in Section 14.2. In Section 14.3 we present proactive location dissemination systems. Lastly, in Section 14.4, we present reactive location systems.

14.2 Proactive Location Database Systems

In this section, we present two types of proactive location database systems: home region location services and quorum-based location services. In each type, we review four protocols that have been proposed in
the literature. As mentioned, in a location database system, specific nodes in the network serve as location databases for other specific nodes in the network. A node will update its location database servers when it moves to a new location; a node’s location database servers are then queried when location information on the node is needed. According to the Mauve Classification [51], most location database systems would be classified as an all-for-some approach. That is, all nodes in the network serve as database servers, and each database server maintains location information for some specific nodes in the network.

14.2.1 Home Region Location Services

Several home region location services, which are similar to Mobile IP [55] and our cellular phone network, have been proposed [22,62,68]. In these protocols, each node in the network is associated with a home region. A home region (called virtual home region in References 5, 22, and 34 and home agent in Reference 62) is either defined by a rectangle or a location and a circle, with radius $R$, around that location. In Reference 62, the center of the circular home region for a node is defined by the node’s initial location in the network; each node informs every other node about its initial location via a network-wide broadcast. In References 5, 22, and 34, the center of the circular home region is derived by applying a well-known hash function on the node’s identifier. The ad hoc network in Reference 68 is logically arranged into equal-sized rectangular regions, and a static mapping, $f$, associates a node’s identifier (ID) with a specific region. This many-to-one mapping is known by all nodes in the network [68].

If the number of nodes in the home region is too high, which leads to too much overhead, or too low, which leads to a lack of robustness, the radius of the home region is modified in References 5, 22, and 34. In other words, the radius $R$ dynamically adapts with a goal of maintaining an approximate constant number of nodes in each home region.

All nodes within a given node’s home region (i.e., all nodes currently within the defined circle or rectangle) maintain the location information for the node. Thus, when a node moves to a new location, it sends its current location to the nodes in its home region. In Reference 62, a location update is transmitted when the number of created or broken edge links reaches a fixed threshold. In Reference 5, three location update schemes are proposed: timer-based (i.e., periodic updates), distance-based (i.e., update when the node has moved more than a threshold), and predictive distance-based. In the predictive distance-based scheme, a node sends its location and velocity to the home region. The node transmits a location update when the difference between the predicted location and the node’s actual location is greater than a threshold. Lastly, in Reference 68, a node transmits a location update when it moves from one home region to another.

Figure 14.2 gives an example of the rectangular home region approach. Suppose the home region of node $D$ is $R4$. When $D$ moves from $R3$ to $R6$, nodes A, B, and C will receive the location update packet.

![FIGURE 14.2 An example of the home region location service.](image-url)
A location update packet travels to a home region via a geographical forwarding protocol. When a node inside the home region receives a location update packet, the node broadcasts the packet to all nodes within the home region. To decrease the overhead in this broadcast, Woo and Singh [68] suggests that a node include its neighbor list in each location update packet. When a node inside the home region receives a location update packet, it rebroadcasts the packet only if new neighbors will be reached. This technique is called Flooding with Self Pruning [49,67].

When a source wants to transmit a packet to a destination, the source queries the destination's home region for the destination's current location. Specifically, a location request packet is sent from the source to the center of the home region via a geographical forwarding protocol. Each node that receives this request inside the home region responds with the current location of the destination [5]. If a location cache is recent enough (i.e., 10 sec or less), an intermediate node responds to the location request in Reference 68. To avoid a reply storm, the location response is transmitted after a random waiting period based on the age of the cached entry.

The authors of Reference 68 give several details for their home region location service approach. For example, they propose a solution when no nodes are currently in a given node’s home region (e.g., $R_i$ for nodes that map to the empty home region). Thus, if a home region is in the center of the network, the eight surrounding rectangular regions become proxies for the empty home region. For example, in Figure 14.2, regions $R_1, R_3, R_4, R_5, R_6$ all act as a home region for nodes whose identifiers map to $R_2$. See Reference 68 for full details on the maintenance of home regions.

A fourth home region approach, the Hierarchical State Routing (HSR) protocol, has also been proposed [53,54]. The main difference between this scheme and the three ones previously discussed is that the HSR protocol assumes that the network is organized hierarchically. Thus a location update or request must travel along a hierarchical tree to the home region.

### 14.2.2 Quorum-Based Location Services

Several quorum-based location services have been developed and are based on replicating location information at multiple nodes that act as information repositories [2,27,28,41,46,48,61]. In other words, read and write quorums (i.e., subsets of the nodes) are defined in the network. When a node determines whether a location update is needed, it transmits the update to a write quorum. When a source node wants to transmit a packet to a destination node, it requests the location for the destination from a read quorum. The main challenge in a quorum-based system is to define the read or write quorums in such a way as to maximize the probability of a query success. That is, the goal is to define the quorums such that a read quorum for a node intersects the write quorum for any other node. Thus, up-to-date location information can be obtained for any given destination.

One simple solution to forming the read or write quorums is as follows: the write quorum for any node $i$ is $i$ and the read quorum for any node $j$ is all nodes in the network. In this solution, the write quorum is of size 1 and the read quorum is of size $n$ where $n$ is the number of nodes in the network. Thus, while the cost of a location update is small, the cost of a location request is very large. In this section, we present quorum-based location services that attempt to minimize the combined cost of updates and queries.

#### 14.2.2.1 Uniform Quorum System

The Uniform Quorum System (UQS) is presented in References 27, 28, and 48. During the initial setup of UQS, a subset of the network nodes are chosen that best serve as the network’s virtual backbone (VB); for example, chosen nodes may be those that are uniformly distributed throughout the network. (See Reference 48 for implementation issues concerning the VB, for example, the maintenance of the VB in the presence of node disconnections.) Quorums are then defined as subsets of the VB nodes, such that any two quorums intersect.

To update its location, a node transmits its new location to the nearest VB node. The VB node then sends the location update to a randomly chosen quorum. In other words, there is no fixed association between
the node and the quorum updated. The procedure for a location request is similar: a node transmits a location request to its nearest VB node, which then contacts a randomly chosen quorum for the location.

Haas and Liang propose a node updates its location in three different manners:

1. **VB change**: Whenever the node’s nearest VB node changes, a location update occurs.
2. **Location request**: Whenever the node requests a location, a location update occurs in the queried quorum.
3. **Periodically**: Whenever a given time period has elapsed without an update, a location update occurs. This update will ensure time-stamps on location information are kept current.

Haas and Liang discuss several methods to generate quorums in Reference 28. Since the size of the quorum intersection is a configuration parameter, an implementor of UQS can decide the overhead to resiliency trade-off. That is, a larger quorum size means a larger cost for location updates and location requests; however, a larger quorum size also means a larger quorum intersection. Regarding Mauve’s Classification, UQS can be configured to operate as an all-for-all, all-for-some, or some-for-some approach. Since the VB nodes are typically a subset of all network nodes and the nodes in a quorum are typically a subset of the VB nodes, UQS will most often be configured as a some-for-some approach.

### 14.2.2.2 A Column or Row Method

Another quorum-based location service is proposed in Reference 61. When a node determines a location update is needed, the node transmits its new location to all nodes located in its column. A node’s column is all the nodes to the north and south of the node’s current location. In other words, the node transmits a location update packet that travels in both the north and south direction. While the thickness of the column can be configured, Stojmenovic [61] defines a column as one path for ease of understanding. All nodes on the path, and all neighbors of nodes on the path, receive the updated location information. To increase the column size to two, neighbor nodes would need to retransmit each location update.

When a source node initiates a location query for a destination, the location request is first sent to all neighbors within \( q \) hops of the source. If there is no reply to this request, the location request proceeds in the same manner as a location update. That is, a source node transmits a location request in its row, which traverses in an east–west direction. (Again, the thickness of the row can be configured.) The location request packet contains the time of the most recent location information known by the source. If a node that receives the location request has more recent location information, a location reply packet is sent. Once the easternmost or westernmost node is reached, the location request packet is transmitted via a geographic forwarding protocol toward the most recent location information on the destination. A second location request packet can be sent from the source node as well. This location request is transmitted toward the most recent location information on the destination using a geographic forwarding protocol.

One problem with this column or row method is illustrated in Figure 14.3. When node \( N \) transmits a location update, its northernmost node is currently \( A \). If the location update terminates at \( A \), then a search by source \( S \), which follows the \( X-Y-Z \) path, will not return the most recent location information on node \( N \). To ensure an intersection between the north/south and east/west directions occurs, Stojmenovic [61] proposes that node \( A \) switches to FACE mode (see References 7 and 8) until another node, more northern, is found.

### 14.2.2.3 Grid Location Service

Another quorum-based location database system in an ad hoc network is called the Grid Location Service (GLS) [46]. The set of GLS location servers is determined by a predefined geographic grid and a predefined ordering of mobile node identifiers in the ad hoc network. There are three main activities in GLS, which we detail in the following discussion: location server selection, location query request, and location server update.

---

2Due to results in Reference 41, Stojmenovic [61] chose to transmit a location update when the number of created or broken edge links reaches a fixed threshold (see Section 14.2.2.5).
Initially, the area covered by the ad hoc network is arranged into a hierarchy of grids with squares of increasing size. The smallest square is called an order-1 square. Four order-1 squares make up an order-2 square, four order-2 squares make up an order-3 square, and so on. A few example squares of various orders are shown in Figure 14.4 with dark shading. (This figure is taken from Reference [46] ©2000 ACM, Inc. Reprinted by permission.) Specifically, five order-1 squares, three order-2 squares, one order-3 square, and one order-4 square are shown. An order-$n$ square’s lower left coordinates must be of the form $(a2^{n-1},b2^{n-1})$ for integers $a$, $b$ [46]. Thus, in Figure 14.4, the lower left coordinates of the lightly shaded square is $(1, 5)$; although this is an example of a $2 \times 2$ square, it is not an order-2 square since no integers $a$ and $b$ exist such that $(2a, 2b) = (1, 5)$.

**Location Server Selection**: A node chooses its location servers by selecting a set of nodes with IDs close to its own ID. Each of the chosen location servers have the least ID greater than the node’s ID in that order square. Figure 14.5 provides an example of how node B selects its location servers; B’s location servers are circled in the figure. (This figure is taken from Reference [46] ©2000 ACM, Inc. Reprinted by permission.) In this example, B (ID 17) determines which nodes will be its location servers by selecting nodes with IDs closest to its own. As mentioned, a node is defined as closest to B when it has the least ID greater than B.
In other words, the location server's ID is the smallest number that is greater than B's ID. For example, consider the grid to the left of B's grid. No ID exists that is greater than 17. Since the ID space is considered to be circular (i.e., wraps around), 2 is defined as closer to 17 than 7. B selects three location servers for each level of grid order square, which combine to make the next level of grid order square. For example, in Figure 14.5, B selects one location server from each order-1 square (e.g., 2, 23, and 63) that, along with its own order-1 square, will make an order-2 square. B then selects one location server from each order-2 square (e.g., 26, 31, and 43) that, along with its own order-2 square, will make an order-3 square. Each of the chosen location servers have the least ID greater than B in that order square.

**Location Query Request**: As a quorum-based location service, a node initiates a location query request when the node needs a location for a destination. Since each node knows all nodes within its order-1 square, the request is first sent to a potential location server for the destination desired in the requesting node's order-2 square. In other words, the location query request packet is forwarded, using geographic forwarding, to a node whose ID is the least greater than or equal to the ID of the destination within the order-2 square. That node then forwards the query using the same algorithm until it reaches a location server for the destination. This location server then forwards the query directly to the destination, which responds to the location query request with its most recent location.

Figure 14.5 illustrates the path of a query packet from A to B. A (ID 76) sends a location query to the node with ID 21, since A knows the location of node 21 and it is the least greater than B (ID 17) in that grid order square. In other words, no node with IDs between 17 and 21 exist in A's order-2 square. Node 21 then forwards the query packet using the same algorithm to the node in the next order square in the grid hierarchy, which is ID 20 in this example. Since node 20 is a location server for B in that grid order square, it knows B's location and is able to forward the query packet directly to B. Since the query packet contains A's location, B responds by sending its current location to A using geographic forwarding.

**Location Server Update**: Since GLS is a quorum-based location service, a location server update occurs when a node moves. Each node, acting as a location server for the nodes it serves, maintains two tables.
The location table holds the location of nodes that have selected this node as its location server; each entry contains a node's ID and geographic location. A node also maintains a location cache, which is used when a node originates a data packet; the cache holds information from the update packets that a node has forwarded. Because a node uses the routing table maintained by geographic forwarding for its order-1 square neighbors, it does not need to send GLS updates within its order-1 square.

When a node moves a given threshold, it must send an update packet to all of its location servers. To avoid excessive update traffic, the update frequency is calculated using a threshold distance and the location servers' square order [46]. The threshold distance is the distance the node has traveled since the last update. For example, suppose a node updates its location servers in order-2 squares when it moves a distance \( d \); the node then updates its location servers in order-3 squares when it moves a distance \( 2d \).

In other words, a node updates its location servers at a rate proportional to its speed, and the distant location servers are updated less frequently than the nearby location servers.

Before a node sends a data packet, it checks its location cache and location table to find the location of the destination. If it finds an entry for the destination, it forwards the data packet to that location. Otherwise, it initiates a location query using GLS, and stores the data packet in a buffer waiting for the query result. If no result is returned, the node periodically transmits queries according to a time-out interval. Once it gets the query result, it will use geographic forwarding to send the data packet.

Location Query Failures: There are two types of failure caused by node mobility [46]: a location server may have out-of-date information or a node may move out of its current grid. The solution for the first type of failure is to use the old location information. To overcome the second type of failure, which is more common, the moving node places a forwarding pointer in the departed grid. This forwarding pointer points to the grid the node has just entered. In other words, before a node moves out of a grid, it broadcasts its forwarding pointer to all nodes in the grid. Any node in this grid stores the forwarding pointer associated with the node that just left the grid; a node discards forwarding pointers when it departs a grid.

To share forwarding pointers with other nodes that have entered the order-1 square, a randomly chosen subset of forwarding pointers are transmitted with each HELLO packet [46]. (Table 14.1 shows the HELLO packet fields.) A node receiving a HELLO packet adds forwarding pointers to its own collection of forwarding pointers only if the broadcaster of the HELLO packet is in the same grid as the node's grid. A forwarding pointer allows a data packet to be forwarded to a grid that may contain the node. We note that a dense network is needed for the forwarding pointers to be effective and all simulation results presented in Reference 46 use dense networks. See References 25, 36, and 43 for further performance results on GLS.

14.2.2.4 Doubling Circles

The location service in Reference 2 is similar to GLS [46]. However, instead of arranging the network into squares of increasing size, [2] arranges the network into circles of increasing size centered on a node’s location; the radius of each subsequent circle is 1 m larger than the radius of the previous circle.

Suppose a node was at location \( i \) when it transmitted its last location update. When the node moves outside a circle of radius \( r \) meters centered at location \( i \), the node transmits a location update to all nodes within a circle of radius \( (r + 1) \) meters centered at the node's new location. Figure 14.6 illustrates an example. When node A moves to \( A' \), it transmits a location update packet to all nodes within the dashed

<table>
<thead>
<tr>
<th>TABLE 14.1 HELLO Packet Fields</th>
</tr>
</thead>
<tbody>
<tr>
<td>HELLO</td>
</tr>
<tr>
<td>Source ID</td>
</tr>
<tr>
<td>Neighbor list: IDs and location</td>
</tr>
<tr>
<td>Forwarding pointers</td>
</tr>
</tbody>
</table>
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circle of radius \((r + 1)\). Multipoint Relaying \([59, 67]\), an efficient network-wide broadcast protocol, is used to limit the overhead associated with flooding a location update packet within a given circle.

Similar to other location services, the distance a location update packet propagates corresponds to the distance the node has moved since its previous update \([2]\). In other words, nodes close to a given destination will have more accurate location information on the destination than nodes farther away from the destination. Thus, when a packet is transmitted toward a destination, forwarding nodes redirect the packet with more up-to-date location information on the destination. For example, node B in Figure 14.6 forwards a packet for A to the center of the solid circle. When node C receives this packet, it redirects the packet to the center of the dashed circle.

**14.2.2.5 Quorum-Based Details**

As mentioned, the main challenge in a quorum-based system is to define the read/write quorums in such a way as to maximize the probability of a query success. This challenge is especially difficult in a MANET, since network partitions are possible. The authors of Reference 41 propose a quorum-based location service for information dissemination in MANETs with partitions. In Reference 41, the authors assume that the quorum sets are constructed \textit{a priori}, that at least one node intersects any two quorum sets, and the quorum sets are known by every node in the network. Although the article does not propose a scheme to configure the quorums, it does attempt to answer three important questions:

1. When should a node transmit a location update?
2. Where should a node transmit a location update?
3. Which nodes should a node query for location information?

In Reference 41, four strategies are proposed to answer \textit{When should a node transmit a location update?} Based on their performance evaluation, the “absolute connectivity-based policy” was found to be the best trigger update strategy. In this strategy, a node sends an update “when a certain \textit{prespecified number of links} incident on it have been established or broken since the last update” \([41]\). The authors of Reference 41 argue that absolute distance-based updates and velocity-based updates are ineffective.

Three strategies are proposed to answer the remaining two questions: \textit{Where should a node transmit a location update?} and \textit{Which nodes should a node query for location information?} In all three strategies, a node uses reachability knowledge to determine which quorum set to choose for a location update or location request. That is, a node uses knowledge of unavailable nodes to select a quorum set in the hopes of minimizing a current or future location request failure. In their performance evaluation, the authors found the \texttt{Eliminate\_then\_Select} (ETS) Strategy was the best location update strategy and the \texttt{Select\_then\_Eliminate} (STE) Strategy was the best location request strategy in choosing a quorum set to update/query. In ETS, a node first eliminates all quorum sets that have at least one unreachable node. A quorum set is then randomly chosen from the remaining sets. The ETS strategy maximizes the number
of nodes that receive an update. In STE, a node first randomly chooses a quorum set and then eliminates unreach-able nodes from the set. The STE strategy maximizes the number of quorum sets to query.

14.3 Proactive Location Dissemination Systems

In this section, we present six proactive location dissemination systems. As mentioned, all nodes in the network periodically receive updates on a given node’s location in a location dissemination system. Thus, location information should be available for every node in a given node’s location table. According to the Mauve Classification [51], location dissemination systems would be classified as an all-for-all approach. That is, every node in the network maintains location information on every other node in the network.

14.3.1 DREAM Location Service

The DREAM Location Service (DLS) [12] is similar to a location service proposed by the authors of DREAM [4], a position-based routing protocol. Each Location Packet (LP), which updates location tables, contains the coordinates of the source node based on some reference system, the source node’s speed, and the time the LP was transmitted. Each mobile node in the ad hoc network transmits an LP to nearby nodes at a given rate and to faraway nodes at another lower rate. The rate a mobile node transmits LPs adapts according to when the mobile node has moved a specified distance from its last update location. Since faraway nodes appear to move more slowly than nearby mobile nodes, it is not necessary for a mobile node to maintain up-to-date location information on faraway nodes. This phenomenon is termed the distance effect and is illustrated in Figure 14.7. By differentiating between nearby and faraway nodes, the overhead of LPs is limited.

DREAM controls the accuracy of the location information in the network via the frequency that it transmits LPs and how far the LP is allowed to travel [4]. However, details on implementing the proposed location service are lacking in Reference 4. The DLS solution for the transmission of LPs in Reference 12 is:

\[
\text{transmit nearby LP: } \frac{T_{\text{range}}}{\alpha} \times \frac{1}{v} = \frac{T_{\text{range}}}{\alpha v}
\]

\[
\text{transmit far away LP: one for every } X \text{ nearby LPs or at least every } Y \text{ seconds,}
\]

where \(T_{\text{range}}\) is the transmission range of the mobile node, \(v\) is the average velocity of the mobile node, and \(\alpha\) is a scaling factor. In DLS, a nearby node is a 1-hop neighbor; LPs to faraway nodes update all nodes in the network, including nearby nodes.

There are some similarities of DLS to the Internet standard Open Shortest Path First (OSPF) [52]. Specifically, both transmit information concerning the local environment to all nodes in the network on a periodic basis. There are, however, three significant differences between these two protocols. First, DLS differentiates between nearby nodes and faraway nodes; OSPF has no such differentiation. Second,
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14.3.2 Simple Location Service

The Simple Location Service (SLS) is also a proactive dissemination location service, except this service only transmits location information to neighbors [12]. Specifically, each LP that updates location tables, contains the location of several nodes, the speed of each of these nodes, and the time the LP was transmitted. The rate a mobile node transmits LPs adapts according to location change:

\[
\left( \frac{T_{\text{range}}}{\alpha} \right) \ast \left( \frac{1}{v} \right) = \frac{T_{\text{range}}}{\alpha v} \quad \text{or} \quad \text{at least every } Z \text{ seconds,}
\]

where \( T_{\text{range}} \) is the transmission range of the node, \( v \) is the average velocity of the node, and \( \alpha \), which is a constant optimized through simulation, is a scaling factor. For a given \( T_{\text{range}} \), the frequency a mobile node transmits LPs adapts according to the time used by the mobile node to move a specified distance from its last update location. The faster the node moves, the higher the frequency the mobile node transmits LPs.

In SLS, each LP contains up to \( E \) entries from the node’s location table [12]. These \( E \) entries are chosen from the table in a round robin fashion. That is, each LP transmission shares location information on several nodes in the MANET with the node’s neighbors. As multiple LPs are transmitted, all the location information a node knows is shared with its neighbors. A node using SLS also periodically receives a LP from one of its neighbors. The node then updates its location table retaining the most recently received table entries. See Reference 12 for further details on SLS.

There are some similarities of SLS [12] to the Internet standard Routing Information Protocol (RIP) [29]. Specifically, both transmit tables to neighbors on a periodic basis. Differences between these two protocols include the following: SLS sends partial location tables compared to the total routing tables sent by RIP and, unlike RIP, a node using SLS will utilize its current location table in the calculation of its new location table. Lastly, RIP was not developed for an ad hoc network environment. Thus, SLS shares its tables with different neighbors as the network topology changes and, like OSPF, the rate of RIP update packets is only based on time but not on distance moved.

14.3.3 Legend Exchange and Augmentation Protocol

The Legend Exchange and Augmentation Protocol (LEAP) [36] is another proactive location dissemination system. LEAP consists of a legend (i.e., an explanatory list) that migrates (or leaps) from one node to another in a heterogeneous network. The legend’s current state is the locations of nodes that have been previously collected. As the legend traverses the network, it collects the location information of each node, and distributes this information to all other nodes in the network.

In LEAP, each node in the ad hoc network periodically broadcasts a packet to its neighbors to announce its existence [36]. This broadcast packet or “hello” packet includes the current node’s location information and the time in which the packet was sent.

There are two types of location tables in LEAP [36]. A local location table is stored in every node and includes location information on other nodes. The legend is a global location table and includes location information on all nodes as well as information to decide where to send the legend next. Initially, each node in the MANET has an empty local location table that can store \( n \) entries for the \( n \) nodes in the network. As mentioned in Section 14.2, each entry in a node’s local location table has the following items for each node in the network:

- ID — node ID
- loc_info — location information for the node
- last_update_time — time-stamp for the location information
Each entry in the global location table (or legend) includes the previous three items and the following item:

- v_bit — boolean parameter to show whether the node has been visited by the legend

We note that while $n$ local location tables exist, only one global location table (or legend) exists.

A local location table is updated in two ways [36]. First, every time a node receives a “hello” packet, the node updates corresponding entries for its neighbors in its local location table. Second, when the legend visits a node, both the global location table and the local location table are updated based on the time-stamps for the corresponding entries in the two tables. In other words, for each entry, the most recent entry of one table is stored in the other table. After this update procedure finishes, the legend migrates (or leaps) to another node. Thus, at this time, both the most recently visited node and the legend have identical location information for all visited nodes.

In the first implementation of LEAP [36], only one legend in the network exists. However, the authors state that they plan to consider the effect of multiple legends traversing a flat network. They also plan to develop a hierarchical legend-based service that provides current information (e.g., location information) on the state of nodes in a hierarchical network.

Initially, one node is selected to begin the single legend propagation [36]. As an initialization step, that node sets, for each node in the global location table, the visited bit to false and the current location of the node to undefined. The node then updates its current location and location of all known neighbors in the global location table (with a time-stamp), sets its visited bit in the global location table, and then sends the legend to the closest un-visited neighbor. If all neighbors of the current node have been visited, the node sends the legend to the closest un-visited node using the LAR protocol [44].

It is possible that the location information of some nodes are unknown by the currently visited nodes due to a partitioned network. Thus, LEAP cannot tell which node is the legend’s closest un-visited node [36]. In this case, LEAP chooses the lowest ID node as the destination for the legend’s next migration. If a partitioned network exists, the destination for the legend may not be reachable. When this problem occurs, the legend waits on the current node for a time-out period. When the time-out expires, the destination may now be reachable due to a change in the topology of the network. If the destination is still unreachable, LEAP repeats this wait procedure a second time. If the node is still unreachable, LEAP chooses a new destination.

After all nodes in the global location table are visited, the legend is paused at the last visited node for a time-out period [36]:

$$\left( \frac{T_{\text{range}}}{\alpha} \right) \cdot \left( \frac{1}{v} \right) = \frac{T_{\text{range}}}{\alpha v},$$

where $T_{\text{range}}$ is the transmission range of the nodes, $v$ is the average velocity of the nodes, and $\alpha$ is a scaling factor. That is, the time the legend is paused corresponds to the movement of the nodes. If the nodes are moving quickly, then the legend propagates (almost) continuously; if the nodes are moving slowly, then the legend is often paused. In other words, there is no reason to propagate the legend if the locations of the nodes have barely changed. When the time-out expires, the visited bit of all nodes in the global location table is set to false. A new propagation of the legend then continues in the same manner.

In a real network environment, the legend may get lost during transmission [36]. A node sending the legend sets an acknowledgment timer to help in ensuring the reliable transmission of the legend. When node A forwards the legend packet to node B, node A sets a timer to receive a response from node B. If node B is a neighbor, the response is overhearing node B propagate the legend further. If node B is not a neighbor, then node B sends an acknowledgment packet to node A. Node B also sends an acknowledgment packet to node A if the legend is to be paused at node B. If node A receives a response from node B, then node A cancels the timer; otherwise, node A attempts to send the legend to node B a second time. If the timer expires a second time, node A chooses a new destination to send the legend packet.

A legend traversal example is illustrated in Figure 14.8. (This figure is taken from Reference 36.) We note that this figure is not a snapshot at a certain time. Instead, Figure 14.8 is a record of the position for
FIGURE 14.8 Example of the legend in LEAP migrating.

each node when it receives the legend. The legend begins its traversal at node 0 and ends its traversal at node 28. The dotted lines illustrate the use of LAR to transmit the legend to a nonneighbor node (e.g., node 3 sending the legend to node 7). As shown, LAR is needed to forward the legend three times in this example. The LAR case for node 4 is different from the other two LAR cases. After the legend visits node 42, which is at position (15,225), it determines node 4 as its next destination. However, it is impossible for node 42 to transfer any packet to node 4 as the network is partitioned. Thus, LEAP suspends the legend propagation for a timeout. When node 4 has moved from location 4 to $4'$ (Figure 14.8), the network is again connected and node 42 can send the legend to node 4.

14.3.4 Ants

Mobile software agents, modeled on ant behavior, are used to collect and disseminate location information in GPSAL (the GPS/Ant-Like routing algorithm) [14]. An ant is an agent sent by a source node to a destination node in the network. The destination node may be the node farthest from the source, the node with the oldest location information in the source’s routing table, or a random node. The ant packet contains a location table with the most recent location information known by the ant. The goal of each ant is to forage location information for a given destination node. Location information of intermediate nodes to the destination is also collected and shared by the ant.

As an ant traverses to its destination and back to its source, it shares more recent location information within the ant packet with the intermediate nodes it traverses. In addition, as the ant traverses to its destination and back to its source, it collects more recent location information within each intermediate node’s location table. That is, similar to the legend traversing in LEAP [36], both the location table of an intermediate node and the ant packet are updated as the ant traverses the network.

In GPSAL, when a node determines it needs to send an ant to a destination node (in order to obtain more recent location information on the destination), the node uses its location table and a shortest-path algorithm to determine a route to the destination. The shortest-path route, comprised of a list of nodes
and the corresponding time-stamps, is then included in the header of the ant packet similar to source routing in DSR [38,39]. The ant packet is then sent to the first node in the determined shortest-path route. This node shares and collects more recent location information (as previously discussed) and then updates the shortest-path route in the ant packet if needed. The ant packet is then sent to the next node in the shortest-path route. This process is repeated until the ant packet arrives at the destination node. The destination node then sends the ant packet back to the source node that created the ant packet in the same manner.

The main difference between LEAP [36] and the location service in GPSAL [14] is the method that is used to create/propagate the legend/ant. The legend in LEAP [36] is a global entity that traverses all nodes in the network; as the legend traverses, it collects and shares location information on all nodes in the network. An ant in GPSAL [14] traverses from a source node (that created the ant) to a destination node; only the location tables within the ant packet, intermediate nodes, and the source/destination nodes are updated.

14.3.5 Geographic Region Summary Service

The Geographic Region Summary Service (GRSS) is proposed in References 32 and 33. Like GLS, the area covered by the ad hoc network is arranged into a hierarchy of grids with squares of increasing size (see Figure 14.4). The location service is based upon two main functions. First, a node within the same order-0 square\(^3\) transmits its location and neighborhood information to all other nodes in the same order-0 square. This task is accomplished via a link-state routing protocol. Thus, like GLS, full topology information is known within each order-0 square. Second, boundary nodes can transmit location information to nodes in adjacent squares; thus, boundary nodes in an order-\(i\) square share location information for all nodes within the order-\(i\) square to sibling order-\(i\) squares (four siblings of order-\(i\) make a square of order-\(i+1\)) via “summary” LPs.

A summary packet is an aggregated list of location information [32,33]. Specifically, a summary packet contains a list of all nodes within the order-\(i\) square and the location of the order-\(i\) square’s center. In other words, the hierarchical infrastructure created is used to generate and disseminate summaries that contain location information. The union of all received summary packets and the location information on a given node’s order-0 square contains location information for all nodes in the network.

One advantage of GRSS is that a given node does not flood its location information in the entire network [32,33]. One disadvantage of GRSS is that, due to summary packets, location information may only be the center of the region a node resides in, instead of the exact location of the node. However, since the size of each region is approximately the radio range, all nodes in an order-0 square can be reached within two hops [32].

The authors of Reference 32 propose two types of summary packets: exact summary and imprecise summary. Exact summaries require more overhead than imprecise summaries, but then lead to fewer false positives. A false positive occurs when a node receives conflicting location information on another node, which causes a packet to be dropped. See Reference 32 for more details on GRSS.

14.3.6 Dead Reckoning: A Location Prediction Technique

A recently proposed location dissemination location system is the Dead Reckoning Method (DRM) [1,45]. In DRM, each node constructs a model of its movement, which is then disseminated with the node’s current location. Other nodes are then able to predict the movement of every other node in the network. The basis for this technique is the prediction method discussed in Reference 47.

The authors of DRM mention that the movement model constructed by the nodes could be a deterministic or probabilistic first order or high order model [1]. In References 1 and 45, the following movement

\(^3\)We note that GLS begins counting at one instead of zero.
A node computes its velocity values \((v_x, v_y)\) from two successive location samples, \((x_1, y_1)\) and \((x_2, y_2)\), taken at times \(t_1\) and \(t_2\):

\[
\begin{align*}
v_x &= \frac{x_2 - x_1}{t_2 - t_1} \\
v_y &= \frac{y_2 - y_1}{t_2 - t_1}.
\end{align*}
\]

Once the velocity values are computed, the node floods the values, the node's current location, and the time the velocity values were computed. The packet transmitted is called a DRM update packet.

A node predicts another node's location via the following two equations [1,45]:

\[
\begin{align*}
x_{\text{predict}} &= x_{\text{location}} + (v_{x_{\text{model}}} \cdot (t_{\text{current}} - t_{\text{model}})), \\
y_{\text{predict}} &= y_{\text{location}} + (v_{y_{\text{model}}} \cdot (t_{\text{current}} - t_{\text{model}})),
\end{align*}
\]

where \((x_{\text{location}}, y_{\text{location}}), (v_{x_{\text{model}}}, v_{y_{\text{model}}})\), and \(t_{\text{model}}\) are the values received in the received DRM update packet and \(t_{\text{current}}\) is the current time.

Each node periodically predicts its own location as well, which is compared against the node's actual value. That is, a deviation between a node's actual location and predicated location is calculated by:

\[
d = \sqrt{(x_{\text{current}} - x_{\text{predicted}})^2 + (y_{\text{current}} - y_{\text{predicted}})^2}.
\]

If its own predicted location deviates from its actual location by a given threshold, then the node transmits a new DRM update packet. Thus, if a node transmits an accurate movement model, very little location update cost exists in DRM [1,45].

In Reference 1, the authors mention an optimization to their dead reckoning technique that is based on the "distance effect" discussed in Section 14.3.1. Specifically, a node floods a DRM update packet if the calculated deviation is large; if the calculated distance is small, a node only transmits the DRM update packet to other nodes in close proximity of the node. In Reference 45, the authors detail a layering method, based on a given node's location (see Figure 14.9), to implement this optimization.

Once a node can predict all other node locations, Agarwal and Das [1] propose that each node computes the topology of the network. Dijkstra's shortest path algorithm can then be used to route packets from a source to a destination. In Reference 45, the authors use geographic forwarding to route packets.
14.4 Reactive Location Systems

The last type of location systems presented are reactive in nature. As mentioned in Section 14.1.2, RLSs query location information on an as and when needed basis. In this section, we present two reactive location systems proposed in the literature. According to the Mauve Classification [51], reactive location systems would be classified as an all-for-some approach. That is, every node in the network maintains location information on some other nodes in the network whose locations are needed.

14.4.1 Reactive Location Service

In the RLS protocol [12], when a mobile node requires a location for another node and the location information is either unknown or expired, the requesting node will first ask its neighbors for the requested location information (i.e., the time-to-live, or TTL, of the packet is set to zero). If the node's neighbors do not respond to the requested location information within a time-out period, then the node will flood a location request packet in the entire network.

When a node receives a location request packet and does not know the requested location information, the node propagates the flooded location request. If, however, a node receives a location request packet and the node's location table contains the requested location information, the node returns a location reply packet via the reverse source route obtained in the location request packet. In other words, each location request packet carries the full route (a sequenced list of nodes) that a location reply packet should be able to traverse in its header. Since IEEE 802.11 requires bidirectional links in the delivery of all nonbroadcast packets, RLS assumes bidirectional links. If bidirectional links are not available, this requirement can be removed via the manner proposed in the DSR protocol [10].

If feasible, each node using RLS should update its location table when a new LP is overheard or received. In other words, RLS suggests promiscuous mode operation is used by all nodes. (As noted in Reference 37, promiscuous mode operation is power consuming.) Lastly, entries in the location table are aged as the node associated with the entry moves; that is, an entry associated with a node that is moving quickly will age more quickly.

There are some similarities of RLS to LAR [44], DSR [10] and Location Trace Aided Routing (LOTAR) [69], three unicast routing protocols developed for a MANET. Specifically, all four protocols are reactive protocols that try to discover the required information on demand. In addition, all four protocols use the reverse source route to respond to a request for information. One significant difference between these four protocols is the following: RLS attempts to determine the location information, while LAR, DSR, and LOTAR attempt to determine full routes. Lastly, requesting desired information from neighbors first and allowing intermediate nodes to reply to a request are two features that both RLS and DSR have. Although not mentioned in LAR [44], the usefulness of these features for LAR are evaluated in Reference 13.

14.4.2 Reactive Location Service (RLS')

Another RLS protocol, which was developed concurrently, is proposed in Reference 42 and then used for routing in a city environment in Reference 50. To avoid confusion, we refer to this second RLS protocol as RLS'. The differences between RLS and RLS' are:

- While intermediate nodes are allowed to reply to location requests in RLS [12], a location request is forwarded until it reaches the node whose location is desired in RLS' [42,50]. While cached replies are discussed in Reference 42, the authors chose not to implement them because they felt that the disadvantages (e.g., several location replies may be returned for one location request) outweighed the advantages.
- A location reply packet is returned via the reverse source route in RLS [12]; a location reply packet is returned via “the underlying routing protocol (e.g., greedy unicast routing, flooding, etc.)” in RLS' [42].
• While several options for flooding a location request packet are discussed in RLS’ [42] (e.g., linear flooding and exponential flooding), the main flooding scheme evaluated is the same as the scheme used in RLS [12]. This scheme is called binary flooding in Reference 42.
• RLS’ includes radial flooding, which allows nodes farther away from a source to rebroadcast a location request packet before those closer to the source [42]. RLS does not include this feature.

14.5 Conclusions and Future Research

In this chapter, we review 16 different location information services that exist in the literature to date. An effective location service can be used to improve the performance and scalability of a routing protocol that requires location information (e.g., GPSR [40]). We classify the location information services into three categories: proactive location database systems, proactive location dissemination systems, and reactive location systems. Proactive location services are those protocols that have nodes exchange location information periodically; the information is either exchanged with a few select nodes or with all nodes. RLSs query location information on an as and when needed basis.

There are several areas of future investigation on location services that are needed. First, as mentioned in Reference 51, when a node is associated with a position, location privacy is difficult to achieve. Since none of the presented location services consider anonymity, future research in this area is essential.

In addition, more quantitative comparisons to discover the strengths and weaknesses of the various approaches are needed. Typically, a performance evaluation is given in a paper that proposes a location service. However, seldom are multiple location services quantitatively compared. The exceptions are:

• In Reference 51, the authors state the complexity and robustness of four location services (i.e., DLS, home regions, UQS, and GLS).
• A detailed comparison of DLS, SLS, and RLS exists in Reference 12.
• RLS’ with greedy location-based forwarding is compared to DSR and GLS with greedy location-based forwarding in Reference 42.
• A comparison of LEAP, GLS, RLS, and SLS is given in Reference 36.
• In Reference 45, a performance comparison exists for a geographical forwarding routing protocol that uses four different location services: DRM, GRSS, DLS, and SLS.

According to Reference 43, GLS is a promising distributed location service. However, due to its complexity, GLS requires a “deeper analysis and evaluation” [43]. See References 25, 36, and 43 for further performance results on GLS.
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15.1 Introduction

In wireless ad hoc and sensor networks, building efficient and scalable protocols is a very challenging task due to the lack of infrastructure and the high dynamics. Geographic protocols, that take advantage of the location information of nodes, are very valuable in these environments. The state required to be maintained is minimum and their overhead is low, in addition to their fast response to dynamics. In this chapter, we present a state-of-the-art overview of geographic protocols providing basic functions such as geographic routing, geocasting, service location, and resource discovery. We introduce also some of our work on assessing and improving the robustness of geographic protocols to nonideal realistic conditions corresponding to the real-world environments.

Geographic protocols are very promising for multihop wireless networks. These protocols take advantage of the location information of nodes to provide higher efficiency and scalability. In wireless environments, the locations of nodes correspond to their network connectivity, which makes geographic protocols natural components in these environments and it is expected that they will become major elements for the development of these networks. For obtaining the location information, different kinds of localization systems exist such as GPS, infrastructure-based localization systems, and ad hoc localization systems.

Examples of multihop wireless networks are ad hoc networks and sensor networks. Ad hoc networks are infrastructureless dynamic networks that could be an extension or alternative to infrastructure wireless networks, especially in situations where it is difficult or time-critical to deploy an infrastructure such as in disaster recovery or military applications. Commercially it could also be used to build small fast networks for conferences and meetings, vehicle networks, rooftop networks, or to extend the services provided by...
the cellular infrastructure. Sensor networks are networks of small embedded low-power devices that can operate unattended to monitor and measure different phenomena in the environment. Sensor networks are suited for applications such as habitat monitoring, infrastructure protection, security, and tracking.

We consider basic geographic protocols at the network layer: geographic routing, geocasting and geographic rendezvous mechanisms. Geographic routing provides a way to deliver a packet to a destination location, based only on local information and without the need for any extra infrastructure, which makes geographic routing the main basic component for geographic protocols. With the existence of location information, geographic routing provides the most efficient and natural way to route packets comparable to other routing protocols. Geocasting is the delivery of packets to nodes within a certain geographic area. It is an extension to geographic routing where in this case the destination is a geographic region instead of a specific node or point. Geocasting is an important communication primitive in wireless ad hoc and sensor networks, since in many applications the target is to reach nodes in a certain region. In geographic-based rendezvous mechanisms, geographical locations are used as a rendezvous place for providers and seekers of information. Geographic-based rendezvous mechanisms can be used as an efficient means for service location and resource discovery in ad hoc networks. They can also provide efficient data dissemination and access in sensor networks.

In the rest of this chapter, we will go through the basic geographic mechanisms: routing, geocasting, and geographic rendezvous. In Section 15.2 we discuss geographic routing protocols and some important related problems: the determination of destination location, the effect of location inaccuracy, and the effect of lossy links. In Section 15.3 we present the different geocasting mechanisms. In Section 15.4 we explain several geographic rendezvous mechanisms used for service location, resource discovery, and data access. Finally, the conclusions are presented in Section 15.5.

15.2 Geographic Routing

Routing in ad hoc and sensor networks is a challenging task due to the high dynamics and limited resources. There has been a large amount of nongeographic ad hoc routing protocols proposed in the literature that are either proactive (maintain routes continuously) [48], reactive (create routes on-demand) [31,47,49] or a hybrid [21]. For a survey and comparison see References 52 and 10. Nongeographic routing protocols suffer from a huge amount of overhead for route setup and maintenance due to the frequent topology changes and they typically depend on flooding for route discovery or link state updates, which limit their scalability and efficiency.

On the other hand, geographic routing protocols require only local information and thus are very efficient in wireless networks. First, nodes need to know only the location information of their direct neighbors in order to forward packets and hence the state stored is minimum. Second, such protocols conserve energy and bandwidth since discovery floods and state propagation are not required beyond a single hop. Third, in mobile networks with frequent topology changes, geographic routing has fast response and can find new routes quickly by using only local topology information.

In the discussion of routing mechanisms in Section 15.2.1, we have the following assumptions:

- Each node knows its geographic location using some localization mechanism. Location-awareness is essential for many wireless network applications, so it is expected that wireless nodes will be equipped with localization techniques. Several techniques exist for location sensing based on proximity or triangulation using radio signals, acoustic signals, or infrared. These techniques differ in their localization granularity, range, deployment complexity, and cost. In general, many localization systems have been proposed in the literature: Global Positioning System (GPS), infrastructure-based localization systems [63,50], and ad hoc localization systems [11,53]. For an extensive survey of localization refer to Hightower and Borriello [27].
- Each node knows its direct neighbors locations. This information could be obtained by nodes periodically or on request broadcasting their locations to their neighbors.
• The source knows the destination location. In Section 15.2.2 we will discuss in detail how this information could be obtained.

### 15.2.1 Routing Mechanisms

In geographic routing, each node knows the location of its direct neighbors (neighbors within its radio range). The source inserts the destination location inside the packet. During packet forwarding, each node uses the location information of its neighbors and the location of the destination to forward the packet to the next-hop. Forwarding could be to a single node or to multiple nodes. Forwarding to multiple nodes is more robust and leads to multiple paths to the destination, but it could waste a lot of resources (energy and bandwidth) and thus forwarding to a single node is more efficient and it is the common approach among unicast protocols. A main component in geographic routing is greedy forwarding, in which the packet should make a progress at each step along the path. Each node forwards the packet to a neighbor closer to the destination than itself until ultimately the packet reaches the destination. If nodes have consistent location information, greedy forwarding is guaranteed to be loop-free.

Takagi and Kleinrock [60] is an early work that presented the most forward within R (MFR) routing model, where R is the transmission radius. In MFR, a node transmits to the neighbor that provides the maximum progress in the direction of the final destination, in order to minimize the number of hops between the source and the destination. The objective of that work was to obtain the optimum transmission radius in a content-based channel. In 1987, Finn [16] proposed Cartesian routing as a scalable routing solution to interconnect isolated LANs in the Internet. Each node forwards the packet to the neighbor closest to the destination among its neighbors that are closer to the destination. In References 28 and 44, Imielinski and Navas proposed integrating geographic coordinates into IP to enable the creation of location dependent services in the Internet. They presented a hierarchy of geographically aware routers that can route packets geographically and use IP tunnels to route through areas not supporting geographic routing. Geographically aware routers can determine which geographic areas they are servicing and based on that information and the packet destination area, each router, when it receives a packet, decides whether it services that destination area or it should forward the packet to its parent or to some of its children in the hierarchy.

In Reference 1, Akyildiz et al. used the reported geographic location of a mobile host to perform selective paging in cellular networks by paging a set of cells around that location. Among the earliest work to consider the geography for routing in ad hoc networks is LAR [35] by Ko and Vaidya, which uses the location information of nodes for route discovery and not for data delivery. LAR improves the performance of nongeographic ad hoc routing protocols by limiting discovery floods to a geographic area around the destination expected location. DREAM [5] is a routing protocol that uses the location information for data delivery in ad hoc networks. The packet is forwarded to all nodes in the direction of the destination. Based on the destination location and its velocity, the source determines an expected zone for the destination and forwards the packet to all nodes within an angle containing the expected zone. If the sender has no neighbors in the direction of the destination, a recovery procedure using partial flooding or flooding is invoked. Figure 15.1 shows an example for directional flooding, which could be used for route discovery in LAR or data delivery in DREAM. In Compass routing [38], a node forwards the packet to the neighbor whose edge has the closest slope to the line between that node and the destination; that is, the neighbor with the closest direction to the destination. Compass routing is not guaranteed to find a path if one exists.

Greedy forwarding is very efficient in dense uniform networks, where it is possible to make progress at each step. Greedy forwarding, however, fails in the presence of voids or dead-ends, when reaching a local maximum, a node that has no neighbor closer to the destination (Figure 15.3). In this case, it will fail.
expected region where $v$ is the velocity of $D$ and $dt$ is the time since last location update.

FIGURE 15.2 Greedy forwarding: node $F$ forwards the packet to neighbor $K$, which is the neighbor closest to the destination $D$.

FIGURE 15.3 Greedy forwarding fails at node $F$ when there are no neighbors closer to the destination $D$, although a path through a farther neighbor $F-a-b-c-D$ exists.

Previous protocols deal with dead-ends in different ways. In MFR [60], if no progress could be made in the forward direction, the dead-end node sends the packet to the least backward neighbor, which is the neighbor closest to the destination among its neighbors. This could cause looping and nodes need to detect when they get the same packet for a second time. Finn [16] proposed using limited flooding for a number of hops to overcome dead-ends. When a node is reached that has no neighbors closer to the destination, it sends a search packet for $n$ hops away. Closer nodes to the destination reply back and the closest node to the destination among those nodes is chosen to forward the packet. The value of $n$ is set based on the topology structure (estimated size of voids) and the desired degree of robustness. LAR and DREAM, which use directional flooding, did not provide specific mechanisms to deal with voids that stop the flood before reaching the expected zone. It is assumed that global flooding will be used as a recovery if directional flooding fails. In Reference 14 De Couto and Morris show a probabilistic approach that uses intermediate node forwarding to overcome dead-ends. When greedy forwarding fails, the source picks a random intermediate point and routes the packet though it to the destination. The random point is
picked randomly from an area between the source and the destination. The area is increased each time the routing fails.

The previous approaches for dead-end recovery do not guarantee that the packet reaches the destination if a path exists (unless global flooding is used, which causes large overhead). A local algorithm called Compass Routing II was presented in Reference 38, which guarantees that the packet reaches the destination. Compass Routing II, which becomes known as face routing or perimeter routing, works in planar graphs by traversing the faces intersecting the line between the source and the destination consecutively until reaching the destination as shown in Figure 15.4. Bose et al. [9] presented algorithms and proofs for extracting planar graphs from unit graphs and for face routing in the planar graphs to guarantee delivery. Due to the inefficient paths resulting from face routing, they proposed combining face routing with greedy forwarding to improve the path length. Face routing is used when greedy forwarding fails until a node closer to the destination is reached, then greedy forwarding could be resumed again. This way the algorithm will remain loop-free. In order for face routing to work correctly, a planar connectivity graph for the network needs to be constructed and so a planarization algorithm is required to create the planar graph. In Figure 15.5, RNG [62] and GG [17] are examples of algorithms that create a planar graph from the nonplanar physical topology by selecting a subset of the links and using only those links during face routing. A desirable feature in these algorithms is that they are local (a node needs to know only its own and neighbors’ locations) and run in a distributed manner, so that each node can decide the links to include for planar routing using only local information independent of other nodes. The main idea of both algorithms is for a node to exclude an edge to a neighbor from the planar graph if there is another path through a different neighbor called witness. The witness should exist in a specific intersection area between the two nodes of the edge. In Reference 4, a variant of face routing is described that is more robust to irregular transmission ranges and can tolerate up to 40% of variation in the transmission range at the cost of a limited amount of extra overhead.

In summary, greedy forwarding alone does not guarantee the delivery of packets because of dead-ends (variously called local maxima or voids). Face routing on a planar graph theoretically does guarantee the delivery of packets. For improved performance, face routing is integrated with greedy forwarding and is used as a way to overcome dead-ends when greedy forwarding fails. Wireless network connectivity is in

---

1 Planar graphs are graphs containing no cross links.

2 In a unit graph a pair of nodes is connected if and only if the distance between them is below a certain threshold, which is the radio range in this case.
Aware Routing (GEAR) [68] is an energy aware geographic protocol designed with the goal to increase the lifetime of sensor networks. GEAR uses energy aware metrics for neighbor selection in such a way to limit the diffusion by geographically scooping the messages was also presented. Geographical Energy or pull) to design the protocol based on the application characteristics. Using geographic information path to the interested nodes. In Reference 25, different diffusion algorithms were discussed (e.g., push interested in the data diffuse their interest to other nodes. Data can then be forwarded along the reverse presented for sensor networks. In directed diffusion data are named by attribute-value pairs and nodes named data instead of named nodes. Directed diffusion [29] is a data-centric communication approach nodes is based on the content of data rather than the specific node identities. Messages are directed for to learn the path.

In Figure 15.4, node is forwarding a packet using face routing to node D. Using the right-hand-rule the packet starts traversing face A, switching to other faces intersecting FD until reaching the face containing D. In Reference 33, packet-level simulations using 802.11 wireless MAC layer and comparisons with an ad hoc routing protocol, DSR, are provided. GOAFR [39] is another protocol proposed later that also combines greedy forwarding with face routing and is designed to be both asymptotically optimal and average-case efficient. GOAFR achieves worst-case optimality (analytically proved) of the path length by using limited elliptic regions for face routing and recursively increasing the ellipse size until finding a close-to-optimal path. This could improve the efficiency in low-density networks.

Other approaches for geographic routing have also been presented. In Gao et al. [18], a clustering algorithm is used to group nodes into clusters and then a planar graph called a restricted Delaunay graph (RDG) is built between the cluster-heads. RDG can be used as an underlying graph for geographic routing and it has the benefit that the path length between two nodes is a constant factor from the optimum length. Gao et al. [18] shows that routing on RDG graphs outperforms graphs built by RNG or GG, but maintenance for the clusters and graph is required. Terminode Routing [7] presents a different approach by dividing routing into two levels and using geographic routing for remote routing and a distance vector protocol for local routing. Geographic routing is used for routing to remote destinations to provide scalability in large mobile ad hoc networks, but as the packet arrives close to the destination (two hops away) local routing is used to avoid inconsistencies in the destination location. In Terminodes, a protocol called Anchored Geodesic Packet Forwarding is used for geographic routing, where the source defines a set of anchors (fixed geographic points) in the path to the destination. The goal of using anchored paths is to try to avoid obstacles and gaps by setting anchors accordingly. A packet is sent through the anchors to the destination; each node forwards the packet toward the next anchor in the list using a greedy approach, until the packet arrives to a node in proximity of this anchor, then the next anchor in the list is used and so on. A path discovery method is proposed to learn about anchors in the path. If no anchors are known, the destination location is used as the next anchor. Jain et al. [30] uses another approach, which is a mix of greedy forwarding and traditional ad hoc routing. Each node maintains a routing table containing its direct neighbors and their positions, which it uses for greedy forwarding. When a packet reaches a dead-end, a route discovery protocol is initiated to find a path to the destination. Each node along the path set an entry in its routing table for the next-hop to that destination. For route discovery no explicit algorithm is specified; flooding, depth first search, face routing, or distance vector routing could be used to learn the path.

In sensor networks communication is typically data-centric, which means communication between nodes is based on the content of data rather than the specific node identities. Messages are directed for named data instead of named nodes. Directed diffusion [29] is a data-centric communication approach presented for sensor networks. In directed diffusion data are named by attribute-value pairs and nodes interested in the data diffuse their interest to other nodes. Data can then be forwarded along the reverse path to the interested nodes. In Reference 25, different diffusion algorithms were discussed (e.g., push or pull) to design the protocol based on the application characteristics. Using geographic information to limit the diffusion by geographically scooping the messages was also presented. Geographical Energy Aware Routing (GEAR) [68] is an energy aware geographic protocol designed with the goal to increase the lifetime of sensor networks. GEAR uses energy aware metrics for neighbor selection in such a way
that each node tries to balance the energy consumption among its neighbors using only local information by maintaining a cost function for each neighbor computed based on its location and an estimation for the energy consumed by that neighbor. Geographical Adaptive Fidelity (GAF) [65] uses the geographic information for energy conservation by building a geographical grid, such that only a single node needs to be turned on in each cell and other nodes are turned off. The cell size is set based on the radio range of nodes so that all nodes in the cell are equivalent from a routing perspective. Two-Tier Data Dissemination (TTDD) [67] provides a different way for data dissemination than directed diffusion. Instead of the sink propagating queries to all nodes and sources replying back; in TTDD each source builds a grid structure and sets its forwarding information at the nodes closest to the grid points, so that queries from the sink traverse only nodes in the local cell and some grid nodes towards the source. TTDD uses geographic greedy forwarding to construct and maintain the grid. This approach is beneficial when sinks are mobile, since location updates are propagates within the local cell and some grid nodes instead of the whole network.

The SPEED [24] is a geographic routing protocol designed for real-time communication in sensor networks. SPEED handles congestion and provides soft real-time communication by using feedback control and nondeterministic geographic forwarding. It also provides a different way to handle dead-ends similar to the way it handles congestion. Nondeterministic geographic forwarding is used to balance the load among multiple routes. A node computes a relay speed to each of its neighbors by dividing the advance in distance to the destination by the estimated delay to forward the packet to that neighbor. The node then forwards the packet to a neighbor closer to the destination that has a speed higher than a certain threshold with a probability based on that neighbor speed compared to other neighbors. If no neighbor has a speed higher than the desired speed, a neighborhood feedback loop determines whether to drop the packet or reroute it in order to reduce the congestion. Backpressure rerouting is used to avoid both congestion and dead-ends by sending a backpressure beacon to the upstream node. The upstream node will try to forward the packet on a different route or further backpressure will occur until a route is found. Dead-end recovery using this backpressure mechanism does not guarantee to find a path. SPEED considers also other functions such as geocast and anycast, which can be activated after the packet enters the destination area.

A related approach to geographic routing is trajectory-based forwarding [46], a method presented to route packets along curves in dense sensor networks. In this method, the trajectory is set by the source and intermediate nodes forward the packet to nodes close to the trajectory path.

### 15.2.2 Destination Location

In the previous section we have mainly focused on the routing problem and assumed that the packet destination location is known to the source. How the destination location is obtained is a separate problem that in many cases depends on the application. Most of the routing protocols discussed have not considered this problem explicitly. In many applications in ad hoc and sensor networks, the node ID itself is irrelevant and nodes are characterized by their location. In those applications packets do not need to be forwarded to specific nodes and a node close to the destination location or in a certain area around the destination can process the packet. For example, in sensor networks, queries may be sent to specific locations that the access point decides based on previous events and measurements. In geocasting, packets are sent toward regions and all nodes in the region can receive the packet.

In applications where the packet should be sent to a specific node, a mapping between the node ID and its current location is required. The source needs to obtain the destination current location before forwarding the packet, for example, by consulting a node location service. It is important for the location service to be efficient and at the same time consistent with node locations. A simple way to obtain node locations is by having nodes propagating their locations through the network and other nodes storing these locations. This approach causes large energy and bandwidth overhead, especially with node mobility, and the storage will be high since each node stores the locations of all other nodes, even if it may not need most of them. Another approach is to flood queries that search for the destination location and the destination can reply back with its current location. Approaches based on global flooding do not scale to
large networks. DREAM [5] considered the problem of locating destinations and provided a solution based on location propagation. In order to limit the overhead, nodes propagate their locations based on two observations: the distance effect, where updates are propagated as a function of the distance between the node updating its location and the node receiving the update in such a way that closer nodes receive more updates and have more accurate information about a destination location. The second observation is that each node sets the frequency of location updates based on its mobility rate, so that low mobility nodes send fewer updates.

A different approach that avoids flooding is to use location servers that keep track of node locations. Nodes moving send only to these servers to update their locations and other nodes can query the servers to obtain the recent locations. In infrastructure-based networks (e.g. in Mobile IP and cellular networks), centralized fixed well-known servers provide this service, but in ad hoc and sensor networks it is difficult to use centralized servers due to the lack of infrastructure and due to the topology changes and dynamics. In Terminodes [6], each node has a Virtual Home Region (VHR) that is known or can be computed by other nodes. Each node updates its location by sending the location update to its VHR. All nodes in the VHR will store that node location. Queries for a node location will be sent to the node VHR, where the nodes can reply back. In Reference 64 also, each node has a home region and all nodes in the home region store its location. GLS [41] presented a scalable distributed node location service for ad hoc networks. Each node updates a small set of location servers with its location. The node uses a predefined geographic hierarchy and a predefined ordering of node identifiers to determine its location servers. At each level of the hierarchy, the node chooses a location server as the node, from the corresponding region of that level, that has the closest ID to itself. Queries use the same hierarchy and identifier ordering to access a location server. In Reference 66, a geographic hierarchy is also used to map each node to location servers at different levels in the hierarchy such that the location is represented with different accuracy at each level. Instead of choosing a location server based on its node ID as in GLS, a mapping function is used to map the destination ID to one of the minimum partitions in the hierarchy and choose a node that covers this partition as the location server. The location of a node is stored by its location servers at different levels of accuracy, such that further location servers store approximate locations while closer servers have more accurate locations. This way a smaller number of location servers will need to be updated when the node moves, which reduces the overhead due to node mobility. Queries for the destination location start with approximate regions and obtain more accurate information about the location as they get closer to the destination. A scheme that uses uniform quorums for mobility management is presented in Reference 22. A set of nodes in the network form a virtual backbone and each of these nodes stores a location database. The location databases are organized into quorums (sets of databases) in such a way that any two quorums have to intersect by having a shared number of databases. Location updates are sent to any quorum and stored by all its location databases. Due to the intersection between quorums, queries for a node location sent to any quorum should reach a database that maintains a location for that node.

General geographic rendezvous mechanisms could also be used for node location. In Reference 54, we have presented a geographic-based rendezvous architecture, Rendezvous Regions, which could be adjusted to provide a node location service. In Rendezvous Regions the network topology is divided into geographical regions. For a node location service, each region will be responsible for a set of nodes. Based on a hash-table-like mapping scheme, each node ID will be mapped to a region. Each node will store its location in the corresponding region and other nodes looking for its location could retrieve it from there. Inside each region, a few elected nodes are responsible for maintaining the information of the mapped nodes. The evaluations have shown that Rendezvous Regions is scalable, efficient and robust to node mobility, failures, and location inaccuracy. In Section 15.4, we will explain Rendezvous Regions in more detail.

15.2.3 Location Inaccuracy

Geographic routing protocols typically assumed the availability of accurate location information, which is necessary for their correct operation. However, in all localization systems an estimation error is incurred that depends on the system and the environment in which it is used. GPS is relatively accurate, but it
requires visibility to its satellites and so is ineffective indoors or under coverage. In addition, the high cost, size, and power requirements make it impractical to deploy GPS on all nodes. Infrastructure-based localization systems [63,50] are mostly designed to work inside buildings and they either have a coarse-granularity of several meters or require a costly infrastructure. In ad hoc localization systems [11,53], nodes calculate their locations based on measurements to their neighbors or to other reference nodes in the environment. High localization errors can occur due to environmental factors affecting the location measurements such as obstacles. In addition, errors in a node location propagate to other nodes using it as a reference.

In Reference 23, simulation results were shown for the effect of localization errors on the performance of greedy forwarding. The conclusion was that routing performance is not significantly affected when the error is less than 40% of the radio range. Face routing is not considered in that work. In Reference 30, it is assumed that the system can deal with location errors, since a route discovery protocol is used when greedy forwarding fails. If a flooding route discovery approach is used, it will not be affected by the location errors at the cost of high discovery overhead, but if a route discovery approach based on location (e.g., face routing) is used, the route discovery itself could fail. Approaches that use the location for remote routing only and topology-based routing for local routing such as Terminodes [7] can tolerate inaccuracy in the destination location, but inaccuracy in intermediate nodes can still cause failures.

### 15.2.3.1 The Effect of Location Inaccuracy on Face Routing

As we mentioned, greedy forwarding coupled with face routing is an efficient approach that guarantees delivery and accordingly it is the most accepted approach among the currently proposed geographic protocols. In the absence of location errors it has been shown to work correctly and efficiently. In Reference 56, we provided a detailed analysis on the effect of location errors on complete geographic routing protocols consisting of greedy forwarding coupled with face routing. The methodology for this analysis is novel: using an elaborate, micro-level analysis of face routing protocols, we provided detailed scenarios in which the protocol correctness is violated when the location of a node is in error. We performed detailed analysis based on the protocol components to classify the errors and specify their conditions and bounds. We also performed extensive simulations to evaluate and quantify the effects of localization errors on a geographic routing protocol and a geographic-based rendezvous mechanism. Based on our analysis and error classification we introduced a simple and elegant protocol fix that eliminates the most likely protocol errors and we evaluated the efficacy of our fix. Our simulations show near-perfect performance for our modified geographic routing even in the presence of significant localization errors. This is the first work to point the different pathologies that can happen in planarization due to the violation of the unit graph assumption.

In other studies, we have also shown how location errors, caused by inconsistency of location dissemination [34] or node mobility [58] result in severe performance degradation and correctness problems in geographic routing protocols.

### 15.2.4 The Effect of Link Losses on Geographic Routing

In Reference 57, we provided energy-efficient forwarding strategies for geographic routing in lossy wireless sensor networks. Experimental studies have shown that wireless links in real sensor networks can be extremely unreliable, deviating to a large extent from the idealized perfect-reception-within-range models used in most common network simulation tools. The previous discussed protocols commonly employ a maximum-distance greedy forwarding technique that works well in ideal conditions. However, such a forwarding technique performs poorly in realistic conditions as it tends to forward packets on lossy links. Based on a realistic link loss model, we studied the distance-hop tradeoff via mathematical analysis and extensive simulations of a wide array of blacklisting/link-selection strategies; we also validated some strategies using real experiments on motes. Our analysis, simulations, and experiments, all show that the product of the packet reception rate (PRR) and the distance traversed toward destination is a very effective metric with and without ARQ. Nodes using this metric often take advantage of neighbors in the reception transitional region (high-variance links). Our results also show that reception-based strategies
are in general better than distance-based, and we also provide blacklisting strategies that reduce the risk of routing disconnections.

In greedy forwarding, each node forwards a packet to the neighbor that is closest to the destination. The link quality of that neighbor may be very bad. The existence of such unreliable links exposes a key weakness in maximum-distance greedy forwarding that we refer to as the weakest link problem. At each step, the neighbors that are closest to the destination (also likely to be farthest from the forwarding node) may have poor links with the current node. These “weak links” would result in a high rate of packet drops, resulting in drastic reduction of delivery rate or increased energy wastage if retransmissions are employed. This observation brings to the fore the concept of neighbor classification based on link reliability. Some neighbors may be more favorable to choose than others, not only based on distance, but also based on loss characteristics. This suggests that a blacklisting/neighbor selection scheme may be needed to avoid “weak links.” In Reference 57, we present and study in detail several blacklisting and neighbor selection schemes.

15.3 Geocasting

Geocasting is the delivery of packets to nodes within a certain geographic area. Perhaps the simplest way for geocasting is global flooding. In global flooding, the sender broadcasts the packet to its neighbors, and each neighbor that has not received the packet before broadcasts it to its neighbor, and so on, until the packet is received by all reachable nodes including the geocast region nodes. It is simple but has a very high overhead and is not scalable to large networks.

Imielinski and Navas [28,44] presented geocasting for the Internet by integrating geographic coordinates into IP and sending the packet to all nodes within a geographic area. They presented a hierarchy of geographically aware routers that can route packets geographically and use IP tunnels to route through areas not supporting geographic routing. Each router covers a certain geographic area called a service area. When a router receives a packet with a geocast region within its service area, it forwards the packet to its children nodes (routers or hosts) that cover or are within this geocast region. If the geocast region does not intersect with the router service area, the router forwards the packet to its parent. If the geocast region and the service area intersect, the router forwards to its children that cover the intersected part and also to its parent.

Ko and Vaidya [36] proposed geocasting algorithms to reduce the overhead, compared to global flooding, by restricting the forwarding zone for geocast packets. Nodes within the forwarding zone forward the geocast packet by broadcasting it to their neighbors and nodes outside the forwarding zone discard it. Each node has a localization mechanism to detect its location and to decide when it receives a packet, whether it is in the forwarding zone or not. The algorithms are the following:

- Fixed rectangular forwarding zone (FRFZ) (Figure 15.6): The forwarding zone is the smallest rectangle that includes the sender and the geocast region. Nodes inside the forwarding zone forward the packet to all neighbors and nodes outside the zone discard it.
- Adaptive rectangular forwarding zone (ARFZ) (Figure 15.7): Intermediate nodes adapt the forwarding zone to be the smallest rectangle including the intermediate node and the geocast region. The forwarding zones observed by different nodes can be different depending on the intermediate node from which a node receives the geocast packet.
- Progressively closer nodes (PCN) (Figure 15.8): When node B receives a packet from node A, it forwards the packet to its neighbors only if it is closer to the geocast region (center of region) than A or if it is inside the geocast region. Notice that this is different from geographic forwarding; in geographic forwarding a node forwards the packet to the neighbor closest to the region while here a node forwards the packet to all neighbors and all neighbors closer to the region forward it further.

Other variations of the FRFZ, ARFZ, and PCN mechanisms could also be used, for example, by increasing the area of the forwarding zone to include more nodes around the geocast region. These variations could improve the delivery rate at the expense of higher overhead, but they do not provide
guaranteed delivery. To reduce the overhead further, GeoTORA [37] uses a unicast routing protocol (TORA [47]) to deliver the packet to the region and then floods within the region. In Reference 59, the network is partitioned using the Voronoi diagram concept and each node forwards the packet to the neighbors whose Voronoi partitions (as seen locally by that node) intersect with the geocast region. The idea is to forward to a neighbor only if it is the closest neighbor to a point in the region.

Variations of global flooding and restricted flooding were presented that use some form of clustering or network divisions to divide the nodes [2,43], such that a single node only in each cluster or division needs to participate in the flooding. This approach can reduce the geocasting overhead by avoiding unnecessary flooding to all nodes at the cost of building and maintaining the clusters. Some approaches (e.g., mesh-based) [8,12] use flooding or restricted flooding only initially, to discover paths to nodes in the geocast region, then these paths are used to forward the packets.
Bose et al. [9] presented graph algorithms for extracting planar graphs and for face routing in the planar graphs to guarantee delivery for unicasting, broadcasting, and geocasting. For geocasting they provided an algorithm for enumerating all faces, edges, and vertices of a connected planar graph intersecting a region. The algorithm is a depth-first traversal of the face tree and works by defining a total order on the edges of the graph and traversing these edges. An entry edge, where a new face in the tree is entered, needs to be defined for each face based on a certain criteria. In order to determine the entry edges of faces using only local information and without a preprocessing phase, at each edge the other face containing the edge will need to be traversed to compare its edges with the current edge. This could lead to very high overhead.

15.3.1 Efficient Geocasting Protocols with Perfect Delivery

In Reference 55, we presented efficient and practical geocasting protocols that combine geographic routing mechanisms with region flooding to achieve high delivery rate and low overhead. The challenging problem in geocasting is distributing the packets to all the nodes within the geocast region with high probability but with low overhead. According to our study we noticed a clear tradeoff between the proportion of nodes in the geocast region that receive the packet and the overhead incurred by the geocast packet especially at low densities and irregular distributions. We presented two novel protocols for geocasting that achieve high delivery rate and low overhead by utilizing the local location information of nodes to combine geographic routing mechanisms with region flooding. We have shown that the first protocol, Geographic-Forwarding-Geocast (GFG), has close-to-minimum overhead in dense networks and that the second protocol, Geographic-Forwarding-Perimeter-Geocast (GFPG), provides guaranteed delivery without global flooding or global network information even at low densities and with the existence of region gaps. GFPG is based on the observation that by traversing all faces intersecting a region in a connected planar graph, every node of the graph inside the region is traversed. Our algorithm is efficient by using a combination of face routing and region flooding and initiating the face routing only at specific nodes. In the following section, we explain these protocols in more detail.

15.3.1.1 Geographic-Forwarding-Geocast

In geocast applications, nodes are expected to be aware of their geographic locations. GFG utilizes this geographic information to forward packets efficiently toward the geocast region. A geographic routing protocol consisting of greedy forwarding with perimeter (face) routing is used by nodes outside the region to guarantee the forwarding of the packet to the region. A geographic routing protocol consisting of greedy forwarding with perimeter (face) routing is used by nodes outside the region to guarantee the forwarding of the packet to the region. Nodes inside the region broadcast the packet to flood the region. An example is shown in Figure 15.9. In more detail, a node wishing to send a geocast creates a packet and puts the coordinates of the region in the packet header. Then it forwards the packet to the neighbor closest to the destination. The destination of geographic routing in this case is the region center. Each node successively forwards the packet to the neighbor closest to the destination using greedy

FIGURE 15.9 Sender S sends a geocast packet, geographic forwarding is used to deliver the packet to the region, then it is flooded in the region.
forwarding. When greedy forwarding fails, perimeter routing is used to route around dead-ends until closer nodes to the destination are found. Ultimately (in case there are nodes inside the region) the packet will enter the region. The first node to receive the geocast packet inside the region starts flooding the region by broadcasting to all neighbors. Each node inside the region that receives the packet for the first time broadcasts it to its neighbors and nodes outside the region discard the packet. For region flooding, smart flooding approaches [45] could also be used to reduce the overhead.

In dense networks without obstacles or gaps, GFG is sufficient to deliver the packet to all nodes in the region. In addition, since in dense networks geographic routes are close to optimal routes (shortest path), GFG has almost the minimum overhead a geocast algorithm can have, which mainly consists of the lowest number of hops to reach the region plus the number of nodes inside the region itself.

In order for GFG to provide perfect delivery (i.e., all nodes in the region receive the geocast packet), the nodes in the region need to be connected together such that each node can reach all other nodes without going out of the region. In dense networks normally this requirement is satisfied, but in sparse networks or due to obstacles, regions may have gaps such that a path between two nodes inside the region may have to go through other nodes outside the region as shown in Figure 15.10. In case of region gaps, GFG will fail to provide perfect delivery. GFPG overcomes this limitation.

15.3.1.2 Geographic-Forwarding-Perimeter-Geocast

We present an algorithm that guarantees the delivery of a geocast packet to all nodes inside the geocast region, given that the network as a whole is connected. The algorithm solves the region gap problem in sparse networks, but it causes unnecessary overhead in dense networks. Therefore, we present another practical version of the algorithm that provides perfect delivery at all densities and keeps the overhead low in dense networks. The practical version is not guaranteed as the original version, but the simulation results show that practically it still achieves perfect delivery.

This algorithm uses a mix of geocast and perimeter routing to guarantee the delivery of the geocast packet to all nodes in the region. To illustrate the idea, assume there is a gap between two clusters of nodes inside the region. The nodes around the gap are part of the same planar face. Thus, if a packet is sent in perimeter mode by a node on the gap border, it will go around the gap and traverse the nodes on the other side of the gap (see Figure 15.11). The idea is to use perimeter routing on the faces intersecting the region border in addition to flooding inside the region to reach all nodes. In geographic face routing protocols as GPSR, a planarization algorithm is used to create a planar graph for perimeter routing. Each node runs the planarization algorithm locally to choose the links (neighbors) used for perimeter forwarding. The region is composed of a set of planar faces with some faces totally in the region and other faces intersecting the borders of region. Traversing all faces guarantees reaching all nodes in the region.

We describe now the algorithm in more detail; please refer to Figure 15.11. Initially, similar to GFG, nodes outside of the geocast region use geographic forwarding to forward the packet toward the region.
FIGURE 15.11 A mix of region flooding and face routing to reach all nodes in the region. Nodes around the gap are part of the same face. For clarity, here we are showing only the perimeter packet sent around the empty face, but notice that all region border nodes will send perimeter packets to their neighbors that are outside the region.

As the packet enters the region, nodes flood it inside the region. All nodes in the region broadcast the packet to their neighbors similar to GFG, in addition, all nodes on the border of the region send perimeter mode packets to their neighbors that are outside the region. A node is a region border node if it has neighbors outside the region. By sending perimeter packets to neighbors outside the region (notice that perimeter mode packets are sent only to neighbors in the planar graph not to all physical neighbors), the faces intersecting the region border are traversed. The node outside the region, receiving the perimeter mode packet, forwards the packet using the right-hand rule to its neighbor in the planar graph and that neighbor forwards it to its neighbor and so on. The packet goes around the face until it enters the region again. The first node inside the region to receive the perimeter packet floods it inside the region or ignores it if that packet was already received and flooded before. Notice that all the region border nodes send the perimeter mode packets to their neighbors outside of the region, the first time they receive the packet, whether they receive it through flooding, face routing, or the initial geographic forwarding. This way if the region consists of separated clusters of nodes, a geocast packet will start at one cluster, perimeter routes will connect these clusters together through nodes outside the region, and each cluster will be flooded as the geocast packet enters it for the first time. This guarantees that all nodes in the region receive the packet, since perimeter packets going out of the region will have to enter the region again from the opposite side of the face and accordingly all faces intersecting the region will be covered.

Due to the perimeter traversals of faces intersecting the region, GFPG will cause additional overhead that may not be required especially in dense networks, where as we mentioned GFG has optimal overhead by delivering the packet just to nodes inside the region. Ideally we would like perimeter routes to be used only when there are gaps inside the region such that we have perfect delivery also in sparse networks and minimum overhead in dense networks. In this section, we present an adaptation for the algorithm, in which perimeter packets are sent only when there is a suspicion that a gap exists. This new algorithm GFPG*, as the simulations show, practically has perfect delivery in all scenarios. In this algorithm each node inside the geocast region divides its radio range into four portions as shown in Figure 15.12(a) and determines the neighbors in each portion. This can be done easily, since each node knows its own location and its neighbors’ locations. If a node has at least one neighbor in each portion, it will assume that there is no gap around it, since its neighbors are covering the space beyond its range and so it will not send a perimeter packet and will send only the region flood by broadcasting to its neighbors. If a node has no neighbors in a portion, then it sends a perimeter mode packet using the right-hand rule to the first neighbor counterclockwise from the empty portion as shown in Figure 15.12(b). Thus the face around the suspected void will be traversed and the nodes on the other side of the void will receive the packet. Notice that in this algorithm there is no specific role for region border nodes and that perimeter packets can be sent by any
FIGURE 15.12  (a) A node divides its radio range into four portions. (b) If a node has no neighbors in a portion, it sends a perimeter packet using the right-hand rule to the first node counterclockwise from the empty portion.

node in the region, since the gap can exist and need to be detected anywhere. Therefore there are two types of packets in the region, flood packets and perimeter packets. Nodes have to forward perimeter packets even if that packet was flooded before. If a node receives a perimeter packet from the same neighbor for the second time, the packet is discarded, since this means that the corresponding face is already traversed. A node may receive the perimeter packet from different neighbors and thus forwards it on different faces. Our results show the improvement achieved by GFPG* in reducing the overhead at high densities. GFPG* does not guarantee delivery as GFPG, but our simulation results show that practically it has perfect delivery at all densities, in addition to close-to-minimum overhead at high densities. This is desirable for many types of high density applications. The evaluation results of our protocols are in Reference 55.

15.4 Geographic-Based Rendezvous

In geographic-based rendezvous mechanisms, a geographical location is used as a rendezvous place for providers and seekers of information. Geographic-based rendezvous mechanisms can be used as an efficient means for service location and resource discovery in ad hoc networks. They can also provide efficient data dissemination and access in sensor networks.

In wireless networks, the simplest form of data dissemination and resource discovery is global flooding. This scheme does not scale well. Other approaches that address scalability employ hierarchical schemes based on cluster-heads or landmarks [40]. These architectures, however, require complex coordination between nodes, and are susceptible to major re-configuration (e.g., adoption, re-election schemes) due to mobility or failure of the cluster-head or landmark, incurring significant overhead. GLS [41] provides a scalable location service by using a predefined geographic hierarchy and a predefined ordering of node identifiers to map nodes to their locations. GLS is presented for locating nodes and assumes that node identifiers are known. It is not clear that GLS could be extended efficiently to provide a general rendezvous-based mechanism. One way is to map keys to node identifiers and let the insertion and lookup use GLS to reach that node for storage and retrieval, respectively. A problem here is how nodes can guarantee that a node with that identifier exists and how to do reliable replication at multiple nodes. In addition, the path will be significantly longer, since the insertion or lookup has to find a location server first to get the node location and then it goes to the storage node. Another possibility is to use the key identifier itself to perform storage of the key-value pair in GLS servers similar to how node locations are stored. Since, in GLS the servers of a node are determined based on the node’s location, the servers of a key will be determined based on the inserter location. This will create inconsistencies if multiple nodes can insert the same key.

Recently, some geographic-based rendezvous mechanisms have been proposed for data-centric storage in sensor networks. GHT [51] is a geographic hash table system that hashes keys into geographic points, and stores the key-value pair at the sensor node closest to the hash of its key. GHT requires nodes to know their exact geographic location and uses geographic routing to reach the destination. It uses
GPSR [33] for geographic routing, where it uses GPSR perimeter routing in a novel way to identify a packet home node (the node closest to the geographic destination). Packets enter perimeter mode at the home node (since no neighbor could be closer to the destination), and traverse the perimeter that encloses the destination (home perimeter) before returning back to home node. GHT uses a perimeter refresh protocol to replicate keys at nodes in the home perimeter. The perimeter refresh protocol refreshes keys periodically using also perimeter routing to deal with topology changes after failures or mobility. ARI [69] is another geographic-based rendezvous scheme for data-centric storage in sensor networks. In this scheme data are stored at nodes close to detecting nodes, and the location information of these storing nodes is pushed to some index nodes. The index nodes for a certain event type form a ring around a rendezvous location for that type. The idea of this scheme is that the nodes in the index ring capture storage and query messages passing through the ring. In order for the index nodes to do that, GAF [65] is used to divide the network into grids with a single node in each grid responsible for forwarding messages. Since GAF is based on the assumption that each node can only forward messages to the nodes in its neighboring grids, a message sent by a node outside of the ring-encircled region and destined to the index center, must pass some nodes on the ring. There are other variations of schemes providing data-centric storage in sensor networks. DIFS [20] is a system built on top of GHT to provide range searches for event properties in sensor networks. Another system, DIM [42] allows multidimensional range queries in sensor networks, which is useful in correlating multiple events. DIM uses a geographic embedding of an index data structure (multidimensional search tree) to provide a geographic locality-preserving hash that maps a multiattribute event to a geographic zone. The sensor field is logically divided into zones such that there is a single node in each zone. DIMENSIONS [19] provides multiresolution storage in sensor networks by using wavelet summarization and progressive aging of the summaries in order to efficiently utilize the network storage capacity.

In References 3 and 61, geographic curves are used for match-making between producers and consumers of content. The idea is for producers to send their advertisements along the four directions (north, south, east, and west) and for consumers to send queries also along the four directions. Nodes where advertisements and queries intersect will reply back to the consumers.

15.4.1 Rendezvous Regions

In Reference 54, we provided a scalable rendezvous-based architecture for wireless networks, called Rendezvous Regions (RR). The original RR idea borrowed from our earlier work on PIM-SM rendezvous mechanism [15] that uses consistent mapping to locate the rendezvous point (RP). However, a rendezvous point is insufficient in a highly dynamic environment as wireless networks. We first hinted at the RR idea in Reference 26, in the context of bootstrapping multicast routing in large-scale ad hoc networks, with no protocol details or evaluations. In Reference 54, we presented the detailed architecture for RR, with full description of the design and the mechanisms to deal with mobility, failures, and inaccuracies, and generalizing it to deal with resource discovery and data-centric architectures in general. A main goal in RR design is to target high mobility environments and this makes rendezvous regions more suitable than rendezvous points. RR is also based on our objective to design geographic systems that need only approximate location information. The use of regions affects many design details such as the server election, insertion, lookup, and replication. In RR, the network topology space is divided into rectangular geographical regions, where each region is responsible for a set of keys representing the data or resources of interest. A key, $k_i$, is mapped to a region, $RR_j$, by using a hash-table-like mapping function, $h(k_i) = RR_j$. The mapping is known to all nodes and is used during the insertion and lookup operations. A node wishing to insert or lookup a key obtains the region responsible for that key through the mapping, then uses geographic-aided routing to send a message to the region. Inside a region, a simple local election mechanism dynamically promotes nodes to be servers responsible for maintaining the mapped information. Replication between servers in the region reduces the effects of failures and mobility. By using regions instead of points, our scheme requires only approximate location information and accordingly is more robust to errors and imprecision in location measurement and estimation than schemes depending on exact location information. Regions also provide a dampening...
factor in reducing the effects of mobility, since no server changes are required as long as current servers move inside their region and hence the overhead due to mobility updates is quite manageable.

The network topology space is divided into geographical regions (RRs), where each region (e.g., RR_j) is responsible for a set of resources. The resource key space is divided among these regions, such that each resource key (K_i) is mapped to a region. The key-set to RR mapping (KSet_i ↔ RR_j) is known by all nodes.

The RR scheme can be built on top of any routing protocol that can route packets toward geographic regions. The only requirement of the routing protocol is to maintain approximate geographic information, such that given an insertion or lookup to a certain region, it should be able to obtain enough information to route the packet toward that region. In our design we use geocasts for insertions and anycasts for lookups. These design choices are simple to implement, robust to dynamics, and do not require tracking of nodes’ locations. Following we describe the main components of our architecture:

**Region detection**: Using a localization mechanism, each node detects its location and accordingly its geographic region. When the node moves, it detects its new location and so it can keep track of its region. The node uses this information to forward packets toward regions, to detect packets forwarded to its region, and to potentially participate in server election in its region (if and when needed).

**Server election**: A simple local election mechanism is used inside the region to dynamically promote the servers. As the number of servers increases, the robustness to mobility and failures increases, but also the storage overhead increases. Servers are elected on-demand during insertions. When a data insertion operation is issued, the first node in the region that receives the insertion, known as the flooder, geocasts the insertion inside the region. Each server receiving the insertion geocast sends an Ack back to the flooder. The flooder keeps track of the servers and if it does not get enough Acks (the minimum number of servers required), it geocasts again and includes a self-election probability, p, in the geocast message. Each node receiving the geocast elects itself with probability p and if it becomes a server, it replies to the flooder. If not enough Acks are received, the flooder increases p based on a back-off mechanism until the required number of servers reply or p reaches 1. When servers move out of the region or fail, new servers are elected in the same way. After the new servers are elected, they retrieve the stored keys from other servers.

**Insertion**: A node inserts a key, K, by first mapping the key to a rendezvous region, RR_i, where K ∈ KSet_i ↔ RR_i. The node generates a packet containing the region identifier, RR_i, in its header. Nodes routing the packet toward the region, check the region identifier to determine whether they are in or out of region. The first node inside RR_i to receive the packet, the flooder, geocasts the packet inside the region. Servers inside the region receive the geocast, store the key and data, then send Acks back to the flooder (Figure 15.13). The flooder collects the Acks and sends an Ack back to original sender. If no Ack is received by the sender, it timeouts and retransmits the insertion up to a fixed number of times.

**Lookup**: Lookups are similar to insertions except that nodes and previous flooders inside a region cache locations of the recent servers they hear from, and send the lookups directly to any of the servers (anycast). The server replies to the flooder and the flooder replies back to original sender (Figure 15.13). If the flooder receives no reply or if it has no cached servers, it geocasts the lookup inside the region.

**Replication**: Replication is inherent in this architecture, since several servers inside the region store the key and data. This adds extra robustness to failures and mobility. For additional robustness against severe dynamics such as group failures and partitions, multiple hash functions may be used to hash a key to multiple regions.

**Mobility**: Local movements of nodes and servers have negligible effect and overhead on our architecture as long as servers stay within their regions. The only condition we need to consider is when a server moves out of its region. The server checks its location periodically to detect when it gets out of its region, in order

---

3A node can identify that it is the first node in the region to receive the packet by a simple flag set in the packet header.
to send an insertion packet toward that region so that new servers are elected. The server then deletes its stored keys and is not a server anymore. It may or may not get elected again later in a new region.

**Failures:** Since each region contains several servers, and insertions and mobility may invoke new server elections, it is unlikely that independent reasonable failures will cause all servers to vanish. In order to avoid this case anyway, servers use a low-frequency periodic soft-state mechanism during silent (low traffic) periods, to detect failing servers and promote new servers. Each server runs a low-frequency timer, which is reset each time an insertion geocast is received. When the server times out, it geocasts a packet checking for other servers. Other servers reset their timers upon receiving this check and reply back demonstrating their existence. If not enough servers reply back, server election is triggered.

**Bootstrap:** One question remaining is how the mapping function is obtained. One option is to assume that it is pre-known or provided by out-of-band mechanisms. Another option is to use the same rendezvous mechanism, in order to provide a bootstrap overlay that publishes dynamic mappings. Using the mapping for a well-known key, a node sends request to a well-known region to obtain the mapping function of a set of services. These mappings however are not expected to change frequently. This introduces more flexibility for providing different mappings for different type of services and changing them when required.

### 15.5 Conclusions

We have presented an overview of geographic protocols for wireless ad hoc and sensor networks. It is obvious that utilizing the geographic information is vital for building scalable and efficient protocols in these environments. This study shows that there is a significant amount of work done in this area. Nevertheless, in order for geographic protocols to be implemented in the real-world, they need a higher degree of robustness to the realistic environmental conditions. In our work, we focus on this issue of...
assessing the robustness of geographic protocols to nonideal conditions corresponding to the real-world environments and designing new strategies and protocols that take these conditions into account. We pointed to some of our studies in this paper: the effect of inaccurate locations, lossy wireless links, robust geocasting, and Rendezvous Regions. In the present and future work, we are considering additional issues to improve the robustness of geographic protocols and move them closer to effective real-world deployment.
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16.1 Introduction

One of the challenges facing mobile computing is the tracking of the current location of the user — the area of location management. In order to route incoming calls to appropriate mobile terminals, the network must from time to time keep track of the location of each mobile terminal.

Mobility tracking expends the limited resources of the wireless network. Besides the bandwidth used for registration and paging between the mobile terminal and base stations, power is also consumed from the portable devices, which usually have limited energy reserve. Furthermore, frequent signaling may result in degradation of quality of service (QoS), due to interferences. On the other hand, a miss on the location...
of a mobile terminal will necessitate a search operation on the network when a call comes in. Such an operation, again, requires the expenditure of limited wireless resources. The goal of mobility tracking, or location management, is to balance the registration and search operation, so as to minimize the cost of mobile terminal location tracking.

Two simple location management strategies are the *always-update* strategy, and the *never-update* strategy. In the always-update strategy, each mobile terminal performs a location update whenever it enters a new cell. As such, the resources used (overhead) for location update would be high. However, no search operation would be required for incoming calls. In the never-update strategy, no location update is ever performed. Instead, when a call comes in, a search operation is conducted to find the intended user. Clearly, the overhead for the search operation would be high, but no resources would be used for the location update. These two simple strategies represent the two extremes of location management strategies, whereby one cost is minimized and the other maximized. Most existing cellular systems use a combination of the above two strategies.

One of the common location management strategy used in existing systems today is the location area scheme [47,49,63]. In this scheme, the network is partitioned into regions or location areas (LA), with each region consisting of one or more cells (Figure 16.1). The never-update strategy can then be used within each region, with location update performed only when a user moves out to another region/location area. When a call arrives, only cells within the LA for which the user is in need to be searched. For example, in Figure 16.1, if a call arrives for user X, then search is confined to the 16 cells of that LA. It is recognized that optimal LA partitioning (one that gives the minimum location management cost) is in general an NP-complete problem [28].

Another location management scheme similar to the LA scheme is suggested in Reference 8. In this strategy, a subset of cells in the network is designated as the reporting cells (Figure 16.2). Each mobile terminal performs a location update only when it enters one of these reporting cells. When a call arrives, search is confined to the reporting cell the user last reported, and the neighboring bounded nonreporting cells. For example, in Figure 16.2, if a call arrives for user X, then search is confined to the reporting cell the user last reported in, and the non-reporting cells marked P. Obviously, certain reporting cells configuration leads to unbounded nonreporting cells, as shown in Figure 16.3. It was shown in Reference 8 that finding an optimal set of reporting cells, such that the location management cost is minimized, is in general an NP-complete problem. In Reference 31, a heuristic method to find near optimal solutions is described.
Biologically inspired techniques have been used to solve a wide range of complex problems in recent times. The power of these techniques stems from their capability in searching large search spaces, which arise in many combinatorial optimization problems, very efficiently. Several well-known biologically inspired techniques are presented and discussed for solving location management problems. Due to their popularity and robustness, genetic algorithm (GA), tabu search (TS), and ant colony algorithm (ACA) are discussed and presented to solve the reporting cells planning problem.

In a further discussion of the relatively new ACA, two types of ACA are presented — call it type-1 and type-2, along with the introduction of a rank- and tournament-based selection variant for each type. The idea for the rank- and tournament-based selection variant comes from GA, in which rank and tournament selection has been used, and improves the algorithm’s performances in several cases. Type-1 ACA is a more traditional ACA in the sense that each ant creates a new solution in each new cycle. In type-2 ACA, each ant moves from its current solution, to generate a new solution.
The next section is an overview of the location management problem and viewing it as an optimization problem with a description of the cost functions that can be used to lead to the best results. This is followed by the development of a GA, TS, and six different ACA to solve the location management problem. A performance comparison of the different algorithms for a number of test cases is then presented.

16.2 Location Management Cost

As noted earlier, location management involves two elementary operations of location update and location inquiry, as well as network interrogation operations. Clearly, a good location update strategy would reduce the overhead for location inquiry. At the same time, location updates should not be performed excessively, as it expends on the limited wireless resources.

To determine the average cost of a location management strategy, one can associate a cost component to each location update performed, as well as to each polling/paging of a cell. The most common cost component used is the wireless bandwidth used (wireless traffic load imposed on the network). That is, the wireless traffic from mobile terminals to base stations (and vice versa) during location updates and location inquiry. While there are also “fixed wire” network traffic (and database accesses and loads) between controllers within the network during location updates and location inquiry — “network interrogation,” they are considered much cheaper (and much more “scalable”) and is usually not considered.

The total cost of the above two cost components (location update and cell paging) over a period of time $T$, as determined by simulations (or analytically or by other means) can then be averaged to give the average cost of a location management strategy [55]. For example, the following simple equation can be used to calculate the total cost of a location management strategy:

$$\text{Total cost} = C \cdot N_{LU} + N_P$$

(16.1)

where $N_{LU}$ denotes the number of location updates performed during time $T$, $N_P$ denotes the number of paging performed during time $T$, and $C$ is a constant representing the cost ratio of location update and paging. It is recognized that the cost of location update is usually much higher than the cost of paging — up to several times higher [38], mainly due to the need to setup a “signaling” channel. In light of this fact, the value $C = 10$ is used [28,62].

16.2.1 Network Structure

Most, if not all, today’s wireless network consists of cells. Each cell contains a base station, which is wired to a fixed wire network. These cells are usually represented as hexagonal cells, resulting in six possible neighbors for each cell (see Figure 16.4). For further information on wireless networks and communications, refer to 9, 12, 50, 51, and 54. Note, however, the use of GA, TS, and ACA are not restricted to hexagonal or uniformly distributed cellular network.

In the reporting cells location management scheme, some cells in the network are designated as reporting cells. Mobile terminals do location update (update their positions) upon entering one of these reporting cells.

When calls arrive for a user, the user has to be located. Some cells in the network, however, may not need to be searched at all, if there is no path from the last location of the user to that cell, without entering a new reporting cell (a reporting cell that is not the last reporting cell the user reported in). That is, the reporting cells form a “solid line” barrier, which means a user will have to enter one of these reporting cells to get to the other side. For example, in Figure 16.4, a user moving from cell 4 to cell 6 would have to enter a reporting cell. As such, for location management cost evaluation purposes, the cells that are in bounded areas are first identified, and the maximum area to be searched for each cell (if a call arrives for that cell) is calculated (described later).

Suppose we call the collection of all the cells that are reachable from a reporting cell $i$ without entering another reporting cell as the vicinity of reporting cell $i$; by definition, the reporting cell $i$ is also included.
Then the *vicinity value* (number of cells in the vicinity) of a reporting cell $i$ is the maximum number of cells to be searched, when a call arrives for a user whose last location is known to be cell $i$. As an example, in Figure 16.4, the *vicinity* of reporting cell 9 includes the cells 0, 1, 4, 8, 13, 14, and cell 9 itself. The *vicinity value* is then 7, as there are seven cells in the vicinity.

Each nonreporting cell can also be assigned a vicinity value. However, it is clear that a nonreporting cell may belong to the vicinity of several reporting cells, which may have different vicinity values. For example, in Figure 16.4, cell 4 belongs to the vicinity of reporting cells 2, 5, 9, and 12, with vicinity values 8, 8, 7, and 7 respectively. For location management cost evaluation purposes, the maximum vicinity value will be used. As such, in this case, the vicinity value of eight is assigned to cell 4.

Each cell $i$ is further associated with a *movement* weight, and *call arrival* weight, denoted $w_{mi}$ and $w_{ci}$, respectively. The movement weight represents the frequency or total number of movement into a cell, while the call arrival weight represents the frequency or total number of call arrivals within a cell. Clearly, if a cell $i$ is a reporting cell, then the number of location updates occurring in that cell would be dependent on the movement weight of that cell. Further, because call arrivals result in a search/paging operation, the total number of paging performed would be directly related to the call arrival weight of the cells in the network. As such, the total number of location updates and paging (performed during a certain time period $T$) can be represented by the following formulas:

$$\begin{align*}
N_{LU} & = \sum_{i \in S} w_{mi} \\
N_{P} & = \sum_{j=0}^{N-1} w_{cj} \cdot v(j)
\end{align*} \quad (16.2)$$

where $N_{LU}$ denotes the number of location updates performed during time $T$, $N_{P}$ denotes the number of paging performed during time $T$, $w_{mi}$ denotes the movement weight associated with cell $i$, $w_{cj}$ denotes the call arrival weight associated with cell $j$, $v(j)$ denotes the vicinity value of cell $j$, $N$ denotes the total number of cells in the network, and $S$ denotes the set of reporting cells in the network.

Using Equations (16.1) and (16.2) gives the following formula to calculate the location management cost of a particular reporting cell’s configuration:

$$\text{Total cost} = C \cdot \sum_{i \in S} w_{mi} + \sum_{j=0}^{N-1} w_{cj} \cdot v(j) \quad (16.3)$$

where $C$ is a constant representing the cost ratio of location update and paging, as described earlier. The value $C = 10$ is used.
In the earlier equation, the vicinity value \( v(j) \) calculation will undoubtedly take most of the computing time. The total cost shown above can also be divided by the total number of call arrivals, giving the cost per call arrival. Such “normalization” does not affect the relative location management costs of different reporting cells configuration, and is what has been done in the experiments.

### 16.3 Genetic Algorithm

A genetic algorithm (GA) [27,44,46,61] is a biologically inspired optimization and search technique developed by Holland [36]. Its behavior mimics the evolution of simple, single celled organisms. It is particularly useful in situations where the solution space to be searched is huge, making sequential search computationally expensive and time consuming.

Genetic algorithm is a type of guided random search technique, able to find “efficient” solutions in a variety of cases. Efficient here is defined as a solution that, though they may not be the absolute optimal, is within the constraints of the problem, and is found in a reasonable amount of time and resources. To put another way, the effectiveness or quality of a GA (for a particular problem) can be judged by its performance against other known techniques — in terms of solutions found, and time and resources used to find the solutions. That is, much like everything else in life, we judge by relative performance or benchmark — have we done better than our competitors? It should also be pointed out that in many cases (much like everything else in life) the absolute optimal is not known. In this respect, GA has shown itself to be extremely effective in problems ranging from optimizations to machine learning [19,39,40,44,46,56–58,64,65].

Some common terminology used in GA is described below. The relationships between the different “units” used in the GA system are shown in Figure 16.5.

- **Gene**: A basic entity in GA, a single gene represents a particular feature or characteristic of individuals in the GA system.
- **Chromosome**: An individual in the GA system, consisting of a string (or collection) of genes. Each chromosome represents a solution (usually an encoding of the solution), or a parameter set, for the particular problem.
- **Population**: Collection of chromosomes.

The gene in GA takes on a value from an alphabet of size \( r \in \mathbb{Z}^+ \). Each chromosome/string then consists of a series of \( n \) genes:

\[
\tilde{s} = \{b_1, b_2, \ldots, b_n\}
\] (16.4)

![FIGURE 16.5 Genetic algorithm system. Population is a collection of chromosomes, and chromosome is a collection of genes.](image)
resulting in a solution space of size \( r^n \). The most common, and generally most effective \[27\] string representation is the binary alphabet \{0, 1\}. In this case, each gene takes on a possible value of 0 or 1:

\[
b_i \in \{0, 1\}, \quad i = 1, 2, \ldots, n
\]

(16.5)

whereby the solution space is now of size \( 2^n \). In most cases, the use of binary gene (resulting in a binary string) results in longer chromosome length (to represent the parameter set, or solutions, to the problem). At the same time, this results in more genes available to be “exploited” by the GA, resulting in better performances in many cases \[27, 46\].

In GA, parameter sets (solutions) for a given problem is encoded into the chromosome. While the encoding is arbitrary, it should be chosen so that the mapping of the solution (or parameter set) to the chromosome is unique. Once the solutions, or parameter sets of the problem is appropriately encoded to the chromosome, a population of chromosomes is generated, and “evolved.” A basic GA is described in the algorithm below.

**Algorithm 16.1 (Basic GA):**

| Input: Parameters for the GA. |
| Output: Population of chromosomes, \( P \). Each of these chromosomes represents a solution to the problem. |

**Begin**

- Initialize the population, \( P \).
- Evaluate \( P \).

While stopping conditions not true do

Apply Selection in \( P \) to create \( P_{\text{mating}} \).

Crossover \( P_{\text{mating}} \).

Mutate \( P_{\text{mating}} \).

Replace \( P \) with \( P_{\text{mating}} \).

Evaluate \( P \).

**End.**

At the initial stage, a population of chromosomes \( P \) of a specified size \( m \in \mathbb{Z}^+ \) is created and initialized. At initialization, the value of each gene in each chromosome is usually generated randomly. This initial population is usually denoted as \( P^0 \), and subsequent generations as \( P^1, P^2, \) and so on, until \( P^{\text{final}} \). \( P^{\text{final}} \) denotes the final population of chromosomes, when the stopping conditions are met and the algorithm terminates.

After initialization, the population goes through an “evolution loop.” Ideally, as each generation evolves, the “fitness” of the chromosomes in the population of the current generation should be better than the chromosomes of the previous generation. This “evolution” continues until the *stopping conditions* are met. The stopping conditions is generally one or a combination of the following conditions:

- Specified number of iterations/generations has been reached.
- Specified number of iterations/generations has passed since the best solution was found.
- Maximum computation time allowed reached.
- Chromosomes similarity — the population consists of many “similar” (or the same) chromosomes. That is, the GA has *converged* to a solution.
- Solution(s) within an acceptable error margin achieved.

At each generation, the fitness of all the chromosomes in the population is evaluated. If there are \( m \) chromosomes in the population, this results in \( m \) number of fitness calculation at each generation. As such, the stopping condition(s) of a GA should be set so that the total number of fitness calculation is much less than the size of the solution space. Otherwise, the algorithm is inefficient, as an exhaustive,
brute-force search — whereby all possible solutions are examined, and is guaranteed to give the best possible solution (the global optimal), and without the added computation time for the GA.

The evolution of the GA population from one generation to the next is usually achieved through the use of three “operators” that are fundamental in GA: selection, crossover, and mutation.

### 16.3.1 Selection

Selection is the process of selecting chromosomes (in the population) from the current generation, for “processing” to the next generation. For this purpose, highly fit chromosomes/individuals are usually given a higher chance of being selected more often, thereby producing more “offspring” for the next generation. One common technique to achieve this objective is the fitness-proportionate selection.

In this selection method, the number of times an individual is selected for reproduction is proportional to its fitness value, as compared to the average fitness of the population. One simple method is to set the expected “count” of each individual to the following:

$$E(i) = \frac{f_i}{\bar{f}}$$  \hspace{1cm} (16.6)

where $E(i)$ denotes the expected count of an individual $i$, $f_i$ denotes the fitness value associated with individual $i$, and $\bar{f}$ denotes the average fitness of the population.

One can implement the above fitness-proportionate selection method using a biased roulette wheel, whereby highly fit individuals is given a bigger slice of the wheel. The wheel can then be “spun” to select individuals for “reproduction.” Mathematically, the selection probability for each individual $i$ can be expressed as:

$$p_i = \frac{f_i}{\sum_{j=1}^{n} f_j}$$  \hspace{1cm} (16.7)

where $n$ denotes the population size (total number of individual in the population), and $f_i$ denotes the fitness value associated with individual $i$.

#### 16.3.1.1 Elitism

Elitism is usually used in conjunction with the other selection methods. In its simplest form, the best $\sigma$ individuals are “cloned” and guaranteed to be present, in its current form, in the next generation. Such method is used to ensure that the best individuals are not lost, either because they are not selected in the selection procedure, or because their genes have been changed by crossover and mutation. The use of elitism improves the performance of the genetic algorithm in many cases [10,32,33,41,42,46,48,53].

### 16.3.2 Crossover

Once individuals/chromosomes have been selected (for reproduction), crossover is applied to the chosen individuals. The crossover operator usually operates on two individuals/parents, to produce two children. The crossover operator is one of the distinguishing features of a GA, and its use ensures that characteristics of each parent are inherited in the children.

Common crossover methods that are readily used for binary gene include one-point crossover and two-point crossover, and uniform crossover. Which of these crossover methods is the most appropriate to use depends on the particular problems, in particular the chromosome encoding (to represent the problem set), and fitness function used. Note though the two-point crossover and uniform crossover is commonly used in recent GA applications [46].
16.3.2.1 One-Point Crossover
In the one-point crossover, a crossover point $r_1$ is randomly generated. This crossover point ranges in $[1, n-1]$, where $n$ is the length of the chromosome. For example, in Figure 16.6, the crossover point is at the third position, dividing the chromosome into two segments. The first segment consists of three genes, and the second consists of five genes. The first offspring then gets the first segment of the first parent, and the second segment of the second parent. Similarly, the second offspring gets the first segment of the first parent, and the second segment of the first parent (see Figure 16.6).

16.3.2.2 $k$-Point Crossover
The one-point crossover can be extended to the two-point and $k$-point crossover. In the $k$-point crossover, $k$ crossover points $r_1, r_2, \ldots, r_k$ are generated, each with value in $[1, n-1]$, and satisfying the condition $r_1 < r_2 < \cdots < r_{k-1} < r_k$. Each offspring then gets the segments of each offspring alternately. For example, a four-point crossover of two parents 00000000 and 11111111, with crossover points of 1, 2, 3, 4 will produce two offspring 01010000 and 10101111.

16.3.2.3 Uniform Crossover
Unlike the $k$-point crossover, in which “exchanges” of genes between the parents (to produce offspring) take place only at designated segments, in uniform crossover gene exchanges can occur at any position on the chromosome. For example, if we have two parents 000000 and 111111, then to produce two offspring we go through each of the six genes of one of the parent. For each gene, there is a probability $p_s$ (e.g., $p_s = 0.7$) that this gene will be exchanged with the other parent. As such, if an exchange happens at position 2 and 5, then the two offspring produced will be 010010 and 101101.

16.3.3 Mutation
While the crossover operator works on a pair (or more) of chromosomes/individuals to produce two (or more) offspring, the mutation operator works on each individual offspring. The mutation operator helps prevent early convergence of the GA by changing characteristics of chromosomes in the population. Such changes in the chromosomes also results in the GAs ability to “jump” to far away solutions, hopefully to unexplored areas of the solution space. Clearly though, the mutation rate of the chromosomes should not be set too high, as too much mutations has the effect of “changing” the guided random search of the GA to a purely random search.

The simplest type of mutation commonly used is a bit-flip. In the case of binary gene, each gene in the chromosome has a probability $p_m$ (e.g., $p_m = .001$) of being “flipped” from a “0” to a “1,” or from a “1” to a “0.” In the case of nonbinary, integer gene, whereby each gene can take on some integer values, flipping involves changing the gene’s value to a value other than the current value.
16.4 Genetic Algorithm Framework

The GA used for discovering efficient solutions to the reporting cell problem is shown below.

Algorithm 16.2 (GA for reporting cell planner):

**Input:** Parameters for the GA.

**Output:** Population of solutions, $P$. Each of these solutions can be used as a reporting cell configuration.

**Begin**

Initialize the population, $P$.

Evaluate $P$.

While stopping conditions not true do

Select Elite in $P$ consisting of $k$ ($1 \leq k \leq \text{population size}$) best individuals.

Apply Selection from individuals in $P$ to create $P_{\text{mating}}$, consisting of $(\text{population size} - k)$ individuals.

Crossover $P_{\text{mating}}$.

Mutate $P_{\text{mating}}$.

Replace the worst $(\text{population size} - k)$ individuals in $P$ with (the whole individuals of) $P_{\text{mating}}$.

Evaluate $P$.

If escape condition true then Escape.

**End.**

The parameters for the GA are shown in Table 16.1. First, a population of solution is created. In our case, a population of 100 chromosomes is used. Each chromosome consists of binary string representing a reporting cell configuration. For an $8 \times 8$ network, the chromosome will have length of 64. Each binary gene, which represents a cell in the network, can have a value of either “0,” representing a nonreporting cell, and a “1,” representing a reporting cell.

At initialization, the configuration for each chromosome is randomly generated. This initial population is then evaluated. After the initial evaluation, the GA goes into the “evolution loop.” The GA continues to evolve until the stopping conditions are met. Such conditions include maximum computation time, rule similarity, number of iterations/generations since the best solution was found, and number of iterations/generations to be run, to name a few.

At each generation, the chromosomes/rules in the population is sorted in descending order, according to their fitness. In this experiment, the best five rules are kept, and survive to the next generation intact. To this end, tournament selection is applied to the 100 chromosomes in the current population, with probability $p_t = 0.8$, to create a mating pool of 95. In this tournament selection, two individuals are chosen at random from the current population $P$. The two individuals then “compete” in a virtual tournament, whereby the fitter individual has a $p_t$ chance of winning. The winner is then given the right to “mate,” proceeding in this case to the mating pool. This process is repeated until a specified number of individuals, in this

<table>
<thead>
<tr>
<th>TABLE 16.1 Genetic Algorithm Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population $m$</td>
</tr>
<tr>
<td>Best cloned $\sigma$</td>
</tr>
<tr>
<td>Tournament selection $p_t$</td>
</tr>
<tr>
<td>Two-point crossover $p_c$</td>
</tr>
<tr>
<td>Gene mutation $p_m$</td>
</tr>
<tr>
<td>Max stale period $T_{\text{stale}}$</td>
</tr>
<tr>
<td>Escape mutation $p_{mm}$</td>
</tr>
</tbody>
</table>
case 95, have been selected to the mating pool. It should be noted that the same individual can be selected more than once, leading to the individual “mating” more than once.

To the chromosomes in the mating pool, two-point crossover with probability $p_c = 0.8$, and gene mutation operator of probability $p_m = .001$ is applied. These 95 chromosomes are then copied to the current population $P$, which, together with the best five chromosomes, forms the next generation of chromosomes.

Finally, the “escape” condition is checked. Here, the escape condition is the number of generation since the last improvement in solution. If this number exceeds the maximum stale period $T_{stale} = 20$, an escape operator is applied. In the escape operator, the population undergoes a massive gene mutation of $p_{mm} = .2$.

### 16.5 Tabu Search

Tabu search (TS) [21,22,26] was first proposed in its current form by Glover [20]. It has been successfully applied to a wide range of theoretical and practical problems, including graph coloring, vehicle routing, job shop scheduling, course scheduling, and maximum independent set problem [1–5,7,34,35,56,57].

One main ingredient of TS is the use of adaptive memory to guide problem solving. One may argue that memory is a necessary component for “intelligence,” and intelligent problem solving. TS uses a set of strategies and learned information to “mimic” human insights for problem solving, creating essentially an “artificial intelligence” unto itself — though problem specific it may be.

Tabu search also has links to evolutionary algorithms through its “intimate relation” to scatter search and path re-linking [23,25]. Numerous computational studies over the years have shown that tabu search can compete, and in many cases surpass the best-known techniques [24,35]. In some cases, the improvements can be quite dramatic.

In its most basic sense, a tabu search can be thought of as a local search procedure, whereby it “moves” from one solution to a “neighboring” solution. In choosing the next solution to move to, however, TS uses memory and extra knowledge endowed about the problem. A basic TS algorithm is shown below.

**Algorithm 16.3 (Basic Tabu Search):**

**Input:** Parameters for the TS.

**Output:** A feasible solution to the problem.

**Begin**

Generate an initial solution $s$.

**While** stopping conditions not true **do**

Select next solution neighboring $s$.

Update memory.

**End.**

For a given problem to be solved using TS, three things need to be defined: a set $V$ of feasible solutions (for the problem), a neighborhood structure $N(s)$ for a given solution $s \in V$, and a tabu list (TL).

The $N(s)$ defines all possible neighboring solutions to move to from a solution $s$. The choice of the neighborhood structure is one of the most important factors influencing the performance of a TS algorithm. Clearly, the neighborhood structure should be chosen so that there is a “path” to the optimal solution, from any solution $s$. But also, if the choice of the $N(s)$ results in the “landscape” of the solution space to consist of many large mountains, and deep troughs, then it would be very difficult for the algorithm to find an optimal solution, particularly because TS “moves” locally from solution to solution.

As shown in Algorithm 16.3, an initial solution $s$ is chosen from the set of feasible solution $V$. This initial solution is usually chosen randomly. Once an initial solution is chosen, the algorithm goes into a loop that terminates when one or more of the stopping conditions are met — much like a genetic algorithm.
In the next step of Algorithm 16.3, the next solution \( s^{i+1} \) is selected from the neighbors of the current solution \( s', s^{i+1} \in N(s') \). In a basic TS, all possible solutions \( s \in N(s') \) is considered, and the best solution is chosen as the next solution \( s^{i+1} \). Note, however, the use of such selection rule may result in the algorithm going in circles. At the very worst, the algorithm will go back and forth between two solutions. To avoid this, memory is incorporated into TS.

### 16.5.1 Tabu List

The simplest way such a memory can be used is to remember the last \( k \) solutions that have been visited, and to avoid these solutions. That is, the algorithm keeps a list of tabu solutions. The length of this TL may be varied, and a longer list will prevent cycles of greater length — a list of length \( k \) will prevent cycles of length \( \leq k \). However, it may be impractical (e.g., time consuming to compare the solutions) to incorporate such memory. As such, simpler type of memories is usually incorporated, one of which is remembering the last \( k \) moves made. A move for a solution \( s' \) can be viewed as "changes" applied to the solution \( s' \), to get to a new solution \( s^{i+1} \in N(s') \). Generally, moves are defined so that they are reversible: for a move \( m \) from \( s' \) to \( s^{i+1} \), there is a reverse move \( m^{-1} \) from \( s^{i+1} \) to \( s' \).

Clearly though, such a list is not a perfect replacement for a solution list. While a move list is much easier to use than a solution list, in many cases information is lost in that one cannot know for certain if a solution has in fact been visited in the last \( k \) moves. That is, the use of a move list does not guarantee that no cycle of length \( \leq k \) will occur. In other cases, its use results in a restrictive search pattern — an unvisited solution may be ignored because a move to that solution is in the TL. Still, in other cases, the use of a move list results in both a loss of information, and a more restrictive search pattern.

To partially overcome the restriction imposed by using a move list (for the TL), a TS usually incorporates aspiration conditions, whereby a tabu move (a move that is in the TL) is selected if it satisfies one or more of the aspiration conditions. One simple aspiration condition that is commonly used in TS is the following. If a tabu move leads to a solution that is better than the best solution found so far, then it should be selected.

Finally, one other important feature of TS is that of search intensification and search diversification. For this purpose, a more elaborate memory structure that takes into account the recency, frequency, and quality of solutions and moves made so far is used.

### 16.5.2 Search Intensification

In search intensification, exploration is concentrated on the vicinity, or “neighbors” of solutions that have historically been found to be good. That is, search is concentrated around the elite solutions. Such search may be initiated when there is evidence that a region (on the solution space) may contain “good” solutions.

During search intensification, a modified fitness function is used to “encourage” moves or solution’s features that have historically been found to be good. For example, a “reward” value may be added to the fitness function, so that certain moves or solution’s features become more attractive. Further, a modified neighborhood structure may also be used, in order to effectively combine good solution’s features.

Search intensification is usually carried out over a few numbers of iterations. If the process is not able to find a better solution than the best one found so far, a search diversification is usually carried out.

### 16.5.3 Search Diversification

The search diversification process, unlike search intensification, attempts to spread out the search process to unvisited regions, and encourages moves or solution’s features that are significantly different from those that have been found. For this purpose, a modified fitness function is used, whereby penalties are applied.
to certain moves or solution's features. For example, penalties may be given to frequently made moves, or common solution's features.

### 16.6 Tabu Search Framework

In this TS implementation, two TLs are used, along with two types of search intensification and two types of search diversification, one of which is a global restart operator.

First, as TS can be considered as a local search procedure, a $N(s)$ needs to be defined for a given solution $S$ (where $S$ represents a suitable reporting cell configuration, as described earlier). Here, the $N_S$ of a solution $S$ is defined to consist of a “0 to 1” move and a “1 to 0” move for each cell. If a cell is at state “0,” then the only allowed move for that cell is “0 to 1.” Similarly, if a cell is at state “1,” the allowed move is “1 to 0.” The TS implementation for the reporting cell problem is graphically depicted in Figure 16.7.

During the exploration process, the best move is selected, and is then put into a tabu list, to prevent excessive “cycling” of solutions. Moves table are used instead of solutions table due to the impracticality of using solutions table.

Here, two TLs are used, one for the “0 to 1” move, and another for the “1 to 0” move, for each cell. Moves are kept in the tabu list for a period of between $TL_{\text{min}}$ and $TL_{\text{max}}$. The exact period for each move is chosen randomly and uniformly from $[TL_{\text{min}}, TL_{\text{max}}]$. Further to this is an aspiration condition, whereby a move that’s tabu will be accepted if it improves the best solution found so far.

To complement the exploration process, two types of search intensification, and search diversification are implemented. The inclusion of each type improves the performance of tabu search for the reporting cell problem.

#### 16.6.1 Search Intensification

Two types of search intensification are implemented, which will be referred here as type-1 and type-2. In search intensification, a modified fitness function is used to decide the next move to be made.

In the first type, moves with a history of good “score” are rewarded, so that such moves are likely to be chosen during the type-1 intensification period. To do this, a “score” is kept for each move made: the best move for the current iteration that gives a better solution than the solution from the previous iteration is considered good; the difference in value is then recorded. The “reward” for a move is then the average of the calculated sum. Note here that the “reward” value is always “positive,” as only moves that results in a better solution triggers a recording. For moves that always give worse solutions, the reward value would be zero (no recording).

At the start of this search intensification period, the TL is reset, and the period that moves stay in the tabu list is shortened to $[TL_{I_{\text{min}}}, TL_{I_{\text{max}}}]$. The type-1 search intensification is triggered when the best solution found is repeated. This intensification procedure would normally last for $T_I$ iterations (unless the Back to Normal condition is satisfied).

In the second type of search intensification, moves with a history of bad “score” are penalized, so that these moves are less likely to be chosen during this period. To achieve this, a scoring scheme similar to the one described earlier is used. Here, however, a move that results in a worse solution triggers a recording, whereby the difference in value is recorded. The penalty for a move is then the average of the calculated sum. As shown in Figure 16.7 this intensification procedure is executed when the solution is not improved by the type-1 intensification procedure. This procedure lasts for $T_{I_{\text{2}}}$ iterations, unless disturbed by an external action (Back to Normal condition).

#### 16.6.2 Search Diversification

Here, two types of search diversification procedure are implemented, mild, and hot diversification.
In the mild diversification procedure, a modified fitness function is again used. Here, frequently made moves are penalized, so that such moves are less likely to be chosen during this diversification procedure. To do this, the ratio of the move to the total moves performed is calculated. The penalty (for a move) is then calculated as the fitness value $\times$ ratio. This procedure is invoked when type-2 search intensification is not able to improve the solution (Figure 16.7). The procedure lasts for a maximum period of $T_{Dm}$.

Finally, the hot diversification procedure is global in nature, and is executed when the solution found is not improved within a period $T_{stale}$. The procedure resets the TL, and a new random solution is generated.
TABLE 16.2  Tabu Search Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tabu period $T_{L\min}$</td>
<td>2</td>
</tr>
<tr>
<td>Tabu period $T_{L\max}$</td>
<td>5</td>
</tr>
<tr>
<td>Intensification period $T_{I1}$</td>
<td>10</td>
</tr>
<tr>
<td>Intensification period $T_{I2}$</td>
<td>10</td>
</tr>
<tr>
<td>Diversification period $T_{Dm}$</td>
<td>10</td>
</tr>
<tr>
<td>Max stale period $T_{stale}$</td>
<td>20</td>
</tr>
</tbody>
</table>

Further to this, the move counts used in the mild diversification procedure are also reset. In the event that the conditions for type-1 search intensification and hot diversification are both satisfied, the type-1 search intensification takes precedence. Further, at the beginning of each search intensification and mild diversification, the countdown for $T_{stale}$ is reset.

16.6.3 Back to Normal Condition
Each of the type-1, type-2 search intensification, and mild diversification procedure would normally last for $T_{I1}$, $T_{I2}$, and $T_{Dm}$ respectively. However, the procedure will exit and go back to normal exploration if a better solution is found. The parameters for the TS are shown in Table 16.2.

16.7 Ant Colony Algorithm
Ant colony algorithm (ACA) [16–18] was first introduced in Reference 13 as a distributed optimization tool. It was first used to solve the traveling salesman problem (TSP), but has been successfully used to solve other combinatorial problems including vehicle routing, network routing, graph coloring, quadratic assignment, and the shortest common super-sequence problem [11,14,30,43,45,56,57].

The ACA was inspired by the behavior of real ant colonies. Each ant possesses only limited skill and communication capability. However, through these simple, local interactions between individual ants, a global behavior emerges, whereby the colony takes on a complex autonomous existence of its own. Of particular interest is the way real ants find the shortest path between a food source and its nest.

The foraging behavior of ants [37,52,59] has captured the imaginations of many researchers. Different species and colonies of ants use different methods of searching for foods, although the majority of the ant species forage "collectively": once a food source is found, the individual ant would “inform” the other ants in the colony of the presence of food — recruitment. Again, the primary means of recruitment differs in different species of ants. Some species of ants communicate directly, whereby other ants would follow the ant back to the food source (group recruitment). Other species of ants communicate indirectly, through the use of a chemical called pheromone (mass recruitment). In some ant species, the ants lay these chemical pheromones while exploring from the nest (exploratory trail), as well as while going back to the nest from a food source (recruitment trail). It is these species of ants that inspired and form the basis of the ACA.

Each ant, in isolation, explores the surrounding (searching for food) in an almost random manner. Once it found a food source, however, it will usually walk in a straight line from the food source back to the nest, depositing the chemical pheromone along the way. In this way, a pheromone trail is laid, from the food source to the nest. Ants use different methods to find its way back to the nest, including visual cues, memory, and smell. When another ant stumbles upon this pheromone scent, it is more likely to follow this pheromone trail to the food source. Upon returning to the nest (from the food source), more pheromone would be deposited on the trail by the new ant. As the pheromone level builds up on this trail, even more ants would choose this trail, resulting in even higher pheromone build up. Through this positive feedback
FIGURE 16.8 Two-bridge experiment. Each bridge consists of two paths, one shorter and one longer. (a) In the absence of pheromone, ants take on the branches with equal probability. (b) Higher pheromone levels on the shorter branches result in most ants taking the shorter branches [29].

(autocatalytic) process the ant colony as a whole is able to “collectively” forage the landscape for food. This autocatalytic “behavior” also assists the ants in finding the shortest path from a food source to the nest, as illustrated further.

An experiment involving the Argentine ant, *Iridomyrmex humilis*, was done in References 15 and 29. Previously, the Argentine ant has been shown to lay the same chemical pheromone both when leaving the nest to explore and when returning to the nest from a food source, and tend to follow pheromonal cues more than visual ones [6,60]. Using this knowledge, a set of experiments is conducted to investigate the self-organizing foraging behavior of the Argentine ant.

In a set of experiment [29], two bridges are set up on the path between the ant’s nest and a food source (Figure 16.8). Each bridge consists of two unequal paths, of which one is shorter than the other. Initially, there is no pheromone on the paths, and to reduce the possibility of the ants using “environmental factors” (e.g., visual cues) to choose a path, the experiment is performed in the dark.

Initially, the ants will choose the different paths with equal probability (Figure 16.8[a]). The ants that take on the shortest path (the two shorter branches of the bridge), however, will arrive at the food source quicker than the ants that take on the other longer paths. On their return trip (returning from the food source to the nest), higher pheromone levels will be present on the shorter branches, making them more attractive. As these ants walk on the shortest path, even more pheromones will be deposited on the two shorter branches, resulting in even higher pheromone levels on the shorter branches. As a result of this positive feedback process, very soon essentially all of the ants will choose the shortest path (Figure 16.8[b]).

### 16.8 Ant Colony Algorithm Framework

Here, two types of ACA are implemented, *type-1* and *type-2*, along with two extra variants for each type, to solve the reporting cell planning problem. The ACA utilizes elitism whereby the elite ant deposits extra pheromones. TL is also used for the type-2 ACA.

#### 16.8.1 Type-1

The ACA used for discovering efficient solutions to the reporting cell problem is shown in the following page.
Algorithm 16.4 (ACA for reporting cell planner):

**Input:** Parameters for the ACA.
**Output:** Solutions representing suitable reporting cell configurations.

**Begin**
- Initialize population and pheromone.
- **While** stopping conditions not true **do**
  - For each ant:
    - **Generate** solution.
    - **Lay** pheromone.
    - **Update** pheromone.
  - If escape condition true then **Escape**.
**End.**

In type-1, each ant generates a new solution each cycle. It does this by crawling through the binary tree that represents all the possible permutation of the reporting cell problem (Figure 16.9). For a $4 \times 4$ network, the tree would have a depth of 17 nodes (including the starting node).

At each node of the tree, the ant has two choices (0 or 1). Which path the ant actually takes is based on pheromone levels, and heuristic values.

### 16.8.1.1 Pheromone Trail

Clearly, the binary tree is huge even for a small network, and laying trail on each individual path leads to an enormous pheromone trail, which is very impractical to use. Furthermore, the build-up of pheromone, or rather, the nonexistence of it, would be a problem.

So instead, moves are used for the trail, whereby pheromone trail is defined for a “to 0” move, and a “to 1” move, for each cell. Each move, for a cell, indicates whether the ant changes the cell to a 0, or a 1. In terms of the binary tree, this means each “to 0” and “to 1” move from each node at a given depth shares the same move trail.

![Binary tree for the reporting cell problem.](image-url)
16.8.1.2 Local Heuristic

For a particular cell \( c \), a “to 1” move uses the following heuristic:

\[
\eta_{c,1} = \frac{\sum_{i=0}^{N-1} w_{ci}}{\sum_{i=0}^{N-1} w_{ci} - w_{cc}}
\]  

(16.8)

where \( w_{ci} \) denotes the call arrival weight associated with cell \( i \), \( w_{cc} \) denotes the call arrival weight associated with cell \( c \), and \( N \) denotes the total number of cells in the network.

Similarly, a “to 0” move associated with a cell \( c \) uses the following heuristic:

\[
\eta_{c,0} = \frac{\sum_{i=0}^{N-1} w_{mi}}{\sum_{i=0}^{N-1} w_{mi} - w_{mc}}
\]  

(16.9)

where \( w_{mi} \) denotes the movement weight associated with cell \( i \), and \( w_{mc} \) denotes the movement weight associated with cell \( c \).

Clearly, the heuristic value given above is only a rough guide. However, the heuristic value only guides the ant during the initial phases of the run (during the early cycles), where the pheromone levels are negligible.

16.8.1.3 Transition Function

Each ant decides which path/move to take based on the pheromone levels and heuristic value of each move. It chooses with higher probability moves with higher pheromone levels and heuristic value. The probability that an ant \( k \) at node \( c \) chooses a move \( i \) is given by the following equation:

\[
p_{k,c,i} = \frac{[\tau_{c,i}]^\alpha \cdot [\eta_{c,i}]^\beta}{\sum_{j \in N_c} [\tau_{c,j}]^\alpha \cdot [\eta_{c,j}]^\beta}
\]  

(16.10)

where \( N_c \) denotes a list of all possible moves from cell \( c \), \( \tau_{c,i} \) denotes the pheromone levels associated with move \( (c, i) \), \( \eta_{c,i} \) denotes the heuristic value associated with move \( (c, i) \), and \( \alpha \) and \( \beta \) are positive constants specifying the relative weights of pheromone levels and heuristic values.

16.8.1.4 Pheromone Update

Once all the ants have generated a solution, the pheromone levels of each move \( i \) for cell \( c \) — move \( (c, i) \) — are updated using the following equation:

\[
\tau_{c,i} = \rho \cdot \tau_{c,i} + \Delta \tau_{c,i} + \Delta \tau^*_{c,i}
\]  

(16.11)

In the above equation, \( \rho \in (0, 1] \) represents the pheromone evaporation rate, and is used to control the rate of convergence of the ant colony algorithm. \( \Delta \tau_{c,i} \) represents the amount of pheromone to be added on move \( (c, i) \), and is given by:

\[
\Delta \tau_{c,i} = \sum_{k=1}^{m} \Delta \tau^k_{c,i}
\]  

(16.12)

where \( m \) denotes the total number of ants in the population. The amount of pheromone added by ant \( k \) on move \( (c, i) \) is given by:

\[
\Delta \tau^k_{c,i} = \begin{cases} 
Q/k, & \text{if move}(c, i) \in T_k \\
0, & \text{otherwise}
\end{cases}
\]  

(16.13)
where \( Q \) is a positive constant, \( T_k \) denotes a list of moves that need to be made to get the solution \( S_k \), and \( L_k \) denotes the fitness value associated with solution \( S_k \).

Finally, \( \Delta \tau_{c,i}^* \) represents elitism that is implemented in this type-1. In this elitist strategy, the best solution found so far deposits extra pheromones. Such strategy has been discussed widely — both in GA and recently in ant algorithms, and improves the performance in many cases. The extra pheromone is implemented using the following equation:

\[
\Delta \tau_{c,i}^* = \begin{cases} 
\sigma \frac{Q}{L^*}, & \text{if } \text{move}(c, i) \in T^* \\
0, & \text{otherwise}
\end{cases} \tag{16.14}
\]

where \( \sigma \) is a positive constant, \( T^* \) denotes a list of moves that need to be made to get the best solution found so far — \( S^* \), and \( L^* \) denotes the fitness value associated with solution \( S^* \).

The above equation is equivalent to having extra \( \sigma \) elitist ants (that uses the best path) depositing pheromones. Such strategy improves the performance of the ACA, as applied to the reporting cell problem.

### 16.8.1.5 Escape Operator

The escape operator is invoked when solution is not improved within a specified maximum stale period \( T_{\text{stale}} \). When invoked, the operator resets the pheromone levels associated with all moves for all cells, to its initial level \( \tau_{\text{initial}} \).

The parameter values used in this experiment are indicated in Table 16.3.

Note that for \( Q \gg \tau_{\text{initial}} \), the \( Q \) term basically cancels out in Equation (16.10). That is, \( Q \approx 1 \).

### 16.8.2 Type-1 Rank Variant

In this variant, as well as using the elitist strategy outlined above, some ranking is introduced. The ranking is implemented as follows:

Once all the ants have generated a solution, they are ranked based on their fitness. The first \( n \) of these ants deposits extra pheromones, based on their ranks. The modified pheromone update formula is as shown:

\[
\tau_{c,i} = \rho \cdot \tau_{c,i} + \Delta \tau_{c,i} + \Delta \tau_{c,i}^* + \Delta \tau_{c,i}^+ \tag{16.15}
\]

where \( \Delta \tau_{c,i}^+ \) represents the extra pheromones added by the extra \( n \) ants, and is given by the following formula:

\[
\Delta \tau_{c,i}^+ = \sum_{r=1}^{n} \Delta \tau_{c,i}^r \tag{16.16}
\]

<table>
<thead>
<tr>
<th>TABLE 16.3 Ant Colony Algorithm type-1 Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population ( m )</td>
</tr>
<tr>
<td>Pheromone control ( \alpha )</td>
</tr>
<tr>
<td>Heuristic control ( \beta )</td>
</tr>
<tr>
<td>Pheromone evaporation ( \rho )</td>
</tr>
<tr>
<td>Initial pheromone ( \tau_{\text{initial}} )</td>
</tr>
<tr>
<td>Pheromone amount ( Q )</td>
</tr>
<tr>
<td>Elitist ants ( \sigma )</td>
</tr>
<tr>
<td>Max stale period ( T_{\text{stale}} )</td>
</tr>
</tbody>
</table>
where \( n \) denotes the number of ranked ants, and \( r \) denotes the ant’s ranking, with \( r = 1 \) assigned to the fittest ant. The amount of pheromone added by ant of rank \( r \) is given by:

\[
\Delta \tau^r_{c,i} = \begin{cases} 
R(r) \cdot \frac{Q}{L_r} & \text{if } \text{move}(c, i) \in T_r \\
0, & \text{otherwise}
\end{cases}
\]  

(16.17)

In the above, \( R(r) \) represents a modifier function with maximum value at \( R(1) \), and minimum value at \( R(n) \). Ideally, \( R(1) \) should be less than \( \sigma \). In this experiment, the value \( n = 8 \) (the first eight ants are considered) is used, and \( R(r) = (9 - r)/2 \).

As will be shown later, the addition of \( \Delta \tau^+_{c,i} \) improves the ant colony algorithm’s performance for the reporting cell problem. Further, exclusions of the \( \Delta \tau^r_{c,i} \) or \( \Delta \tau^*_{c,i} \) term leads to a decrease in performance.

### 16.8.3 Type-1 Tournament Variant

This variant is similar to the rank variant described above, but tournament selection, instead of ranking, is used. After sorting, the first \( n \) ants compete in a tournament for the right to lay extra pheromones. In this way, which ants deposit more pheromones are randomly decided (instead of fixed like the rank variant above), though biased toward the fitter ants. That is, \( R(r) \) in the ranking variant is now a “probabilistic” function, biased toward the fitter ants.

The tournament selection is similar to genetic algorithm’s tournament selection, and \( p_s = 0.8 \) is used. Here, the first eight ants compete in a tournament that lasts twenty rounds. Specifically, in this tournament selection, two individuals are chosen at random from the first eight ants. The two individuals then “compete” in a virtual tournament, whereby the fitter individual has a \( p_s \) chance of winning. The winner then lays extra pheromones. This process is repeated for 20 rounds. It should be noted that the same individual can be selected more than once, leading to multiple pheromone deposit by the individual.

### 16.8.4 Type-2

Here, the ants walk on the solution space. The neighborhood \( N_S \) of a solution \( S \) consists of a “0 to 1” move and a “1 to 0” move for each cell. If a cell is at state “0,” then the only allowed move for that cell is “0 to 1.” Similarly, if a cell is at state “1,” the allowed move is “1 to 0.”

In the initial cycle, a random solution is created. The ant then chooses a path to move to (leading to another solution, as each ant walks on the solution space). The pheromone levels and heuristic values again govern which path/moves the ant chooses.

This implementation is similar to the TS implementation described earlier. However, while TS chooses the best path, here a probabilistic transition function is used, like simulated annealing. However, unlike simulated annealing, here the transition function is “guided” by pheromone levels and heuristic values.

To further enhance the performance, a TL is also included for each ant — to minimize the possibility of the ant going in circle. The TL implemented here is similar to the TL in TS with recent moves made by the ant kept in the TL. Each move is kept in the TL for a period of between \( TL_{\min} \) and \( TL_{\max} \).

The probability that an ant \( k \) chooses a move \( i \) for a cell \( c \) is given by the following modified equation:

\[
p^k_{c,i} = \frac{[\tau_{c,i}]^\alpha \cdot [\eta_{c,i}]^\beta}{\sum_{\text{move}(d_j) \in N^k_{S_k}} [\tau_{d_j}]^\alpha \cdot [\eta_{d_j}]^\beta}
\]  

(16.18)

where \( N^k_{S_k} \subseteq N_{S_k} \) represents all possible moves from solution \( S_k \), excluding moves that are in the ant’s tabu list (TL\(_k\)). Certainly, only moves that are valid — move \((c, i) \in N^k_{S_k}\) are considered by each ant \( k \).
TABLE 16.4 Ant Colony Algorithm
Type-2 Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population m</td>
<td>50</td>
</tr>
<tr>
<td>Pheromone control α</td>
<td>1</td>
</tr>
<tr>
<td>Heuristic control β</td>
<td>5</td>
</tr>
<tr>
<td>Pheromone evaporation ρ</td>
<td>0.5</td>
</tr>
<tr>
<td>Initial pheromone τ_{initial}</td>
<td>0.01</td>
</tr>
<tr>
<td>Pheromone amount Q</td>
<td>1</td>
</tr>
<tr>
<td>Elitist ants σ</td>
<td>6</td>
</tr>
<tr>
<td>Tabu period T_{Lmin}</td>
<td>2</td>
</tr>
<tr>
<td>Tabu period T_{Lmax}</td>
<td>5</td>
</tr>
<tr>
<td>Max stale period T_{stale}</td>
<td>25</td>
</tr>
<tr>
<td>Mutation p_{m}</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Pheromone laying and heuristic values are the same as type-1. Here, however, move “0 to 1” and “1 to 0” is replaced by move “0 to 1” and “1 to 0,” respectively. Note also that here the global heuristic of fitness value can be used as the heuristic value (instead of the heuristic value of type-1). However, the number of computations to be performed would go up dramatically.

Further, while in type-1 a new solution is generated at each cycle, here the ants move from its current solution to create a new solution, which may take several cycles to generate a solution “dissimilar” from its current solution. As such, pheromones are added by an ant k, only when the new solution improves upon the previous solution.

The parameter values used are indicated in Table 16.4.

As before, the escape operator is invoked when solution is not improved within a specified maximum stale period T_{stale}. Here, the operator resets the pheromone levels associated with all moves for all cells, to its initial level τ_{initial}. Further, each ant’s solution S_k undergoes a bit mutation with probability p_{m} = .05. For an 8 × 8 network, this translates to probability = .038 that a solution S_k remains intact (does not undergo mutation). Finally, each ant’s TL (T_{L_k}) is also reset.

16.8.5 Type-2 Rank and Tournament Variant

Type-2 rank and tournament variant is conceptually similar to its type-1’s equivalent. The same rank and tournament parameter values are also used.

16.9 Performance Comparison

Three cellular networks of 16, 36, and 64 cells are used to analyze the different algorithms presented earlier. The three cellular networks are of size 4 × 4, 6 × 6, and 8 × 8, and are in the form as shown in Figure 16.10. For location management cost evaluation purposes, the data set for each of the three networks are shown in Tables 16.5–16.7.

16.9.1 Stopping Conditions

The number of iteration allowed for each algorithm is shown in Tables 16.8–16.10.

In the solution’s fitness calculation (Equation [16.3]), the vicinity value calculation, v(j), involves a relatively large amount of computation. As such, for the simulation, it is assumed that calculation of the solution’s fitness will take most of the computation time. The fitness calculation is also the one computation that is common among the different algorithms. As such, the number of fitness calculation allowed is used as the stopping condition for the different algorithms. For the 8 × 8 network (Table 16.10), the number of solution calculation allowed is 16,000, which is a fraction of the total possible solution of 2^64.
In terms of computation time, this translates to a maximum allowed computation time of two seconds (on a P3-733).

For GA, the solution’s fitness is calculated at each generation for each chromosome (although a few chromosomes do not undergo a change and their fitness is not recalculated). As the GA has a population of 100, for the $8 \times 8$ network this translates to a maximum generation of 160. Similarly, for the ACA, as the colony has a population of 50, and fitness of each ant’s solution is calculated at each cycle, this translates to a maximum cycle of 320. Finally, TS chooses the best solution at each iteration. For the $8 \times 8$ network, this translates to 64 fitness calculation at each iteration (moves that are in the tabu list are still calculated, due to the aspiration condition — tabu moves are accepted if it improves the best solution found so far).
As such, it is allowed a maximum of 250 iterations. Note that the actual number of fitness calculation for each algorithm may be slightly higher, due to the “escape” operator of each algorithm. However, such “escape” only happens a few times during a run — 2 or 3 (or not at all), and is only a minute fraction of the total fitness calculation performed.
TABLE 16.10  Calculation Allowed for 8 × 8 Network

<table>
<thead>
<tr>
<th>Method</th>
<th>Iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genetic algorithm</td>
<td>160</td>
</tr>
<tr>
<td>Tabu search</td>
<td>250</td>
</tr>
<tr>
<td>Ant colony alg. 1</td>
<td>320</td>
</tr>
<tr>
<td>Ant colony alg. 2</td>
<td>320</td>
</tr>
</tbody>
</table>

TABLE 16.11  Results for the 4 × 4 Network

<table>
<thead>
<tr>
<th>Method</th>
<th>Average value</th>
<th>Deviation %</th>
<th>Min value</th>
<th>Deviation %</th>
<th>Max value</th>
<th>Deviation %</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>12.253</td>
<td>0.006</td>
<td>12.252</td>
<td>0.000</td>
<td>12.373</td>
<td>0.986</td>
</tr>
<tr>
<td>TS</td>
<td>12.252</td>
<td>0.000</td>
<td>12.252</td>
<td>0.000</td>
<td>12.252</td>
<td>0.000</td>
</tr>
<tr>
<td>AC₁</td>
<td>12.252</td>
<td>0.000</td>
<td>12.252</td>
<td>0.000</td>
<td>12.252</td>
<td>0.000</td>
</tr>
<tr>
<td>AC₁,rank</td>
<td>12.252</td>
<td>0.000</td>
<td>12.252</td>
<td>0.000</td>
<td>12.252</td>
<td>0.000</td>
</tr>
<tr>
<td>AC₁,tournament</td>
<td>12.252</td>
<td>0.000</td>
<td>12.252</td>
<td>0.000</td>
<td>12.252</td>
<td>0.000</td>
</tr>
<tr>
<td>AC₂</td>
<td>12.252</td>
<td>0.000</td>
<td>12.252</td>
<td>0.000</td>
<td>12.252</td>
<td>0.000</td>
</tr>
<tr>
<td>AC₂,rank</td>
<td>12.252</td>
<td>0.000</td>
<td>12.252</td>
<td>0.000</td>
<td>12.252</td>
<td>0.000</td>
</tr>
<tr>
<td>AC₂,tournament</td>
<td>12.252</td>
<td>0.000</td>
<td>12.252</td>
<td>0.000</td>
<td>12.252</td>
<td>0.000</td>
</tr>
</tbody>
</table>

TABLE 16.12  Results for the 6 × 6 Network

<table>
<thead>
<tr>
<th>Method</th>
<th>Average value</th>
<th>Deviation %</th>
<th>Min value</th>
<th>Deviation %</th>
<th>Max value</th>
<th>Deviation %</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>11.511</td>
<td>0.343</td>
<td>11.471</td>
<td>0.000</td>
<td>12.030</td>
<td>4.867</td>
</tr>
<tr>
<td>TS</td>
<td>11.471</td>
<td>0.000</td>
<td>11.471</td>
<td>0.000</td>
<td>11.471</td>
<td>0.000</td>
</tr>
<tr>
<td>AC₁</td>
<td>11.472</td>
<td>0.007</td>
<td>11.471</td>
<td>0.000</td>
<td>11.573</td>
<td>0.883</td>
</tr>
<tr>
<td>AC₁,rank</td>
<td>11.471</td>
<td>0.000</td>
<td>11.471</td>
<td>0.000</td>
<td>11.471</td>
<td>0.000</td>
</tr>
<tr>
<td>AC₁,tournament</td>
<td>11.471</td>
<td>0.000</td>
<td>11.471</td>
<td>0.000</td>
<td>11.471</td>
<td>0.000</td>
</tr>
<tr>
<td>AC₂</td>
<td>11.491</td>
<td>0.172</td>
<td>11.471</td>
<td>0.000</td>
<td>12.129</td>
<td>5.737</td>
</tr>
<tr>
<td>AC₂,rank</td>
<td>11.477</td>
<td>0.051</td>
<td>11.471</td>
<td>0.000</td>
<td>11.740</td>
<td>2.341</td>
</tr>
<tr>
<td>AC₂,tournament</td>
<td>11.474</td>
<td>0.026</td>
<td>11.471</td>
<td>0.000</td>
<td>11.740</td>
<td>2.341</td>
</tr>
</tbody>
</table>

16.9.2 Results

Each algorithm is run 200 times for each test network. Results of the different algorithms are shown in Tables 16.11–16.13. In the tables, Average value is the average of the solution’s value obtained from the 200 runs. Deviation is the percentage deviation from the optimal value.

Two values are of interest from the tables — the average value, and the maximum value. The average value represents the expected fitness of solutions obtained using the particular algorithm, while the maximum value represents the “worst-case behavior” of the algorithm. Each algorithm was run for 200 times, to get an accurate representation of the actual average value, and more importantly, the worst-case behavior — to see if the algorithm can unexpectedly give a poor performance. After all, one does not expect to run the algorithm many times just to get a “good” solution — otherwise the many run needed to get a good solution can be considered a “one run.”
TABLE 16.13  Results for the 8 × 8 Network

<table>
<thead>
<tr>
<th>Method</th>
<th>Average value</th>
<th>Deviation %</th>
<th>Min value</th>
<th>Deviation %</th>
<th>Max value</th>
<th>Deviation %</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>14.005</td>
<td>1.619</td>
<td>13.782</td>
<td>0.000</td>
<td>14.671</td>
<td>6.454</td>
</tr>
<tr>
<td>TS</td>
<td>13.791</td>
<td>0.071</td>
<td>13.782</td>
<td>0.000</td>
<td>13.999</td>
<td>1.580</td>
</tr>
<tr>
<td>AC1</td>
<td>14.107</td>
<td>2.361</td>
<td>13.801</td>
<td>0.141</td>
<td>14.407</td>
<td>4.539</td>
</tr>
<tr>
<td>AC1,rank</td>
<td>13.860</td>
<td>0.569</td>
<td>13.782</td>
<td>0.000</td>
<td>14.007</td>
<td>1.637</td>
</tr>
<tr>
<td>AC1,tournament</td>
<td>13.868</td>
<td>0.625</td>
<td>13.782</td>
<td>0.000</td>
<td>14.051</td>
<td>1.952</td>
</tr>
<tr>
<td>AC2</td>
<td>14.393</td>
<td>4.434</td>
<td>13.901</td>
<td>0.866</td>
<td>15.373</td>
<td>11.545</td>
</tr>
<tr>
<td>AC2,rank</td>
<td>14.032</td>
<td>1.821</td>
<td>13.782</td>
<td>0.000</td>
<td>14.462</td>
<td>4.939</td>
</tr>
<tr>
<td>AC2,tournament</td>
<td>14.045</td>
<td>1.915</td>
<td>13.782</td>
<td>0.000</td>
<td>14.417</td>
<td>4.610</td>
</tr>
</tbody>
</table>

As can be seen from the results above, tabu search performs better than the other algorithms, for the three test networks, followed closely by the ant colony algorithms. Further, it can be seen that the use of ranking and tournament selection in ant colony algorithms improves the algorithms' performance.

16.10  Summary

This chapter discussed the use of GA, TS, and ACA to solve the reporting cells planning problem. As a further discussion of the relatively new ACA, two types of ACA were presented, along with the introduction of a rank-based and tournament-based selection variant for each type. It was shown that the three methods can be effectively used for reporting cells planning. While TS search shows the best performance, followed closely by ACA, results show the three methods are able to find optimal, or near optimal solutions to the reporting cells planning problem. Furthermore, for the reporting cells planning problem, the addition of ranking and tournament selection in the ant colony algorithm results in significant improvement in the algorithm’s performance.
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17 Location Privacy

17.1 Introduction

The proliferation of portable electronic devices into our day-to-day lives introduced many unresolved privacy concerns. The principal concern in this paper is that these devices are being increasingly equipped with communication capabilities and location awareness. While these features present a wide array of new quality-of-life enhancing applications, they also present new threats. We must be careful that the potential quality-of-life lost through the surrender of private information does not overwhelm the benefits.

An important question is how much privacy protection is necessary. Perfect privacy is clearly impossible as long as communication takes place. Therefore, research aims at minimizing the information disclosed. The required level of this protection is not a matter of technology; different people have different privacy needs. Nevertheless, technology should not force society to accept less privacy.

The major privacy concern with mobile devices equipped with communication ability is that they can reveal the location of their bearers. This concern is in itself not new; people can recognize each other. What is new is the increased scope of the problem due to automated information gathering and analysis. Poorly designed mobile devices enable anyone to obtain another’s location.

If we allow automation to create an effective public record of people’s locations, discrimination against minorities will be impossible to control. AIDS patients could be identified by the offices of doctors
they visit, Alcoholics Anonymous members by their group meetings, and religious groups by their churches.

This chapter will present an overview of the state-of-the-art in location privacy. In Section 17.2, mobile devices, which possess both location awareness and communication ability will be examined. Section 17.3 lists attacks by which an invader can obtain your private location information. Existing countermeasures and safeguards are detailed in Section 17.4. These include high level schemes such as policies that operate like contracts, and lower-level solutions that reduce information disclosure. Among the latter are anonymous routing algorithms, schemes for hiding within a group, methods to determine location by the device itself without revealing them to third parties, and frequency modulation techniques to hinder triangulation.

17.2 Location-Aware Communication Devices

Many technologies can determine the location of an individual. This section provides an overview of what technologies are presently deployed and which are coming in the near future.

One of the earliest systems designed for location tracking is the global positioning system (GPS) [15]. This system uses satellites to help devices determine their location. The GPS works best outdoors where it has line-of-sight to the satellites and few obstructions. For commercial products, resolution to within 4 mi is achievable. The GPS is widely deployed and integrated, especially in map applications. Although GPS devices do not transmit, they are being increasingly integrated into PDAs and other devices which do.

For indoor use, the Active Badges [32] from AT&T Laboratories Cambridge were developed. These are small devices worn by individuals that actively transmit an identifier via infrared. This information is received by sensors deployed in the environment. This system provides essentially room-level resolution and has problems following individuals due to the infrequency of updates. The environment consolidates this information and can provide the current location of an individual.

A later refinement, the Bat [33], increased the detected resolution. With the increased resolution, the Bat can be used to touch virtual hot spots. Their work reports accuracy as good as 4 cm. These refined devices used ultrasonic pings similar to bat sonar. However, once again the environment measures the Bat’s location as opposed to real bats who learn about their environment.

The Cricket Location-Support System [24] takes a similar approach. It uses radio and ultrasonic waves to determine distance and thus location. Like the Cambridge Bat, resolution to within inches is possible. As opposed to the similar Cambridge work, beacons are placed in the environment as opposed to on individuals. The Cricket devices carried by individuals listen to their environment in order to determine their location. In this way, the device knows its location, while the environment does not.

An approach to location sensing, which does not require new infrastructure is taken by Carnegie Mellon University [30]. Here, the existing wireless LAN is observed by devices to recognize their location. By passively observing the signal strengths of various base stations, a device can determine its location. Though there are no requirements for new infrastructure, there is a training overhead. During training a virtual map of signals is created, which is used by the devices to determine their location.

Cell phones can be abused to provide location information. Although not originally intended for this purpose, the E-911 [25] requirements in the United States forced cell phone providers to determine customer location when they dialed an emergency phone number. Although this practice was clearly beneficial, the technology has since spread. The underlying problem is the omnipresent possibility of performing triangulation (with varying accuracy, though).

In the near future radio frequency identification (RFID) [14] will be found in many consumer goods. Intended as a replacement for barcodes, these tiny devices are placed in products to respond to a wireless query. Unlike barcodes, RFIDs are distinct for every item, even those from the same product line. This allows companies to determine their inventory by simply walking through the shelves and automatically recording the observed products.
17.3 Attacks on Location Privacy

In a successful privacy attack, some party obtains unauthorized information. Individuals intend that some informations about themselves should be available to others, and that the rest remain private. The means by which the individual's preferences were circumvented is the attack vector.

The main privacy concern with regards to ubiquitous computing is that many new automated attack vectors become possible. Loosely categorized, automated digital devices obtain information either through communication, observation, or inference. In this section the attack vectors available in each of these channels will be explored.

17.3.1 First-Hand Communication

An attacker obtains private information through first-hand communication when an individual unwittingly provides it directly to the attacker. In a world with ubiquitous computing, the threat of disclosure via accident or trickery is significant. All digital devices of a given type, by virtue of being homogeneous, make the same mistakes — and do not learn from them. The designers of the Windows file sharing protocol never intended it to be used to obtain people's names. Nevertheless, Windows laptops will happily reveal their owner's name to anyone who asks it. Due to a bug in bluetooth phones, attackers may often trick the phone into revealing its address book and phone number [23]. By asking a device with known location for owner information, both of these attacks pinpoint the owner's location, among other things. Naturally, these attacks can be built into an automated device.

Many ubiquitous devices are also chatty. The Bats and Active Badges broadcast their location information for all to hear. WLAN cards periodically emit traffic which includes their unique multiple access control, MAC ID. Devices providing their exact location information to location-based services also seems overly permissive. At the bare minimum, these problems must be addressed.

A unique characteristic of digital devices is their potential for brain-washing. Manufacturers may choose to place secret spyware in their products¹ as a means to recoup financial losses. Furthermore, a vulnerability may allow an attacker to completely assume control of the device, and thus obtain a live location feed. For devices where the location information is known to the infrastructure, the threat of a system vulnerability is magnified.

17.3.2 Second-Hand Communication

Also known as gossip, attacks via second-hand communication relay information from one party to another unauthorized party. The primary difference between these attacks and first-hand attacks is that the individual no longer controls the information. Fortunately, in the human scenario, talking about individuals behind their backs requires some effort. Unfortunately, aggregation and spreading of this information in a digital system is significantly easier.

This behavior has already been observed in the Internet where Doubleclick regularly sells personal habit and preference information. It seems naïve to assume that the much finer grained information available from ubiquitous devices will not similarly be sold. Services are already available for individuals to locate their friends via the cell phone networks [2].

17.3.3 Observation

Attackers may also obtain information by configuring devices to observe their environment. The most obvious problem is the deployment of many nearly-invisible cameras in the environment. However, there are other risks that are more feasible to launch with the current technology.

A widespread and very common attack that can be launched against mobile communications-equipped devices is triangulation. By measuring timing delays in a signal, the attacker can determine the location

¹For example, the Kazaa Media Desktop.
of the device. This is similar to how the Bat operates, only using electromagnetic waves instead of sound waves. Triangulation is almost always possible within certain constraints and heavily varying accuracy. What we will not take into account within this chapter are approach coming from electrical engineering since they often require a deep understanding of signal processing issues.

17.3.4 Inference

One of the fears about automated privacy invasion is the compilation of a profile. After gathering large amounts of information via communication and observation, an automated system combines these facts and draws inferences. Given enough data, the idea is to build a complete picture of the victim's life.

From a more location-centric point of view, location information could be processed to obtain useful information for discrimination. If a person regularly visits the location of a group meeting, she is probably a member of that group. In the consumer arena, the fact that an individual shops at a particular store at regular intervals may be a useful information for price discrimination [6].

Tracking an individual's location through time may also enable an attacker to link information to the individual. For example, if an individual's car regularly sends out *totally anonymous* weather requests, it might still be possible for a weather network to track the car by correlating the observed request locations. Later, when the individual buys gas at an affiliate's gas station, the network can link the individual's name and bank account to the tracked car. Now, the network can deduce information such as where the person shops, lives, and works; who the person regularly visits; etc.

17.4 Solutions

In the literature there exist several approaches to protect the location of a user. Most of them try to prevent disclosure of unnecessary information. Here one explicitly or implicitly controls what information is given to whom, and when. For the purpose of this chapter, this information is primarily the identity and the location of an individual. However, other properties of an individual such as interests, behavior, or communication patterns could lead to the identity and location by inference or statistical analysis.

In some cases giving out information cannot be avoided. This can be a threat to personal privacy if an adversary is able to access different sources and link the retrieved data. Unwanted personal profiles may be the result. To prevent this, people request that their information be treated confidentially. For the automated world of databases and data mining, researchers developed policy schemes. These may enable adequate privacy protection, although they similarly rely on laws or goodwill of third parties.

17.4.1 Policies

In general, all policy-based approaches must trust a system. If a system betrays a user, his privacy might be lost. Here, the suitable counter-measure is a nontechnical one. With the help of legislation the privacy policy can be enforced.

All policy-based systems have the drawback that a service could simply ignore the individual's privacy preferences and say, "To use this service you have to give up your privacy or go away." This certainly puts the user in a dilemma and he will probably accept these terms as he wants to use the service.

17.4.2 A Privacy Awareness System (pawS) for Ubiquitous Computing Environments

In Reference 22 Langheinrich proposes the *pawS* system. *pawS* provides users with a privacy *enabling* technology. This approach is based on the platform for privacy preferences project (P3P) [11], a framework that enables the encoding of privacy policies into machine-readable XML. Using a trusted device, the user negotiates his privacy preferences with the UbiCom environment.
This is depicted in Figure 17.1. A user equipped with a privacy assistant (PA) is able to detect a privacy beacon upon entering a UbiCom environment. The privacy beacon announces the available services (e.g., a printer, a video camera) with a reference (e.g., a URL) to their data collection capabilities and policies. The PA in turn contacts the user's personal privacy proxy located somewhere on the Internet, which contacts the corresponding service proxies at their advertised addresses and asks for their privacy policies. These are compared to the user’s privacy preferences and a result may be to decline usage of a tracking service, which will result in disabling the video camera.

Regarding adequate security, anonymity, and pseudonymity as useful tools to support a privacy preserving infrastructure, Langheinrich’s design includes four more principles. See Reference 21 for an elaborated discussion. We sum-up his ideas here.

Notice: Since future UbiCom environments will be ideally suited for unnoticed operation, monitoring, and tracking, the author proposes some kind of announcement mechanism that allows users to notice the data collection capabilities in their environment. This announcement mechanism should be standardized and agreed on. The privacy beacon from Figure 17.1 serves as an example.

Choice and consent: To preserve privacy, a future UbiCom system should offer a user the choice to allow or deny any kind of data collection. A system should respect this choice and operate only on user consent. Since a user will not always explicitly express his will, his choice and the derived consent should be expressed in machine-readable policies (cf. personal privacy proxy in Figure 17.1).

Proximity and locality: Locality information for collected data should be used by the system to enforce access restriction. This restriction may be based on the location of a user who wants to use the data, for example, a user is able to record an audio stream at a meeting while attending, but not from the opposite side of the world (proximity). Also the audio stream should not be disseminated through the network (locality).

Access and recourse: A system should give users easy access to collected personal information (e.g., using a standardized interface). Also, they should be informed about any usage of their data. Thus, abuse would be noticed.
Following these principles, Langheinrich’s goal is to allow people and systems who want to respect a user’s privacy to behave in such a way. This should help to build a lasting relationship based on mutual trust and respect. His goal is not to try to provide perfect protection for personal information that is hardly achievable anyway.

17.4.3 Framework for Security and Privacy in Automotive Telematics

A framework for security and privacy in automotive telematics, that is, embedded computing and telecommunication technology for vehicles, is described by Duri et al. [12]. The primary goal of their framework is to enable building telematics computing platforms that can be trusted by users and service providers.

Their work is motivated by a pay-per-use-insurance scenario, that is, a user will only be charged when he/she uses the car. Insurance rates will be based upon miles driven, whether the driving is done in an urban or suburban area and it is taken into account how familiar the driver is with the visited area. In addition, a user can choose from several privacy policies. Policies range from don’t-give-away-any-personal-information to personal-information-might-be-sold-to-third-parties kind of polices. The insurance company could then offer a greater discount when more personal information is disclosed by the user.

To enable this kind of pay-per-use program, detailed information about the usage, driving speed, driving area, etc. has to be collected, aggregated according to the chosen policy and delivered to the insurance company. Figure 17.2 shows the proposed system components. The central and crucial component is called the data protection manager (DPM) to handle sensitive data. The key advantage in this approach is that every data access passes through the DPM. This simplifies verifying that data accesses comply with a user’s privacy policies.

Their proposed framework employs three key concepts to build a trusted system. First, it uses a defense-in-depth approach to build a secure platform from the ground up. Second, the framework enables data aggregation close to the source and third, the framework uses user defined privacy policies for obtaining user consent before data collection and usage. We will explain these concepts in more detail:

Defense in depth: By this the authors understand a bottom-up approach to build a system that is trustworthy for both the data subject (the user) and a service provider. This approach comprises several layers of hardware and software. Each layer provides its own security functions and rely on the directly underlying layer. At the bottom, tamper-resistant hardware, for example, smart cards for key storage and secure
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cryptographic coprocessors, are deployed. On top of this, the platform should allow for secure configuration, update, and booting of the system (see Reference 4). The operating system itself must also provide security features, such as access control, secure communication protocols, encrypted file systems, and so on (for more details see References 1 and 3).

Data aggregation close to source: Looking at Figure 17.2, we see that a Mileage calculator is part of the car and data to and from this component is controlled by the DPM. With this design, data aggregation is as close to the source as possible, that is, raw data collected by the GPS adapter and Car sensor adapter is delivered to the Mileage calculator via the DPM. The Mileage calculator carries out some suitable aggregation and returns the results to the DPM. It is the responsibility of the DPM to pass only aggregated data on to the insurance company. This way, no raw data leaves the car and misuse is prevented.

User privacy policies: To enforce user privacy policies the DPM includes a privacy enabled resource manager (PERM) (not shown in Figure 17.2). The PERM handles any request for private data. Such a request includes application credentials, privacy policy concerning data. The PERM verifies application credentials and then compares application privacy policies with a user’s privacy policy to determine whether to grant or deny access. For details on this see Reference 8.

The framework and key concepts proposed by Duri et al. help system designers and developers to implement automotive systems that control the sharing of private data according to policies agreed to by the owner of the data.

17.4.4 Concepts for Personal Location Privacy Policies

Snekkenes [31] presents concepts, which may be useful when constructing tools to enable individuals to formulate a personal location privacy policy. Snekkenes’s idea is that the individual should be able to adjust the accuracy of his location, identity, time, and speed, and therefore have the power to enforce the need-to-know principle. The accuracy is dependent on the intended use of the data, and the use in turn is encoded within privacy policies.

The question, Snekkenes aims to answer is Who should have access to what location information under which circumstances? This concept is applicable to location tracking, that is, position data is calculated by an external entity and therefore not under direct control of a user. As an example, a GSM/UMTS network operator is able to locate the cell of a mobile phone. The proposed system components are depicted in Figure 17.3. Their roles are defined as follows (in brackets, we explain the interaction according to the sequence numbers):

Initiator: Entity that would like and/or accept that a service is produced, for example, a user. (In Step 1, this entity expresses to the requestor to ask for a service production.)

Requestor: Entity that makes a request to the service provider for a service to be produced. (In Step 2, the requestor asks a service provider to produce a service.)

Service provider: Entity that combines location data with other data to produce some service. (In Step 3, this entity asks a location provider to provide the location information of an initiator.)

Location provider: Entity that provides location data. Any release of data should be subject to a policy. (First, in Step 4, the location provider looks up in the policy custodian directory where to find the policy for the initiator. Second, in Step 5, it provides the necessary data to the policy custodian to enforce a policy.)

Policy custodian directory: Directory to look up where to find a policy. This works similar to the Domain Name Service of the Internet.

Policy custodian: Entity that stores and possibly also enforces a policy. There may be many policy custodians available for different groups of users.

Policy: Statement of what can be released to whom and when. This entity is stored at the policy custodian.
1. Owner: John Smith
2. LocatedObject: John’s cellular phone
3. DefaultObservationResponse: (B,B,B,B)
4. Request:
   (Requestor = Consumer) AND
   (Initiator = Consumer) AND
   IsFriendOrRelative(Consumer) AND
   ((London) LESS_ACCURATE (RawObservation(John’s cellular phone,
      Location(CurrentTime)
   )

5. ObservationResponse:
   (CurrentTime, London, John Smith, B)

FIGURE 17.3 System components and sequence of interaction.

Consumer: Entity to which the service is presented for consumption. (Not explicitly labelled in figure, might be same as requestor).

Having introduced the system components, we will now present how to blur tracking information. The basic datum in tracking is the observation of an object. This observation for an object, \( O \), is defined by its time, location, ID, and speed:

\[
\text{Obs}_O = (\text{ObservationTime}, \text{ObjectLocation}, \text{ObjectID}, \text{ObjectSpeed})
\]

For all aspects a user policy expresses the observation accuracy to be released. In Figure 17.4 the policy expresses My friends and relatives should know whether or not I’m in London for a user John Smith, but not his exact location. The DefaultObservationResponse: (B,B,B,B) defines the most inaccurate response possible.

The work of Sneekkenes also includes fragments of a language for formulating personal location privacy policies as shown in the example above. Performance and scalability issues in a system integrating his concepts are ongoing research.
17.4.5 Protecting First-Hand Communication

Most approaches address the problem of information disclosure. Many different ideas have been proposed to prevent unnecessary information from becoming known to a third party.

17.4.6 Approaches Using MIX-Nets

In the following section we will present a number of approaches using concepts such as Onion Routing [26] and MIX-Nets [9]. These concepts need a short introduction, which we give with the next few paragraphs.

From now on a network working the described way will be called a MIX network, its nodes are MIXes, and the data structure is a cryptographic onion. The term onion is a good image to reflect the way in which the original plaintext is processed.

MIX networks usually rely on the availability of public key cryptography. The sending node needs to know the public key of the receiver as well as those of all intermediary nodes. The outgoing data is now encrypted with the public key of its supposed destination. Additionally one encryption iteration is done for every node on the way to this destination.

This scheme has the following properties. First, exactly one node per step is able to decrypt the data with its private key. Second, since the routing information is within the encrypted part, any outgoing packet of a node cannot be correlated to a previously received packet by an external observer. Third, this means — except some very advanced attacks — it is not possible to follow one specific packet through a MIX network without controlling all nodes the packet passes through.

A cryptographic onion looks like this:

\[ K_n(R_n, K_{n-1}(\ldots K_2(R_2, K_1(R_1, K_0(T), A), M_1), \ldots), M_{n-1}) \]  

where \( A \) is the destination with its public key \( K_n \), \( T \) the to be delivered message. \( M_x \) denotes MIX \( x \), \( K_x \) its public key, and random nonces \( R_x \).

A nonce is a piece of data supposed to be used only once as the name already suggests. Its purpose is preventing attacks such as replay. It is a good idea to choose nonces at random.

17.4.7 ANODR: Anonymous on Demand Routing

Introduction: With the scenario of a battlefield in mind, Kong and Hong described in Reference 20 their scheme ANODR. This is a routing protocol addressing the problems of route anonymity and location privacy.

The intention is that packets in the network cannot be traced by any observing adversary. Aside from the observation of actively sending devices an external observer cannot figure out who is communicating with whom. This is due to the fact that no correlation can be determined between any two observed network packets.

Prior to one node’s ability to send a message to another, a route must be established through route discovery. This route discovery is achieved by broadcasting and forwarding packets. The sender of a message is anonymous because it is impossible to judge whether a node is actually sending a message it generated or is simply forwarding a packet as part of a route.

Route discovery: In order to send data in ANODR a route discovery phase must precede the actual sending phase. The task of the route discovery is to create route pseudonyms. The individual nodes can be identified by the MAC addresses of their network interfaces. For sender anonymity the sending node has the possibility to use a broadcast address as source address. Since we speak about wireless networks the actual transmission is broadcast anyway.

\(^2\)This statement refers to the contents of a sent packet. Of course, it is possible to correlate two packets if there was only one packet coming in and only one leaving one node. These issues have also been taken into account by the MIX network community.
Trapdoor one-way functions: The route pseudonyms can be seen as local trapdoors. Trapdoors in turn refer to the concept of cryptographic trapdoor one-way functions.

A function

$$f : X \rightarrow Y$$

is a one-way function if it is “easy” to compute an image for every element $$x \in X$$, but computational infeasible to find preimages given any element $$y \in Y$$. A function $$f$$ is a trapdoor one-way function if $$f$$ is a one-way function and it becomes feasible to find preimages for $$y \in Y$$ given some trapdoor information. These functions are only used in the route discovery phase. In ANODR the trapdoors base on shared secrets among all nodes of the network. Details about the used trapdoor functions are not detailed within this chapter but can be found in Reference 20.

Initiation of the route discovery: The route discovery is initiated by a RREQ packet which looks like as follows:

$$(\text{RREQ}, \text{seqnum}, \text{tr}_{\text{dest}}, \text{onion})$$

with seqnum being a globally unique sequence number, $$\text{tr}_{\text{dest}}$$ a cryptographic trapdoor as defined above and only to be opened by its destination, and onion, a cryptographic onion as defined in Equation (17.1). After reaching its destination the RREQ packet is being answered by a RREP packet. With the received onion, a locally unique route pseudonym $$N$$, the proof of the global trapdoor opening $$\text{pr}_{\text{dest}}$$, the RREP packet is assembled:

$$(\text{RREP}, N, \text{pr}_{\text{dest}}, \text{onion})$$

For best anonymity guarantee and performance, the onion is in ANODR a trapdoor boomerang onion$^3$ and looks like this:

$$\text{TBO}_X = K_X(N_X, K_{X-1}(N_{X-1}, K_{X-2}(\ldots)))$$

In this route discovery scheme each forwarding node $$X$$ adds a random nonce $$N_X$$ to the boomerang onion. The onion is then encrypted using a random symmetric key $$K_X$$. The route request packet RREQ is broadcasted locally to the next hop form, which the RREP packet will come back after the destinated bounced the onion. Only $$X$$ will then be able to decrypt its formerly encrypted onion layer and broadcast it back.

Data transfer: The actual data transfer operates on the precomputed route pseudonyms. A source wraps its data with the according route pseudonym. Each receiving node looks up the pseudonym of the packet in its forwarding table and either discards the packet (no match) or replaces the route pseudonym by its pseudonym found in the table (match). Again, the packet is broadcasted locally and the procedures is repeated until the packet reaches its destination.

Route maintenance: Table entries of the route pseudonyms are affected by both a timeout $$T_{\text{win}}$$ and nodes being defunct. For the defunct nodes, table entries are being recycled. An error packet $$\langle \text{RERR}, N' \rangle$$ where $$N'$$ is the route pseudonym associated with $$N$$ of the not responding node is locally broadcasted.

$^3$Kong and Hong examined other schemes as well, but the trapdoor boomerang onion showed the best results in terms of network overhead and data packet latency.

$^4$Might that be a possibility to de-anonymize by selectively jamming nodes and analyzing the answers of the surrounding nodes?
17.4.8 MIXes in Mobile Communication Systems

It is easy for cellular networks like GSM to track their mobile subscribers. Location information is required in order to route calls appropriately. Avoiding this by simply broadcasting is not an option because of the limited bandwidth in current cellular networks.

In Reference 13 this issue has been investigated and a two-part solution is proposed. One part handles the storage and processing of the location information of the mobile subscriber within the central databases of the mobile services provider. The other takes into account routing issues and proposes solutions to prevent observers from doing traffic analysis.

How current cellular networks work: Networks for mobile telephones are organized as cells. There is a Base Transceiver Station for each cell broadcasting the calls into the cell. The network centrally stores the mapping of a mobile subscriber number (MSISDN) to the cell in which the mobile station (MS)\(^5\) is situated. An explicit handover of two base transceiver stations (when the MS moves from one cell to another) updates the location information in the central database of the network.

Protection of location data: Federrath et al. changed the routing scheme in a way that the network does not know anymore the location information of device corresponding to a certain mobile subscriber number. This implies that the routing information must be created by the device itself. The home location register (HLR),\(^6\) still has a database with mappings of MSISDNs and the location information of the mobile device. But now the location information is stored in a covered form. In addition to this the network assigns a temporary mobile subscriber identity (TMSI)\(^7\) to the mobile device.

The requirements on the mobile device are:

- Capabilities to compute several cryptographic primitives
- Storage of cryptographic keys
- Storage of the TMSI

In order to receive phone calls the mobile device must first register its location within the network. The network is usually the infrastructure of one (or more) telephone services provider(s). All nodes within this network can act as MIX nodes. To reach its destination a data packet or a phone call is being routed through a certain subset of these nodes.

Here is a short summary of the procedure necessary to register with the HLR:

Encrypt the TMSI for the first MIX,

\[ c_{M_1}(k_{M_1}, \text{TMSI}) \]

where \( c_{M_1} \) is the public key of the first MIX, \( k_{M_1} \) a symmetric key, which has been generated by the MS and will be used by \( M_1 \) in a later step to encrypt data for the MS.

As mentioned in the introduction on MIX networks earlier, the route through MIX networks must be predetermined. So this step needs to be recursively repeated for all intermediary MIXes. The nodes within the network of the mobile services provider\(^8\) realize these MIXes. Routing information is included, too.

Then — out of the location information (LAI) — the untraceable return address \([\text{LAI}]\)\(^9\) is calculated.

\[ [\text{LAI}] := A_{M_n} \cdot c_{M_n}(k_{M_n}, A_{M_{n-1}}, c_{M_{n-1}}(. . .))) \]

where \( A_{M_x} \) denotes the address of a MIX \( x \).

---

\(^5\)This is in most cases simply the cell phone.
\(^6\)The database where the information about location of a certain cell phone is stored. Each phone is represented by a telephone number. Thus the HLR contains the mapping of the number and the location.
\(^7\)The GSM networks use International Mobile Subscriber Identities to identify mobile device. Note, that this is independent of the — with the SIM card assigned — telephone number.
\(^8\)Or at least a subset of the nodes.
\(^9\)The curly brackets denote encrypted data.
**Figure 17.5** The location registration.

The creation of a [LAI] requires a number of cryptographic computations and consumes bandwidth. Especially the transmission and computation of LAI is an issue to be considered since the underlying cryptographic scheme requires continuous change of LAI. In order to reduce the load caused by this scheme Federrath et al. introduce improvements in terms of efficiency.

We just computed the covered form of the LAI. Now the location record (LR) for the central database needs to be created:

\[
\text{LR} := \text{MSISDN, [LAI], location\_registration\_msg}
\]

This LR, again, is protected\(^{10}\) by encryption in the same way as the LAI.

\[
\text{LR} := A_{M_n}, c_{M_n}(A_{M_{n-1}}, c_{M_{n-1}}(\cdots (A_{M_1}, c_{M_1}(A_{HLR}, LR))))
\]

It should be noted that an indeterministic cryptosystem\(^{11}\) is required in the approach.

Figure 17.5 shows the location registration process.

*The call setup:* Figure 17.6 visualizes the call setup. In this case the caller submits the number (MSISDN) of the party to be called as usual. The incoming call is routed to the central database (HLR) containing the necessary routing information. This database contains the mapping of MSISDN and LAI. But now the HLR only has the covered form of the LAI (denoted by LAI) as defined earlier. It only sees encrypted data and the address of the first MIX \(M_n\) (or \(M_3\) in the example of the Figure 17.6). There is no further

\(^{10}\)To prevent attacks such as traffic analysis by observers.

\(^{11}\)An indeterministic cryptosystem encrypts equal plaintexts to different cryptotexts.
The encrypted LAI is now being sent to the first MIX together with the call setup message with information of the incoming call.

The first MIX decrypts the received part of the LAI. After decryption this MIX knows the next MIX to which the data needs to be forwarded. In addition to this it has the symmetric key previously sent within the LAI from the MS to the HLR. This key is now used to encrypt the call setup message (\texttt{call\_setup\_msg}). The remaining part of the LAI is encrypted with the public key of the next MIX and thus unreadable for this MIX. This procedure is repeated until finally the last MIX broadcasts the encrypted call setup messages within the cell in which the MS is.

After reception of the encrypted message the cell phone can easily decrypt it using the symmetric keys \( k_{Mi}, i \in \{1, \ldots, n\} \). These are derived directly from the TMSI.

### 17.4.9 Mix Zones

The concept of mixes has been used by Beresford and Stajano to develop \textit{mix zones} (see Reference 7 for a description of the approach, threat model, practical experiments, and evaluation). A mix zone is the geographical equivalent of a mix node in traditional mix networks. A proxy is introduced to pseudonimize users within the mix zones and handle application requests for location data. While the applications, which process the location data are seen as attackers, the infrastructure, that is, the middleware containing the proxy and the sensors collecting location information of users, is a trusted entity. In order to evaluate their solution they also defined two metrics to measure location privacy.

\begin{itemize}
  \item \textit{The mixing process:} Entities within the system are:
    \begin{itemize}
      \item Users, who — from time to time — use location-based services
      \item A sensing infrastructure usually knowing about the current position of the users
    \end{itemize}
\end{itemize}
A pseudonymizing proxy whose role is to do the mixing process

Several applications to which the spatiotemporal information about a user might be unrevealed

A mix zone is defined “for a group of users as a connected spatial region of maximum size in which none of these users has registered any application callback.” By registering such an application callback a user leaves the mix zone and enters an application zone.

A first step for the protection of location privacy is to replace real names by pseudonyms. This prevents simple user profiling by the accessed services. Since it is possible to uncover pseudonyms and get real names by simply following them and identifying offices or homes, short term pseudonyms have been implemented. This addresses the problem of observation. In addition to these measures it will be much harder for services to collude against user by combining their databases (second-hand communication).

**Anonymity measure:** Location privacy is measured based on anonymity sets and entropy. The anonymity set is defined as “the group of people visiting the mix zone during the same time period.” Parameters influencing the anonymity level are multifarious. The relation of the spatial size of the mix zone to the average movement speed of users within matters. A strong correlation is true for ingress position and egress position of the mix zone varying with the zone’s geography. This issue is covered by the entropy, a concept originally developed by Shannon [29] and adopted to mixes by Serjantov and Danezis in Reference 28. If preceding and subsequent mix zones are known for users it is possible to calculate — out of all possible pairs of preceding and subsequent zones — probabilities. These conditional probabilities display the (un-)certainty with which an observer can make assumptions about users.

The anonymity level concerning entropy can be expressed by a number $h$, which Beresford and Stajano compute as follows:

$$h = - \sum_i P(m_i|M) \cdot \log P(m_i|M)$$

where,

$$P(m_i|M) := \frac{P(m_i \land M)}{P(M)} = \frac{P(m_i)}{\sum_i P(m_i)}$$

and $M$ is the set of possible mappings $m_i$ of ingress and egress events.

### 17.4.10 The Cricket Location-Support System

Cricket [24] provides a location support system. The authors distinguish their solution from location tracking systems such as the BAT [33] and Active Badge [32]. The primary difference is that the environment provides the necessary equipment for devices to determine their own location. The environment does not determine the location of mobile devices themselves.

Cricket is primarily designed to operate indoors. The GPS infrastructure already provides a location support system for outdoor situations. The indoor scenario is considerably more difficult. Walls and ceilings prevent long-range signals from penetrating, requiring that infrastructure be scattered throughout the building. This in turn leads to administration and management problems for the system. Maintaining privacy must contend with the infrastructural costs.

For this chapter, the most interesting property about Cricket is that the mobile devices determine their own position. Even more interestingly, the *listeners*, which are attached to mobile devices are reported to cost only US$10. The cost-effective nature of cricket's privacy makes it a very appealing solution.

Cricket *listeners* listen to *beacons*, which are placed throughout the building. These beacons do not track the listeners, rather they broadcast location information periodically, which the listeners receive. This places the burden of computation on the listeners, which must calculate their location inspite of the difficulties involved with indoor transmission.
Cricket uses a hybrid approach to keep the location finding problem simple. Beacons transmit both a RF signal (containing data) and an ultrasonic pulse. Since RF signal travels at the speed of light, it reaches the mobile device after an effectively fixed delay depending on the hardware and not the distance. The ultrasonic pulse, however, travels more slowly through the air. By measuring the delay of the pulse, the listener can determine its distance from the beacon.

Combining the distance information from several beacons allows listeners to determine their location. The distance calculation is performed by an inexpensive 10 MHz PIC micro-controller contained in the listener. This micro-controller has only 68 bytes of RAM and 1024 words of ROM. The string contained in the RF signal and the calculated distance is passed from the listener on to the mobile device via a serial port. The mobile device then combines information from multiple beacons to determine its location.

To prevent confusion from multiple beacons, the Cricket system continues the RF transmission for long enough that the ultrasonic pulse occurs simultaneously with the RF signal. This allows the weak listener processor to correlate the two and identify collisions. The authors assume that the penetration of RF is better than ultrasonic; therefore, the RF signal will always be present whenever the ultrasonic pulse is, guaranteeing correctness. These measures allow Cricket to be deployed with such low-grade hardware.

In all, Cricket provides a very convincing and elegant solution. It allows mobile devices to obtain their location without the supporting infrastructure performing tracking. It is cost effective. Finally, deployment of Cricket appears to be flexible and require little maintenance.

### 17.4.11 PlaceLab

Similar to Cricket, PlaceLab [27] discovers location information on the mobile device itself. Unlike Cricket, PlaceLab aims to provide an extremely low-cost solution by reusing existing hardware and infrastructure. The general idea of PlaceLab is to observe wireless access points and use this information to determine the mobile device’s location.

The Cricket system requires special beacons deployed within the environment and a special listener device on the mobile devices. Each of these components costs US$10, but another problem is that these devices are not available and not widely deployed. The GPS is quite well deployed, however, the cost of GPS devices is quite high. PlaceLab, like many other systems [5,10,17], uses standard wireless LAN hardware in mobile devices to recognize wireless access points; thus, it is effectively zero-cost to add to mobile clients and to deploy. Unfortunately, the resolution of PlaceLab is on the order of city blocks.

In a paper devoted to privacy issues [18], PlaceLab presents the Place Bar. This bar shows the current location of the user in the web browser’s menu bar. Different granularity can be selected to enable different services. The intention is to make the trade-off of privacy versus utility visible to the user and also simple.

One of the interesting aspects addressed is that of wireless access point (WAP) privacy. Access points broadcast periodically a basic service set identifier (BSSID), which is in the format of a MAC address. To map MAC addresses to locations, PlaceLab requires a database of WAPs. This presents a potential privacy concern for the WAP operators.

As a step toward solving this problem, the authors suggest to store data in a special way:

\[
\text{Database}(F(P)) = E_P(\text{Position})
\]

Here \( P \) is the access point’s MAC address, \( F \) is a one-way hash function that cannot be inverted, and \( E_P \) a symmetric encryption function using \( P \) for the encryption key. When a mobile agent sees an access point it can hash the MAC to obtain a key into the database. If the key has associated data, the position can be decrypted using the MAC address. Without knowing the MAC address, the wireless agent learns nothing.

One of the problems with this proposal is that there are too few MAC addresses. Therefore, a brute force attack trying all possible MAC addresses is feasible. To solve this problem, the authors propose to concatenate two MAC addresses in order to increase the key length. The two MAC addresses would be obtained from adjacent WAPs.
17.4.12 Temporal and Spatial Cloaking

In Reference 16, Gruteser and Grunwald propose a mechanism called cloaking that conceals a user within a group of \( k \) people. This work is primarily concerned with telematic applications, where vehicles use location-based services. The main contribution is an algorithm for perturbing disclosed location information.

Only one problem is addressed in this work: how best to disclose location information. How to send messages anonymously is left open, relying upon mix networks as discussed in previous sections. Determination of location information is assumed to be local like Cricket. Information is only disclosed through the use of services. Attacks using triangulation of radio signals from the vehicles are left untreated. The authors consider such attacks to be infeasible since the E-911 service had difficulty attaining a 125 m resolution. Finally, the work assumes the existence of a trusted anonymizing service.

A user is defined to be \( k \)-anonymous if, and only if, they are indistinguishable from at least \( k - 1 \) other users. The owner of the vehicle presumably sets his privacy requirement. Gruteser and Grunwald assume that a reasonable value for \( k \) is between 5 and 10.

The perturbations allowed by the authors include spatial discretization, and delayed transmission. Rather than disclosing the \( x \) and \( y \) spatial coordinates at the exact time \( t \), intervals \( x \in (x_1, x_2) \), \( y \in (y_1, y_2) \), and \( t \in (t_1, t_2) \) are disclosed. By widening the intervals, more users could have been the source of the disclosed information.

The authors believe there are three primary axes for location disclosure. The frequency of disclosure, the accuracy of time information, and the accuracy of location information. Different location-based services will have different requirements for each of these axes.

Three scenarios are considered. Driving conditions (weather) are disclosed by vehicles to highway operators. Here, neither the location information nor the time need be very accurate; however, the highway operators require frequent updates. City officials may gather statistics about hazardous locations from vehicles. The location of the hazardous location must be very accurate, but since statistics are being calculated, the information is not time sensitive nor requiring frequent updates. A mapping service requires only a rough location and very infrequent requests; however, the information needs to be provided in a timely manner.

We now describe the quad-tree algorithms employed by Gruteser and Grunwald to perturb location information. The first algorithm provides anonymity by cloaking the physical location. The algorithm starts with the area (in space) covered by the anonymizing service. This area is repeatedly divided into four quadrants. As long as the quadrant containing the user has at least \( k \) other vehicles, recurse. Otherwise, return the remaining area and the exact time. The second algorithm provides anonymity by cloaking the time of disclosure. The algorithm recurses through physical quadrants until a discrete area meeting the required resolution is obtained. Then the algorithm delays until there have been \( k \) vehicles passing through the area. Finally, disclose the physical area and a time interval. The interval ends with the current time, and starts at the time of the request minus a random cloaking factor.

17.4.13 The Blocker Tag

Introduction: A special case among pervasive devices are RFIDs. People carrying objects that contain RFIDs might not even be aware of the existence of these devices because of their size\(^{12}\) and passive nature. A second property of RFIDs is their inability to do any intensive computation like encryption.

Juels, Rivest, and Szydlo examined several possible solutions in Reference 19 ranging from destruction of tags to regulation (i.e., policies). Since the authors find disadvantages in all of the examined solutions, they present their own approach, which is the development of a special tag: the blocker tag. This tag blocks attempts of readers to identify RFIDs. In order to not block desired RFIDs and to temporarily enable reading of RFIDs, the blocking process can be done selectively.

\(^{12}\) The smallest RFIDs are currently only of 0.4 mm \( \times \) 0.4 mm size.
The **tree-walking singulation protocol**: RFID reader devices depend on a special procedure to handle multiple tags. As it is difficult to read many RFID tags in parallel, the readers read the tags sequentially. Aside from space division, frequency division, and code division multiple access techniques there are time division multiple access procedures to which the tree-walking singulation protocol belongs.

For the tree-walking singulation protocol the reader executes a recursive search. It repeatedly queries sub-trees; only the contained tags respond. The reader device can easily determine if some tags answered or none. By repeatedly dividing tree, the device can eliminate sub-trees where there are no tags. When there is only one tag left within a sub-tree the reader can request the whole ID of this tag.

**Operation**: The blocker tag only works with the tree-walking singulation protocol. Reader-tag combinations based on other protocols such as space division multiple access (SDMA) are not affected. Physical properties of the tag response are also not affected; specially designed readers could distinguish the different answers from a tag and the blocker.

The concept of the blocker tag is easy: it simply simulates all possible $2^k$ serial numbers of RFIDs. By applying this trick the singulation process necessarily fails.

### 17.5 Summary

The solutions we have seen can be categorized into policies and minimizing information disclosure. These approaches aim to address threats in the areas of first- and second-hand communication, observation, and inference.

Policies seem to work well wherever consent underlies the transaction. For example, when information is to be provided to a service, an agreement can be reached regarding the further distribution of the information. If no agreement can be reached, then the individual will be unwilling to use the service, but the service will likewise not obtain the information or any associated remuneration. Similarly, the individual can negotiate terms about how his information may be used; this can mitigate attacks based on inference, though not prevent them.

There is no consent in observation. This means that policies can not be applied to these attacks since the individual is in no position to negotiate. Here, legal safeguards and countermeasures are required. Unfortunately, there is currently insufficient discourse between technical and legal experts.

Accuracy reduction techniques and onion routing apply primarily to first-hand communication problems. These schemes aim at reducing the amount of confidential information disclosed first-hand. We discussed a variety of techniques, which obscure the location information, the timestamp of the transaction, and the identity of the individual.
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18.1 Introduction

The general goal of emerging mobile and personal communication services is to enable communication with a person, at any time, at any place, and in any form. Different techniques are employed in different systems to achieve this goal. A central technique, and thus of great practical importance, in providing mobile user access to the fixed communication networks is based on wireless cellular networks. A wireless cellular network (WCN) provides a radio access for users within a specific service area and allows the dynamic relocation of mobile terminals. As shown in Figure 18.1, the cellular architecture comprises two levels — a stationary level and a mobile level. The stationary level consists of fixed base stations (BSs) that are interconnected through a fixed network that is referred to as the backbone network. The mobile
level consists of mobile terminals (MTs) that communicate with the BSs via wireless links. They can both transmit and receive information. We will refer to a MT as a mobile (or user). The geographic area within which mobiles can communicate with a particular BS, and which also represents the BSs radio coverage, is referred to as a cell. Neighboring cells overlap with each other, thus ensuring continuity of communication. The BSs are connected through fixed links to a mobile switching center (MSC), which is a local switching exchange with additional features to handle mobility management requirements of a cellular system. Moreover, MSCs interconnect with the public switched telephone network (PSTN) and the Internet. Mobiles communicate among themselves, as well as with fixed networks, through the BSs and the backbone network. Transmission from the BS to the MT is called downlink (forward link) and the transmission from the MT to the BS is called uplink (reverse link). The network access points, that is, BSs, of the mobiles may change as the users travel from one location to another.

Radio resources in WCNs such as radio (frequency) spectrum, transmit powers and BSs are generally limited due to the physical and regulatory restrictions, as well as the interference-limited nature of WCNs. Thus, to provide communication services with high capacity and good quality of service (QoS) requires powerful methods for sharing the radio spectrum in the most efficient way. Spectrum sharing methods are called multiple access techniques. A multiple access technique is a definition of how the radio spectrum is divided into channels and how channels are allocated to users of the system. The objective of multiple access techniques is to provide communication services with sufficient bandwidth when the radio spectrum is shared with many simultaneous users. A channel can be thought of a portion of the radio spectrum that is temporarily allocated for a specific purpose, such as someone’s phone call. The most common multiple access techniques are frequency division multiple access (FDMA), time division multiple access (TDMA), and code division multiple access (CDMA). The division of FDMA, TDMA, and CDMA channels into time-frequency plane is illustrated in Figure 18.2.

Consider a bandwidth B from a radio spectrum that allocated to serve mobile users simultaneously. In FDMA, B is divided into narrowband channels by the frequency domain. Each mobile is allocated one channel for the entire duration of the call as shown in Figure 18.2. FDMA was used in the first generation (1G) of the cellular systems such as advanced mobile phone service (AMPS) systems. TDMA enhances
FIGURE 18.2 Multiple access techniques: (a) FDMA (b) TDMA (c) CDMA.

FDMA by further dividing the bandwidth into channels by the time domain as well. A channel in the frequency domain is divided among multiple users. Each user is allocated a slot in the channel for some time slots. In each slot only one user is allowed to either transmit or receive. TDMA is used as the access technology for global system for mobile communications (GSM), which is representative of the second generation (2G) of cellular systems. Unlike FDMA and TDMA, CDMA transmission does not work by allocating channels for each user. Instead, CDMA utilize the entire bandwidth (B) for transmission of each user. Multiple access is achieved by assigning each user a distinguished spreading code (chip code). This chip code is used to transform a user’s narrowband signal to a much wider spectrum prior to transmission in a manner known as a spread spectrum transmission. The receiver correlates the received composite signal with the same chip code to recover the original information-bearing signal. Commercial cellular systems utilizing CDMA technique are the narrowband IS-95 and the third generation (3G) UMTS/IMT-2000 wideband CDMA (WCDMA).

18.1.1 Limitations of Cellular Radio Systems

WCNs are relatively complex systems and many issues must be addressed in their design, regarding both the stationary level and the mobile level. Unlike wired networks, which assume low error rates and stationary users, there are several factors in WCNs, which make it very difficult to provide QoS guarantees:

- Resources in WCNs are scarcer than in wired networks. Wireless links, in general, provide much lower bandwidths than the wired counterpart. This disparity is expected to hold in future even though rapid progress is being made for high-speed wireless transmission, due mainly to the physical limitation of the wireless media.
- Wireless channels are inherently unreliable and prone to location-dependent, time-varying, and bursty errors due to noise, multipath fading, shadowing, and interferences. Even with channel coding, diversity-combining, and power control techniques, their unreliability is much higher than that of wired links.
- Users tend to move around during a communication session causing handoffs between adjacent cells. The current trend in cellular networks to reduce cell size (i.e., picocells or microcells [21]) in order to accommodate more mobile users in a given area will make it even more difficult to deal with the mobility-related problems.
- The MTs equipped with communications ability can reveal the location of their bears, which prohibits privacy. Location privacy is an important factor to support QoS such as security guarantees.

Due to these distinct characteristics of WCNs, it is necessary to develop mechanisms tailored to support QoS for mobile users that run wireless services. In this chapter, we are concerned with the first three factors to provide QoS guarantees for mobile users. Last factor is discussed in more details in the previous chapter.

To overcome the aforementioned limitations of wireless cellular systems and maintain service continuity with QoS guarantees to the wireless services users, it is important to utilize system resources efficiently...
Radio Resource Management (RRM) is a set of algorithms that control the usage of radio resources. It is located in the MT and the BS. RRM functionality is aimed to maximize the overall system capacity in the cellular network. A common definition for capacity is the maximum traffic load that the system can accommodate under some predefined service quality requirements. In order to study effective resource management algorithms, it is necessary to understand and define the conditions that limit the cellular capacity. These conditions are related to the services characteristics (voice, video, or data), the propagation channel variations, the power control operation, and the user mobility patterns. All factors affecting the system capacity are included in the system load functions, which are derived for both uplink and downlink.

The basic RRM algorithms can be classified as follows: Handoff and mobility management algorithms, call admission control (CAC) algorithms, and power control algorithms.

If a new call is admitted to access the network, then the CAC algorithm will make a decision to accept or reject it according to the amount of available resources versus users QoS requirements, and the effect on QoS of exiting calls that may occur as a result of the new call. If the call is accepted the following has to be decided: transmission (bit) rate, BS, and channel assignment and transmission power. Most of these resources have to be dynamically controlled during the transmission. For example, the BS assignment has to be changed as the MT moves further away from the BS. The handoff algorithm takes care of the re-assignment of BSs. When moving closer to the BS, the same received signal strength (RSS) can be upheld for a lower transmitted power. Thus, efficient power control algorithm is needed to reduce the transmission power and to keep the interference levels at a minimum in the system to provide the required QoS and to increase the system capacity. Since available bandwidth (radio resource spectrum) in cellular communication is limited, it is important to utilize it efficiently. For this reason, frequencies are reused in different cells in the system. This can be done as long as different users are sufficiently spaced apart, to ensure that interference caused by transmission by other users will be negligible.

Traditionally all these algorithms have been studied separately. Recently, however, there has been a move toward the investigation of combined radio resource algorithms [1–3,18]. In this chapter, we review some of these algorithms.

This chapter is organized as follows. Section 18.2 reviews different algorithms for handoff and mobility management in WCNs. Some of the existing call decision-based admission control algorithms are described and compared in Section 18.3. Management of power for WCNs are introduced, explained, and studied in Section 18.4. Finally, Section 18.5 presents the chapter conclusion and future work.

18.2 Handoff and Mobility Management

18.2.1 Overview

In wireless cellular systems users are allowed to move freely in the terrain while maintaining continuous contact with the system. When a mobile user travels from one cell to another during the call duration, the call should be transferred to the new cell’s BS. Otherwise, the call will be dropped because the link with the current BS becomes too weak as the mobile recedes. Indeed, this ability for transferring is a design issue in wireless cellular system and is called handoff. Before the introduction of this feature, a call was simply dropped when the distance between the mobile and the serving BS became too large. Efficient handoff algorithms enhance the capacity and guarantee QoS in cellular systems [4].

Figure 18.3 shows a simple handoff scenario in which an MT travels from cell A to cell B. Initially, the MT is connected to BS A (1). The overlap between the two cells is the handoff region in which the mobile may
be connected to either BS A or BS B (2). At a certain time while the MT is traversing the overlap region, the mobile is handed off from BS A to BS B. When the MT is close to BS B, it remains connected to BS B (3).

The overall handoff algorithm can be thought of as having two distinct phases [5]: the initiation phase (in which the decision about handoff is made) and the execution phase (in which either a new channel is assigned to the MT or the call is forced to terminate).

Handoff may be caused by factors related to radio link, network management, or service options [6,7]:

- **Radio Link Related Causes**: Radio link related causes reflect the quality perceived by users. Some of the major variables affecting the service quality are RSS, and signal to interference ratio (SIR). Insufficient RSS and low SIR reduce the service quality. A situation where handoff is requested due to insufficient RSS is when the MT approaches the cell boundary and, hence, the RSS drops below a predetermined threshold. Another situation is when the MT is inside a “signal strength hole” within a cell, that is, the signal is too weak to be detected. SIR results in handoffs when it drops a result of increasing CCI. Bit error rate (BER) can be used to estimate SIR.

- **Network Management Related Causes**: The network may handoff a call to avoid congestion in a cell.

- **Service Options Related Causes**: When an MT asks for a service that is not provided at the current BS, the network may initiate a handoff so that the desired service can be offered from the neighboring BSs [6].

Network management and service related handoffs are infrequent and easy to tackle. Radio link related handoffs are the ones that are most commonly encountered and most difficult to handle.

### 18.2.2 Handoff Types

A handoff made within the currently serving cell (e.g., by changing the frequency) is called an **intracell** handoff. A handoff made from one cell to another is referred to as an **intercell** handoff. Handoff may be hard or soft. **Hard handoff** (HHO) is “break before make” meaning that the connection to the old BS is broken before a connection to the candidate BS is made. HHO occurs when handoff is made between disjointed radio systems, different frequency assignments, or different air interface characteristics or technologies [8]. **Soft handoff** (SHO) is “make before break” meaning that the connection to the old BS is not broken until a connection to the new BS is made. That is, more than one BS would simultaneously connected to the MT. For example, in Figure 18.3, both the BSs will be connected to the MT in the handoff region.
18.2.3 Desirable Features of Handoff

An efficient handoff algorithm can achieve many desirable features by trading different operating characteristics. Some of the major desirable features of handoff algorithm [4,6,9–14] are described further (refer to Figure 18.4):

- A handoff algorithm should be reliable. This means that the call should have a good quality after handoff. SIR and RSS help determine the potential service quality of the neighbor BS.
- A handoff algorithm should be fast so that the user does not experience service degradation or interruption. Service degradation may be due to a continuous reduction in signal strength or an increase in CCI. Service interruption may be due to a "break before make" approach of HHO being exercised in the network. Note that the delay in the execution of a handoff algorithm adds to the network delay at the MSC. Fast handoff also reduces CCI since it prevents the MT from going too far into the new cell.
- A handoff algorithm should maintain the planned cellular borders to avoid congestion, high interference, and use of assigned channels inside the new cell. Each BS can carry only its planned traffic load. Moreover, there is a possibility of increased interference if the MT moves well into another cell site while still being connected to a distant BS. This is because the co-channel distance is reduced and the distant BS tends to use a high transmit power to serve the MT.
- A handoff algorithm should balance traffic in adjacent cells, eliminating the need for borrowing channels from neighboring cells that have free channels; simplifying cell planning and operation, and reducing the probability of new call blocking.
- The number of handoffs should be minimized. Excessive handoffs lead to heavy handoff processing loads and poor communication quality. This results from two elements. First, the more handoff attempts, the greater the chances that a call will be denied access to a channel, resulting in a higher handoff call dropping probability; Second, a high number of handoff attempts results in more delay in the MSC processing of handoff requests, which will cause signal strength to decrease over a longer time period to a level of unacceptable quality. In addition, the call may be dropped if sufficient SIR is not achieved. Handoff algorithm requires network resources to connect the call to a new BS. Thus, minimizing the number of handoffs reduces the switching load. Unnecessary handoffs should be prevented, especially when the current BS might be able to provide the desired service quality without interfering with other MTs and BSs.
- The global interference level should be minimized by the handoff algorithm. Transmission of minimum power and maintenance of planned cellular borders can help achieve this goal.

18.2.4 Handoff Algorithms

The rest of this section looks at handoff algorithms. These can be categorized as conventional handoff algorithms and handoff prioritization algorithms as shown in Figure 18.5.
18.2.4.1 Conventional Handoff Algorithms

Several variables have been proposed and used as handoff criteria in the design and implementation of handoff algorithms. The handoff criteria discussed here include RSS, SIR, distance, and transmit power.

**RSS-Based Algorithms:** The RSS criterion is simple, direct, and widely used. Many systems are interference limited, meaning that signal strength adequately indicates the signal quality, and this is the motivation behind having a signal strength-based decision scheme.

According to the RSS criterion in Reference 14, the handoff algorithm works as follows. The BS that receives the strongest signal from the MT is connected to the MT. The advantage of this algorithm is its ability to connect the MT with the strongest BS. However, the disadvantage is the excessive handoffs due to shadow fading variations associated with the signal strength. *Shadow fading* is a phenomenon that occurs when a mobile moves behind an obstruction and experiences a significant reduction in signal power. Another disadvantage is that the MTs connection is retained to the current BS even if it passes the planned cell boundary as long as the signal strength is above a predetermined threshold. A variation of this basic RSS algorithm incorporates delta, a minor increment. For such an algorithm, a handoff is made if the RSS from neighboring BS exceeds the RSS from the current BS by a predetermined delta. Thus, the number of unnecessary handoffs is reduced but dropouts can be increased since it can also prevent necessary handoffs by introducing a delay in handoff [13]. A necessary balance between the number of handoffs and delay in handoff needs to be achieved by appropriate delta and signal strength averaging. The averaging should consider the MT speed and shadow fading [5]. The shadow fading is characterized by a Gaussian distribution with zero mean and a certain standard deviation (which depends on the environment). A scheme for estimating the shadow fading standard deviation based on squared deviations of the RSS at the MT is proposed in References 26 and 27.

**SIR-Based Algorithms:** An advantage of using SIR as a criterion in the handoff algorithm is that SIR is a parameter common to voice quality, system capacity, and dropped call rate. BER is often used to estimate SIR. When the actual SIR is lower than the desired SIR, radio link becomes poor, and the rate of dropped calls increases. Unfortunately, SIR may oscillate due to propagation conditions and may cause a ping-pong effect (in which the MT repeatedly switches between the adjacent BSs). Another disadvantage is that even though BER is a good indicator of link quality, bad link quality may be experienced near the serving BS, and handoff may not be desirable in such situations [15]. In an interference-limited environment, deterioration in BER does not necessarily imply the need for an intercell handoff. In some cases, an intracell handoff may be sufficient [16].
The SIR is a measure of communication quality. The algorithm in Reference 7 makes a handoff when the current BSs SIR drops below a threshold and neighboring BS can provide sufficient SIR. The lower SIR may be due to high interference or low carrier power. In either case, handoff is desirable when SIR is low. Although, SIR-based handoff algorithms help to prevent handoffs near cell boundaries, they demand high transmit power [17].

**Distance-Based Algorithms:** Distance criterion can help preserve planned cell boundaries. The distance can be estimated based on signal strength measurements [19], delay between the signals received from different BSs [20], etc. Distance measurement was shown to improve the handoff performance [11].

Based on this criterion the algorithm in Reference 20 connects the MT to the nearest BS. The relative distance measurement is obtained by comparing propagation delay times. This criterion allows handoff at the planned cell boundaries, giving better spectrum efficiency compared to the signal strength criterion [14]. However, it is difficult to plan cell boundaries in a microcellular (with a cell radius is <1 km) system due to complex propagation characteristics. Thus, the advantage of distance criterion over signal strength criterion begins to disappear for smaller cells due to inaccuracies in distance measurements. A RSS-based algorithm gives less interference probability compared to a relative distance-based algorithm. In particular, when a line of sight (LOS) path exists between the current and distant BS and the MT, the current BS gives stronger signal strength compared to the nearer non-line of sight (NLOS) BS. In such cases, the RSS criterion can avoid interference; relative distance criterion experiences more interference.

**Minimum Power Algorithms:** Transmit power can be used as a handoff criterion to reduce the power requirement, reduce interference, and increase battery life.

A minimum power handoff algorithm that minimizes the uplink transmit power by searching for a suitable combination of a BS and a channel is suggested in Reference 17. First, the channel that gives minimum interference at each BS is found. Then, the BS that has a minimum power channel is determined. This algorithm was shown to reduce call dropping and to minimize the uplink transmit power.

Reference 11 uses a power budget criterion to ensure that the MT is always assigned to the cell with the lowest path loss, even if the thresholds for signal strength or signal quality have not been reached. This criterion results in the lowest transmit power and a reduced probability of CCI.

### 18.2.4.2 Handoff Prioritization Algorithms

In cellular systems, calls may be classified as new calls and handoff calls. A new call occurs when a user requests a new connection, while a handoff call occurs when an active user moves from one cell to another. An example of new and handoff calls is illustrated in Figure 18.6. Call dropping occurs when a call in progress is forcefully terminated due to lack of available resources in the new cell. On the other hand, call blocking takes place when a new call may not be served. Call dropping is less desirable than call blocking. Hence, handoff calls are given higher priority over new calls.

One of the ways to reduce the handoff dropping rate is to prioritize handoff. Handoff algorithms that try to minimize the number of handoffs give poor performance in heavy traffic situations [22]. In such situations, a significant handoff performance improvement can be obtained by prioritizing handoff. Two basic algorithms of handoff prioritization, guard channels, and queuing, are explained next.

**Guard Channels Algorithms:** A Guard Channels (GC) algorithm improves the probability of successful handoffs by reserving a fixed or dynamically adjustable number of channels exclusively for handoffs. For example, priority can be given to handoffs by reserving N channels for handoffs among C (N < C) channels in the cell [23]. The remaining (C − N) channels are shared by both new calls and handoff calls. A new call is blocked if the number of channels available is greater than (C − N). Handoff fails if no channel is available in the candidate cell. However, this algorithm has the risk of underutilization of spectrum. Variations of the GC algorithm such as fractional guard channel (FGC) algorithm can help reduce this problem. The FGC is based on probabilistic analysis. The reader can refer to the next chapter for the detailed mathematical analysis for both the GC and the FGC.

**Queuing of Handoff Algorithms:** Queuing is a way of delaying handoff [7]. The principle idea of the queuing of handoff algorithm is that the MSC queues the handoff requests instead of denying access if
the candidate BS is busy. The probability of a successful handoff can be improved by queuing handoff requests at the cost of increased call blocking probability since new calls are not assigned a channel until all the handoff requests in the queue are served. Detailed studies for queuing both new and handoff calls are discussed in Chapter 19, which show better performance results in terms of new call blocking probability and handoff call dropping probability. Queuing is possible due to the overlap region between the adjacent cells in which an MT can communicate with more than one BS.

If handoff requests occur uniformly, queuing is not needed; queuing is effective only when handoff requests arrive in groups and when traffic is high. Queuing is very beneficial in macrocells (with cell radius exceeding 35 km in rural areas) since the MT can wait for handoff before signal quality drops to an unacceptable level. However, the effectiveness of queuing decreases for microcells due to stricter time requirements. The combination of queuing and channel reservation can be employed to obtain better performance [24].

**Handoff Priority Algorithms:** Reference 22 investigates the performance of different handoff priority algorithms using a simulation model that incorporates transmission and traffic characteristics. The priority scheme of GSM has been evaluated. Simulation results show that the queuing and channel reservation schemes improve the dropout performance significantly, and that the priority algorithms provide up to 16% further improvement.

Reference 25 presents a handoff prioritization algorithm to improve the service quality by minimizing handoff failures and spectrum utilization degradation. The algorithm operates as follows. If all the channels are occupied, new calls are blocked while handoff requests are queued. The handoff queue is dynamically reordered based on the measurements. The performance of the proposed handoff priority algorithm has been evaluated through simulations and compared with nonprioritized call handling algorithm and the first in first out (FIFO) queuing algorithm. The algorithm was shown to provide a lower probability of dropped handoff calls and a small reduction in delay compared to the FIFO algorithm under all traffic conditions [25]. However, the algorithm improves the handoff dropping probability at the cost of an increase in new call blocking probability. The priorities are defined by the RSS at the MT from the current BS. The degradation rate in service due to queuing depends on the velocity of the MT, and the proposed algorithm considers this degradation rate.

### 18.3 Effective Call Admission Control Algorithms for Resource Management

#### 18.3.1 Overview

The CAC is an algorithm that manages radio resources in order to adapt to traffic variations. CAC is always performed when a mobile initiates communication in a new cell either through a new call or handoff. Furthermore, admission control is performed when a new service is added during an active call. CAC makes a decision to accept or reject a new call according to the amount of available resources versus user QoS requirements, and the effect on the QoS of existing calls that may occur as a result of the new call.
A connection is accepted if resources are available and the requested QoS can be met, and if other existing connections and their agreed upon QoS will not be adversely affected. Moreover, the admission control algorithm ensures that the interference created after adding a new call does not exceed a pre-specified threshold.

The purpose of an admission control algorithm, as also mentioned in Chapter 19, is to regulate admission of new users into the system, while controlling the signal quality of the already serviced users without leading to call dropping. The admission control algorithm will then balance between high capacity and interference. Another goal of admission control is to optimize the network revenue. This can, for example, be done by maximizing the instantaneous reward achievable when a new service request arrives. The reward associated with each QoS level is assumed to increase with the amount of resources required for the service. A few simple models for setting rewards based on the number of required channels are discussed in the literature [28–32,37,38]:

- **Threshold Policy**: The threshold policy attempts to improve throughput by rejecting some of the arriving service requests from one class (even though there are free resources), in order to improve the chances for a request from a preferred or disadvantaged class.
- **Multi-level Policy**: The multi-level policy is based on the assumption that if users cannot acquire the necessary resources in order to obtain their highest QoS level, they are willing to accept an admission at a lower level (requiring less resources), rather than totally being denied service.
- **Redistribution Policy**: The redistribution policy is an extension of the multi-level policy. Instead of just trying to lower the QoS level of the arriving user, it also considers lowering the service of some of the already admitted users. An optimization that maximizes the future reward would be best, but in practice such policy is difficult to implement due to the uncertainty in determining the remaining session length of users.

The CAC needs to be performed separately for the uplink and downlink. This is especially important if the traffic is highly asymmetric. Typical criteria for admission control are call blocking (system capacity measurement) and call dropping (system quality measurement). Blocking occurs when a new user is denied access to the system. Call dropping means that a call of an existing user is terminated. Call dropping is considered to be more costly than blocking.

### 18.3.2 Classification of Call Admission Control

To describe admission control algorithms it is common to characterize them by means of being either:

- Measurement-based
- Interactive or noninteractive
- Distributed or nondistributed
- Predictive or nonpredictive

Measurement-based CAC algorithms use measurement mechanisms to determine the actual current traffic load to make the admission decision. In cellular networks the most common measurements are the SIR, cell traffic load and BS power. Noninteractive algorithms make an instantaneous decision on whether or not to accept a request to the system based on previously measured interference values or received power values; that is, when the measured interference (or currently received power) on some channel (cell) is too high, admission is denied. Interactive algorithms let the new user interact with the system and monitor/predict how the system will be affected if the user is accepted. These involve gradually increasing the power of a new user until they are admitted. A distributed algorithm takes into consideration status information for other BSs than the one that the request is made to. The nonpredictive feature means that no predictions are made on future traffic conditions. The predictive feature tries to make a prediction on future traffic conditions.
### TABLE 18.1 CAC Algorithms with Different Characteristics

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Reference</th>
<th>Measurement-based</th>
<th>Interactive</th>
<th>Distributed</th>
<th>Predictive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute guarantee</td>
<td>[33]</td>
<td>✓✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Looking around</td>
<td>[35]</td>
<td>✓✓ ✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Admission control for downlink packet</td>
<td>[37]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>admission in WCDMA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Efficient interactive call admission control</td>
<td>[38]</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>The received power call admission control</td>
<td>[39]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The predictive call admission control</td>
<td>[40]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>The modified predictive call admission control</td>
<td>[41]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

#### 18.3.3 Call Admission Control Algorithms

Usually CAC algorithm is defined as a combination of the above characteristics. In this section, a number of CAC algorithms are described. A classification of the algorithms is shown in Table 18.1.

In addition to the above classification, authors in the next chapter classify the CAC schemes into two major categories, static approaches and dynamic approaches. In this chapter, however, we will discuss only the schemes that are listed in Table 18.1.

*The Absolute Guarantee (AG) Algorithm:* The AG algorithm [33] is based on per-connection reservation that guarantees no handoff drop for any existing connection. This is possible by checking the bandwidth in all cells, which the mobile requesting a new connection will traverse, then reserving the required bandwidth in each of those cells. Therefore, this admission algorithm involves per-connection bandwidth reservation in each cell. In this scheme each mobile should inform the wired network (MSC) or the corresponding BS of the mobility specification that is composed of the cells the mobile will traverse during the lifetime of the requested connection. It is assumed the availability of the mobility specification as in Reference 34.

For the mobility specification, $M_{sp}$, of a newly-requested connection, which consists of a set of cells, and its required bandwidth, $b_{new}$, admission control and per-connection bandwidth reservation are carried out as follows [33]:

1. For each cell $i$ in the mobility specification, $M_{sp}$, by adding $b_{new}$ to the existing used bandwidth by other users, check that the total used bandwidth remains below a designed threshold value.
2. If the above test is positive, for each cell $i$ in the mobility specification, $M_{sp}$, the connection is admitted.

It has been shown using simulation that there are no handoff drops. As a conclusion, even though this algorithm shows perfect results, it is unfeasible to implement since it is impossible to know exactly a certain user’s destination in advance.

*The Looking Around Algorithm:* The call admission decision in Reference 35 is based on the effective traffic loads, which are calculated for both the target cell and the neighboring cells. Its goal to reduce dropped handoff calls in CDMA cellular systems.

It is assumed that a target cell in a WCN can be partitioned into two zones [36]: the core zone (CZ) and the soft handoff zone (SHZ). With respect to the BS in the target cell, the area immediately adjacent to the SHZ is called the neighborhood zone (NZ), see Figure 18.7.
FIGURE 18.7 A concentric geometry for a target cell and its neighborhood area.

FIGURE 18.8 The CAC algorithm for the new call arrivals in the target cell.

Figure 18.8 shows the CAC algorithm for new calls. When a new call (NC) arrives, the BS at the target cell first checks whether the NC is in the CZ or the SHZ. One way to obtain this is by measuring the signal strength. The effective load for the target cell (ELT) is then calculated through the following equation:

\[
ELT = k_c + w_s \cdot k_s + w_n \cdot k_n
\]  

(18.1)

where \( k_c \) (\( k_s \)) is the number of calls in CZ (SHZ) before a possible admission of a new call; \( k_n \) is the number of calls in the NZ; \( w_s \) and \( w_n \) are weights. If the target cell is already saturated, the NC is blocked.
Otherwise, if the NC is in the SHZ, the effective load for the other cell (ELT2) that covers the SHZ is also calculated. Again, the threshold is compared with ELT2, if no saturation point is reached for the other cell, the algorithm continues with the final check for the neighborhood cells. The call is accepted if the maximum effective load for the adjacent cells (MELA) is below the threshold.

It has been shown in Reference 35 that the Looking Around algorithm can significantly reduce the probability for dropped calls. However, this comes with the drawback of increasing the blocking probability.

The Admission Control Algorithm for Downlink Packet Transmission in WCDMA: Reference 37 suggests an admission control algorithm for downlink packet transmission in WCDMA. The transmitted packets are classified into different types of services. It assumes two types of traffic classes: real-time, requiring guaranteed QoS, and nonreal-time, where best-effort packet delivery is sufficient. Both new and handoff calls are handled by this algorithm with higher priority to handoff requests. The admission decision is based on mean power and mean traffic load in the target BS.

Upon arrival, calls are put in their respective queues according to the type of service required. Calls in the same queue are processed in a FIFO mechanism. Among new arrivals as well as handoffs, a higher class user has higher priority. The admission algorithm is also nonpreemptive which implies that a higher class user awaiting admission cannot preempt a lower priority user already admitted in the system. A user of traffic class \( k \) \((k = 1, 2)\) is admitted to cell \( j \) \((j = 0, 1, \ldots, 6)\) provided the following criteria are met:

\[
\text{Power} \quad P_j(t) < P_T \tag{18.2}
\]

\[
\text{Traffic} \quad \sum_{i=1}^{k} \frac{N_{ij}}{\mu_j} < D_k \tag{18.3}
\]

where \( P_j(t) \) is the mean output power from BS \( j \) averaged over a certain time interval \((W)\) and \( P_T \) is a predefined power level or maximum power budget; similarly, \( N_{ij} \) is the mean number of transport blocks of traffic class \( i \) in BS \( j \) averaged over \( W \), \( \mu_j \) is the service rate of BS \( j \) in terms of transport blocks that can be transmitted per time frame; \( D_k \) is the maximum tolerable delay of traffic class \( k \), \( k = 1 \) or 2. This scheme improves the system performance at the expense of a slight increase in NC blocking.

The Efficient Interactive Call Admission Control Algorithm in Power-Controlled Mobile Systems: The admission control algorithm proposed in Reference 38 lets new mobiles interact with the system. It admits a new mobile at the moment it arrives in a controlled manner where the SIR of existing calls are adequately protected and make the final accept/reject after a number of power-updating iterations. When a mobile seeks admission in power-controlled cellular systems, interactive CAC guides the evolution of the power transmitted by the new mobile in order to protect the transmission quality of ongoing calls from dropping below a desired level. In addition, it eventually decides whether the new mobile should be accepted or rejected without errors. However, existing interactive call admission algorithms incur high network signaling costs and suffer from slow speed in the accept/reject decision, which often renders the implementation of these algorithms impractical.

The Received Power Call Admission Control (RPCAC) Algorithm: When employing the RPCAC algorithm in Reference 39 NC at a BS are blocked if the total amount of received power for that BS exceeds a certain threshold-value, \( Z_k^t \). It is a noninteractive, nondistributed uplink scheme, which is designed for CDMA system, and when used in such a system the performance is very good. The algorithm can be simply stated as:

Admit at base station \( k \) if and only if \( Z_k(P) \leq Z_k^t \)

where \( Z_k(P) \) is the total amount of received power at BS \( k \). The scheme is based on the fact that the total amount of received power can be expressed in terms of cell load. Cell load is defined as the ratio between the number of users assigned to a cell and the maximum capacity of the cell. As
the number of users requesting a radio link from a BS increases, the received power by the BS will also increase.

Assuming that each user \( i \) has an identical SIR requirement, \( \gamma = \gamma_i \), and perfect uplink PC (Perfect uplink PC implies that the received power at the BS is the same for all users). The SIR, \( \gamma \), of a user assigned to BS \( k \) with received power \( P_k \) is

\[
\gamma = P_k/((N_k - 1)P_k + I_k + n_k)
\]  

(18.4)

where \( N_k \) is the number of users assigned, \( I_k \) is the outer-cell interference (i.e., the interference from adjacent cells), and \( n_k \) is the receiver noise. Since CDMA systems are only interference limited, maximum capacity of a cell is achieved when there is no outer-cell interference and no receiver noise.

Therefore, with \( I_k = n_k = 0 \), the maximum capacity for BS \( k \) is

\[
N_{\text{max}} = 1 + (1/\gamma)
\]  

(18.5)

Let \( L_k \) denote the efficient number of users caused by outer-cell interference, such as

\[
L_k = I_k/P_k
\]  

(18.6)

From Equations (18.4) and (18.6) the received power \( P_k \) can then be written as

\[
P_k = n_k/((1/\gamma) + 1 - N_k - L_k)
\]  

(18.7)

In CDMA systems, the number of users that each BS can support depends on the load of the adjacent cells. Therefore, the cell load, \( X_k \), of BS \( k \) is

\[
X_k = (N_k + L_k)/N_{\text{max}} = (N_k + L_k)/(1/\gamma) + 1
\]  

(18.8)

Then, \( X_k \) can be written as the ratio of the sum of all active user’s received powers to the total received power,

\[
X_k = (N_k P_k + I_k)/(N_k P_k + I_k + n_k) = (Z_k - n_k)/Z_k
\]  

(18.9)

where

\[
Z_k = N_k P_k + I_k + n_k
\]  

(18.10)

denotes the total received power at the BS \( k \). By using Equation (18.5) one can determine how loaded the cell should be allowed to be before blocking NCs. If the total amount of received power is fairly stable, this algorithm will not admit users that will degrade system performance, but if the received power is severely fluctuating, we can suspect that this algorithm will not perform very well.

**The Predictive Call Admission Control (PCAC) Algorithm:** The PCAC algorithm [40] is an uplink control algorithm designed for multi-service CDMA systems.

The basic idea behind PCAC algorithm is to predict future traffic conditions when the admission for an NC is considered. The resource criterion is defined by what is known as the equivalent bandwidth. The algorithm was initially designed to take into account post admission traffic variations due to handoff and call departures during the call set up time \( T \). Here, traffic variations due to the characteristics of the different services as well as the handoff and departure are taken into account. A user’s equivalent bandwidth, \( W \), is defined as its SIR, \( \gamma \), times its relative bit rate, \( R \), [40] to be

\[
W = \gamma R
\]  

(18.11)

The algorithm operates as follows:
1. A request is made at a certain cell, for a certain bit rate, that is, equivalent bandwidth.
2. The BS has an estimate of used equivalent bandwidth and tries to compute how this value will change when admitting a new user. In this calculation the algorithm tries to predict future values of the equivalent bandwidth, and takes this into account when making a decision.
3. If this newly predicted value is less than a certain threshold, the user is admitted. Otherwise the user will be blocked.

The request to enter cell \( C_0 \) of a new call requiring bandwidth \( W_d \) can be accepted if the following conditions are satisfied for the uplink:

First condition

\[
W_d + \sum_{j=1}^{\lambda_h T} W_{ij}^0 + \sum_{j=1}^{k_0} \tilde{W}_{aj}^0 p_{aj}^0 \leq \rho W_T
\]

(18.12)

where \( \lambda_h \) represents the average call handoff rate, \( W_{ij}^0 \) is the equivalent bandwidth of user \( j \) handed off to cell \( C_i \), \( \tilde{W}_{aj}^0 \) is the predicted value of the \( j \)th active user’s equivalent bandwidth, \( p_{aj}^0 \) is the probability of user \( j \) remaining in the cell \( C_i \) during time \( T \) and \( K_{C0} \) is the number of active users in cell \( C_i \) at the time of call admission. The second term represents the equivalent bandwidth consumed by users arriving in the home cell due to handoff during the interval \( T \). The third term is the equivalent bandwidth taken by users already present in the home cell. The variable \( \rho \) is the CDMA system frequency reuse efficiency, which is defined as the ratio of interference from mobiles within a given cell to the total interference from all cells, \( \rho = 1/(1 + f) \). Thus, \( \rho W_T \) denotes users in the home cell. Call duration is exponentially distributed with mean holding time \( 1/\mu_j \) and hence \( p_{aj} = e^{-\mu_j T} \).

Second condition

\[
\phi_i W_d \leq \text{REB}_i
\]

(18.13)

where \( \text{REB}_i \) is the cell’s remaining equivalent bandwidth for cell \( C_i \) and \( \phi_i W_d \) denotes the equivalent interference to cell \( C_i \) contributed by the new user. Depending on the distance between cells, propagation environment, and path loss exponent, the factor, \( \phi_i \), varies significantly. This condition makes the PCAC a distributed algorithm.

The Modified Predictive Call Admission Control (MPCAC) Algorithm: The MPCAC in Reference 41 combines the predictive feature of PCAC algorithm [40] and the absolute, momentary feature of RPCAC algorithm [39]. Instead of only looking at where the traffic situation is heading (as in PCAC), MPCAC will also look at the current condition. This is achieved by first using the PCAC to check if the traffic conditions in the near future, for both the up- and down-link, will be higher than accepted. The RPCAC is then executed for the uplink. If there are sufficient resources left at the time, the user will be admitted. Otherwise, the user is rejected.

In this manner, the algorithm compares the demand with resources at both the present and future times. The algorithm is valid for the uplink as well as for the downlink. This is because one might suspect that the assumption that the uplink will be the limiting link will not be valid in a more complex traffic situation than the old circuit-switched speech traffic. For instance, when browsing the web and when sending/receiving e-mails most of the data (statistically) will be sent on the downlink.

The request to enter cell \( C_0 \) of a new call requiring bandwidth \( W_{d,up} \) for the uplink and \( W_{d,down} \) for the downlink, can be accepted if the following conditions are satisfied:

\[
W_{d,up} + \sum_{j=1}^{k_0} \tilde{W}_{aj,up}^0 p_{aj}^0 \leq \rho W_{T,up}
\]

(18.14)

\[
W_{d,down} + \sum_{j=1}^{k_0} \tilde{W}_{aj,down}^0 p_{aj}^0 \leq \rho W_{T,down}
\]

(18.15)
where the predicted amount of equivalent bandwidth, for both the up- and down-link, summed with the
demanded equivalent bandwidth must be lower than a predefined total amount of equivalent bandwidth
offered from the cell,

\[ Z_k(P) \leq Z_t^k \]  \hspace{1cm} (18.16)

which, as for RPCAC, means that the amount of total received power at the BS must be lower than a
certain, predefined level.


18.4.1 Overview

In wireless networks, power control (PC) is one of the most important system requirements, and it is
analyzed for cellular networks based on FDMA and TDMA [42–45], and for CDMA cellular networks
[46–62]. Downlink PC applies to BSs and uplink PC to mobiles. In most modern systems, both BS and
mobiles have the capability of real-time (dynamic) adjustment of their transmit powers.

In FDMA and TDMA, PC is applied to reduce co-channel interference within the cellular system that
arises from frequency reuse. In CDMA systems, PC allows users to share resources of the system fairly
among themselves. In the case where PC is not used, all mobiles transmit signals toward the BS with the
same power without taking into account the fading and the distance from the BS. Fading is defined as
signal propagation effects that may disrupt the signal and cause errors. If a mobile's signal is received at
the BS with a very low level of received power (i.e., the mobile is far from the cell site or using an unusually
high attenuation channel), a high level of interference is experienced by this mobile and its performance
(bit error rate) will be degraded (high BER). On the other hand, if the received power level is too high (i.e.,
the mobile station is close to the BS or using an unusually low attenuation channel), the performance of
this mobile is acceptable, but it increases interference with other mobiles that are using the same channel,
and may result in unacceptable performance to other mobiles. This is known as the “near far problem.”
Therefore the main purposes of power control are:

1. To maintain all user’s signal energies received at the BS nearly equal in the spread spectrum shared
   [59]. This combats the near far problem.
2. To make the received power level less dependent on the fading and shadowing effects of the
   transmission channel [60].

18.4.2 Power Control Mechanisms

In order to properly manage the PC in CDMA, the system uses one of the two well-known PC
mechanisms [61]:

- Open-Loop Power Control (OLPC)
- Closed-Loop Power Control (CLPC)

18.4.2.1 Open-Loop Power Control

The OLPC adjusts the transmitted power according to its estimation of the channel — it does not attempt
to obtain feedback information. The major benefit of OLPC is to provide a very rapid response over a
period of just a few microseconds (i.e., it does not wait for feedback information). This is desirable for cases
of sudden change in channel conditions, such as a mobile behind a building. It adjusts the mobile transmit
level and thus prevents the mobile transmitter power from exceeding some threshold with respect to the
downlink received power level. Prior to any transmission, the mobile measures the total power received by
the BS. The measured power provides an indication of the propagation loss to each user. Then, the mobile
adjusts its transmission power so that it is inversely proportional to the total signal power it receives. The OLPC may not very accurate though, since it does not have employ any feedback mechanisms for better effectiveness.

18.4.2.2 Closed-Loop Power Control

This is a more effective long-term PC method. The BS provides continuous feedback to each mobile so that the mobile varies its power accordingly. Each BS measures the received signal power $P_m$ (or $\text{SIR}_m$ in case of SIR-based CLPC) from each mobile. The measured $P_m$ is compared to the desired power level $P_d$ for that mobile and a PC adjustment command is sent accordingly. If the measured value is above or below the desired nominal threshold, then a one bit command is sent to adjust power by $\Delta P$ dB. The transmitter adjusts its power up or down, relative to the open loop estimate. The CLPC is a form of “fine tuning” on the open loop power estimate. It should be fast enough to keep up with the fast fading. Hence, it is the crucial component of any effective scheme to combat fading.

18.4.3 Power Control Algorithms

Several algorithms to control the power in wireless cellular systems were proposed, especially for CDMA systems. Most of the existing algorithms utilize either SIR or transmit power as a reference point in the PC decision-making process. PC algorithms can be classified in many different ways, as shown in Figure 18.9 [40]. One of the possible classifications is the following:

- Power Control for Uplink (Reverse link)
- Power Control for Downlink (Forward link)

18.4.3.1 Power Control Algorithms for the Uplink

The PC for the uplink usually combines algorithm consisting of closed-loop and open-loop PCs. The following is some of the proposed algorithms in the literature.

*Power Control Algorithms for 3G WCDMA System:* PC of the 3G WCDMA system is studied in Reference 5. Two algorithms are proposed based on received quality level (i.e., SIR) and PC update rate, which has a fixed value.

The WCDMA air interface is organized in frames of 10 msec duration. A frame contains 15 time slots and each slot includes one PC command (up or down), which gives a PC update rate of 1500 b/sec. The transmitted power has a fixed value during a given time slot. PC in WCDMA is usually CLPC, which is a combination of outer and inner closed-loop control. The inner (also called fast) CLPC adjusts the transmitted power in order to keep the received SIR equal to a given target. This SIR target is fixed according
to the received block error rate (BLER) or BER. The setting of the SIR target is done by the outer loop PC in order to match the required BLER [51]. The BLER target is a function of the service that is carried. Ensuring that the lowest possible SIR target is used results in greater network capacity.

The inner CLPC measures the received quality, defined as the received SIR, and sends commands to the transmitter for the transmitted power update. In order to estimate the received SIR, the receiver estimates the received power of the connection. The obtained SIR estimate, \( \text{SIR}_{\text{est}} \), is then used by the receiver to generate PC commands according to the 3GPP specifications [51].

In Algorithm 1 of Reference 51, the transmitted power is updated at each time slot. It is increased or decreased by a fixed value:

- If \( \text{SIR}_{\text{est}} > \text{SIR}_{\text{target}} \) then request a transmit power decrease
- If \( \text{SIR}_{\text{est}} < \text{SIR}_{\text{target}} \) then request a transmit power increase

Simulation has shown that Algorithm 1 cannot fully react to fast changes in the signal level (deep fades) at a reasonable update rate. Thus, Algorithm 2 of Reference 51 is proposed as a variation of Algorithm 1 to overcome this tardiness. In Algorithm 2, the transmitted powers may be updated each five time slots, which simulates smaller power update steps. It was shown that Algorithm 2 performs better than Algorithm 1 in reacting to fast changes in the signal level.

The PC step size is a parameter of the fast (inner) CLPC. The power update step size may be chosen according to the average mobile speed and other operating environment parameters.

The Adaptive-Step Power Control (ASPC) Algorithm: An evolution of the PC algorithm of the 3G WCDMA system is proposed in Reference 53. The algorithm is based on a modification of the transmitted power update step size. Instead of the presently-suggested fixed value [54], the step size is modified dynamically in order to guarantee more adapted power variations.

Frequent variations occur in the wireless network due to communication setup and termination, mobiles movements, and propagation channel changes. Radio channel modification may be due to multipath fading and to obstacles movements. Thus, fast PC is needed. In WCDMA, one PC command is transmitted per time slot. The value of the fixed step [51] may be too small or too large for the transmitted power adjustment needed. In Reference 53, the fixed power update step is replaced by an adaptive step in the inner closed-loop one bit PC of 3G WCDMA system. The algorithm is based on the following principle. If the transmitter detects several simultaneous up commands (increase power), the step is increased. This is also done for several simultaneous down commands (decrease power). The update step is decreased if an alternative succession of up and down appears, showing that the update step is probably too large. Using this basic principle, the algorithm shows that the quicker convergence of the proposed ASPC (with regard to the present version of PC in WCDMA) may give a capacity increase.

Strength and SIR-Combined Power Control Algorithm: One of the ways to alleviate the possible effects of positive feedback in PC-based on SIR measurements is to use strength-based and SIR-based PC algorithms in a combined manner [52]. The Positive feedback problem arises in the situation when one mobile under instructions from the BS has to raise its transmit power in order to deliver a desirable SIR to the BS. However, this increase in the MTs power also results in an increase in interference to other mobiles such that these other mobiles are consequently forced to increase their transmit power accordingly. Both the received power and the received SIR are measured at BSs. If both quantities are lower or higher than the threshold, it is clear that the associated mobile should be instructed to power up in the first case (lower quantities) or to power down in the second case (higher quantities). In the case that SIR is in satisfactory condition and that the power is below the threshold, the mobile does not need to take any action because SIR reflects better system performance such as QoS and capacity. In the case that the received power is satisfactory and the SIR is below the threshold, the mobile needs to raise its transmitting power but in a more careful manner because of a potential positive feedback situation since the power of the signal already exceeds its threshold. One way to solve this problem is to take a number of the most recent states when the power is satisfactory and SIR is not. The higher that number, the less amount of power the
mobile should be asked to increase. It has been shown in Reference 52 that this combined PC technique yields better performances than PC-based solely on SIR measurements.

18.4.3.2 Power Control Algorithms for the Downlink

The purpose of the downlink PC is to reduce power for users that are either stationary, relatively close to the BS, less impacted by multipath fading and shadowing effects, or experiencing minimal interference from other cells. Therefore, additional power can be given to users that are either in a more difficult environment or far away from the BS and experiencing high error rates.

A simple PC algorithm that does not take into account fading is considered in Reference 64, where the transmitted power from the BS to the MT is proportional to the distance between the BS and the MT. It has been shown a poor performance is observed in the absence of PC. In Reference 65, a simple analytical model is developed for the neighboring cell interference experienced by users as a function of distance from their home BS, not taking fading into consideration. Using this model and the previously mentioned distance PC, the optimum radial distance dependent PC is designed to provide a uniform service to all users and approximately increases the capacity compared to the no PC case. This is a very optimistic result since fading and shadowing were not considered. An optimal downlink PC relationship in the presence of fading is presented in Reference 56, where the expression for the average BER of a mobile located at some distance from the BS is given analytically. This expression for the desired BER is the optimality criterion that is equivalent to maximization in capacity. It has been shown that the performances with optimal PC law are improved and the number of admitted users is increased by a factor of two. However, this optimal PC law is given implicitly as the solution of an equation rather than in closed form and is hence impractical.

18.5 Conclusion and Future Work

The rapid growth in demand for mobile communication has led to intense research and development efforts toward a new generation of cellular systems. The new systems must be able to provide QoS guarantees, support a wide range of services, and improve the system capacity. In order to support high user densities in cellular cells, while maintaining high quality in the wireless links, RRM is essential.

Handoff, CAC and PC schemes are important RRM algorithms, which significantly increase the capacity and guarantee high QoS in cellular systems. In this chapter, we have studied several RRM algorithms.

Handoff is a process of transferring a mobile user’s call or flow from one BS to another. It is thus an integral component of cellular communications. Efficient handoff algorithms enhance system capacity and service quality in a cost-effective manner. In this study, handoff algorithms are categorized as conventional handoff algorithms and handoff prioritization algorithms. It is shown that both types of algorithms reduce the call dropping rate.

A new call requires a new radio link. Admission control algorithm makes a decision to accept or reject a new call according to the amount of available resources with respect to the user’s QoS requirements, and the negative impact on QoS of existing calls that may occur as a result of the new call. A connection is accepted only if sufficient resources are available, the requested QoS requirement can be met, and if other existing connections and their agreed upon QoS will not be adversely affected. In the literature, different algorithms, such as dividing the cell into zones and traffic prioritization, are used to guarantee a certain degree of link quality for existing users as well as keeping the call dropping and blocking probabilities low. Our study classifies the CAC algorithms as follows:

- Measurement-based
- Interactive or noninteractive
- Distributed or nondistributed
- Predictive or nonpredictive

The PC is essential to RRM in cellular systems. The purpose of different PC algorithms is to find the trade-off between change of transmit power level and interference. In a way, PC algorithms try to keep
the interference levels in the system at a minimum to provide the required QoS and to increase the system capacity.

We have presented a review of the proposed up- and down-link PC algorithms. First, PC algorithms were classified according to different criteria. Then, different PC algorithms for the CDMA up- and down-links were presented and their properties were studied. Also, PC algorithms in 3G wireless communication systems were presented.

Over the past two decades, various RRM algorithms have been introduced. Nevertheless, future RRM algorithms have to be intelligent enough to dynamically adapt to the changing traffic and interference levels of the cellular network.
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Resource Allocation and Call Admission Control in Mobile Wireless Networks

19.1 Introduction

Recent years have witnessed an ever-increasing popularity of wireless networks, as a result of wireless technological advances and rapid development of handheld wireless terminals [27, 28, 6, 24, 32, 33]. Since the mid-1980s, cellular mobile communications have been experiencing explosive growth and by the end of 2000, the number of wireless subscribers has exceeded 700 million. It is expected that the number will top two billion by 2007 [16].

As the number of users is increasingly growing, the wireless network should serve as many users as possible, given the limited resources (e.g., bandwidth). On the other hand, as various service types, such as voice, video, and data, are being offered, quality of service (QoS) is highly demanded. Obviously, these
two requirements are competing against each other. To strike a good balance between these two competing requirements, resource allocation plays a key role. Essentially, resource allocation is responsible for efficient utilization of network resources while providing QoS guarantees to various applications. However, this goal is not easy to achieve, since resource allocation is confronted with more difficulty such as error-prone wireless channel, limited bandwidth, and mobility in mobile wireless networks than in wired networks.

As shown in Figure 19.1, a wireless cellular network is typically organized into geographical areas called cells so that the same radio channels may be reused in other cells some distance away [32]. A base station (BS) serves mobile users in the cell it covers. To communicate with other users, a mobile user must issue to the BS a new connection request, in which a set of desirable QoS requirements are explicitly or implicitly specified. The BS then will make the admission decision based on the premise that the QoS of currently existing connections will not be sacrificed. And at the same time, the new connection, if admitted, should be guaranteed the set of QoS requirements in its duration, since granting an admission is equivalent to such a guarantee. As a result, resource allocation is enforced by the BS through constructing a connection admission strategy, which is aimed to maximize network utilization and satisfy the QoS requirements of each connected service.

When designing a connection admission control (CAC) scheme, we should take several issues into consideration. First, we need to give handoff connection requests higher priority than new connection requests. As we know, a handoff request occurs when a user engaged in a call connection moves from one cell to another. To keep the QoS contract agreed during the connection setup stage, the network should provide uninterrupted service to the previously established connection. However, if the new cell does not have enough resources, the ongoing connection will be forced to terminate before normal completion. Since mobile users are more sensitive to the termination of an ongoing connection than the blocking of a new call connection, handoff call connections are usually given higher priority over new call connections. Second, since the various services offered by the network have inherently different traffic characteristics, their QoS requirements may differ in terms of bandwidth, delay, and connection dropping probabilities. It is the network’s responsibility to assign different priorities to these services in accordance with their QoS demands and traffic characteristics. Finally, when there are multiple types of services coexisting in the network, it is critical that the network can provide fairness among those services in addition to...
satisfying their specific QoS requirements. Thus, the network needs to fairly allocate network resources among different users such that differentiated QoS requirements can be satisfied for each type of service independent of the others. To address these concerns, we focus on handoff prioritized call admission control schemes in this chapter. Accordingly, we are interested in two connection-level QoS metrics, namely, the new call blocking probability (CBP) and the handoff call dropping probability (CDP). In addition, the system utilization is also considered.

The quest for efficiently allocating network bandwidth among different traffic classes while giving handoff calls higher priority than new call requests over wireless networks has been courting extensive efforts. Consequently, a magnitude of CAC schemes have been proposed. Among various approaches, there are two major categories: static approaches and dynamic approaches. In light of this classification, this chapter is organized as follows. We introduce some major challenges in the next section. In Section 19.3, we present static CAC approaches, whereas dynamic approaches are given in Section 19.4. Finally, concluding remarks are given in Section 19.5.

19.2 Major Challenges

As the wireless networks evolve from 2G FDMA/TDMA technology to 3G CDMA technology [13] and the carried traffic changes from voice service to multimedia service, such as voice, video, and data, we need to deal with several challenges when designing appropriate CAC schemes for optimal resource allocation. In the following, we pinpoint some major challenges.

19.2.1 Increased Handoff Frequency

As the number of subscribers is increasingly growing and the bandwidth required by some applications such as data or video is much larger than that for traditional voice service, the number of channels assigned to a cell becomes insufficient. Thus, the overall system capacity needs to be increased. Given that the frequency spectrum for the system is largely unchanged, the cell size has to be reduced so that more efficient frequency reuse can be achieved, which results in the evolution from macro-cell to micro-cell or pico-cell. While helping increase system capacity, this reduction in cell size increases the frequency of handoffs as users engaged in a call are more likely to move across the cell boundary during the call’s lifetime. Since dropping handoff calls is more objectionable than blocking new call requests, it is more challenging to guarantee a desirable handoff dropping probability with the presence of increased handoff frequency.

It is worth noting that unlike hard handoff in FDMA/TDMA cellular networks, which forces a mobile user to break the connection to the current base station before building a new connection to a new base station, soft handoff in CDMA networks allows a mobile user to simultaneously connect to several base stations in neighboring cells, since all the cells use the same frequency. When a user moves from one cell to another, he can simply drop the connection whose communication quality degrades to a certain level while maintaining the connection with good quality.

19.2.2 Multiple Service Types

A variety of applications, such as voice, video, and data, are expected to be supported with QoS guarantee in the next generation wireless networks. Due to their different traffic characteristics, they may have different QoS requirements in terms of delay, delay jitter, bit error rate (BER).

In Universal Mobile Telecommunications Service (UMTS) [1], four traffic classes are supported:

- **Conversational**: This class of traffic has stringent requirements on delay and delay jitter, although they are not very sensitive to BER. Typical applications include voice and video telephony.
- **Streaming**: Real-time streaming video belongs to this class. Usually, it is less sensitive to delay or delay jitter than the conversational class.
• Interactive: Applications belonging to this class include web browsing and database retrieval. Typically, the response time they require should be within a certain range and the BER should be very low since the payload content should be preserved.

• Background: It may include data services like email or file transfer. For these services, the destination can tolerate delays ranging from seconds to minutes. However, data to be transferred has to be received error-free.

19.2.3 Traffic Asymmetry

As the traffic types evolve from voice-centric to multimedia, traffic asymmetry between downlink and uplink has become a distinguished feature of next generation wireless networks [18, 20, 33]. Among all the four classes mentioned earlier, whereas conversational traffic is symmetric or nearly symmetric, streaming video or web browsing are very asymmetric, usually requiring larger bandwidth for downlink than for uplink. To efficiently handle traffic asymmetry, not only the bandwidth in a system should be asymmetrically allocated accordingly, but also the call admission schemes should explicitly take this into account, especially when current schemes fail to do so.

19.3 Static Approaches

In this section, we present some representative static CAC schemes. Before we proceed, we introduce the channel assignment strategies used in current cellular networks. Typically each cell in a network is assigned an amount of resources (wireless channels or bandwidth). Depending on whether the amount of the assigned resources is fixed, a channel assignment scheme can be classified as either fixed channel allocation (FCA) or dynamic channel allocation (DCA) [19]. In FCA, the number of channels is fixed so a new or handoff call will be blocked if there is no free channel available in the cell in which the call is originated, whereas in DCA, the number of channels assigned to one cell is not fixed and varies depending on co-channel interference limitations. More discussions about both FCA and DCA, including comparisons, can be found in Reference 19 and the references therein. For simplicity reason, all the schemes introduced below assume FCA is adopted.

19.3.1 Guard Channel

In this scheme [14], a number of channels called guard channels are reserved for handoff calls. Let $C$ denote the total number of channels in a cell. Among $C$ channels, $C_h$ channels are guard channels, meaning that only handoff calls can access them. The rest $C - C_h$ channels are shared between new calls and handoff calls. Thus, the admission control is the following. When there are more than $C_h$ idle channels, both new call requests and handoff call requests can be accepted. If the number of free channels is less than or equal to $C_h$, only handoff call requests can be accepted and all new calls are blocked. For simplicity of analysis, it is assumed that the arrival process for both new calls and handoff calls are Poissonian with the arrival rate $\lambda$ and $\lambda_h$, respectively. The channel holding time for new calls and handoff calls follow the same exponential distribution with mean $1/\mu$. Therefore, we can model the cell occupancy as a continuous time Markov chain with $C$ state, where the system state is the number of busy channels. The state-transition diagram is shown in Figure 19.2.

According to Figure 19.2, the state equations are:

\[
P_j = \begin{cases} 
\frac{\lambda + \lambda_h}{j\mu} p_{j-1}, & \text{for } j = 1, 2, \ldots, C - C_h \\
\frac{\lambda_h}{j\mu} p_{j-1}, & \text{for } j = C - C_h + 1, \ldots, C
\end{cases} \tag{19.1}
\]
FIGURE 19.2 State transition diagram for GC [14].

Meanwhile, the normalization equation is

$$\sum_{j=0}^{\infty} P_j = 1 \quad (19.2)$$

By solving these equations, we obtain the probability distribution as follows:

$$P_0 = \left[ \sum_{k=0}^{C-C_h} \frac{(\lambda + \lambda_h)^k}{k! \mu^k} + \sum_{k=C-C_h+1}^C \frac{(\lambda + \lambda_h)^k (C-C_h)^k}{k! \mu^k} \right]^{-1} \quad (19.3)$$

$$P_j = \begin{cases} 
\frac{(\lambda + \lambda_h)^i}{j! \mu^j} P_0, & \text{for } j = 1, 2, \ldots, C - C_h \\
\frac{(\lambda + \lambda_h)^{C-C_h} j! \mu^j}{j! \mu^j P_0}, & \text{for } j = C - C_h + 1, \ldots, C
\end{cases} \quad (19.4)$$

As we know, a new call request will be rejected if the number of busy channels is equal to or greater than $C - C_h$. Thus, the new call blocking probability, denoted by $P_{nb}$, is the sum of the probabilities of all the states that are equal to or larger than $C - C_h$.

$$P_{nb} = \sum_{C-C_h}^C P_j \quad (19.5)$$

Since handoff requests cannot be accepted into the network if and only if all the channels are busy, we obtain the handoff call dropping probability $P_{hd}$:

$$P_{hd} = P_C \quad (19.6)$$

19.3.2 Fractional Guard Channel

Based on the guard channel described earlier, Ramjee et al. [30] proposed a fractional guard channel policy (FGC). The basic idea is the following. Unlike the guard channel scheme, in which a number of channels are exclusively reserved for use of handoff calls, FGC reserves a nonintegral number of guard channels for handoff calls by accepting new calls with some probability that depends on the current network status, specifically, the current channel occupancy. With similar assumptions made for guard channel, the state transition diagram is obtained and shown in Figure 19.3, where $\beta_i$, $1 \leq i \leq C$, is defined as the new call acceptance probability when there are $i - 1$ busy channels in the cell.
Let $\alpha = \lambda_h/(\lambda + \lambda_h)$ and $\rho = (\lambda + \lambda_h)/\mu$. Also let $\gamma_i = \alpha + (1 - \alpha)\beta_i, 1 \leq i \leq C$. Then, the stationary probability distribution can be calculated as

$$P_0 = \frac{1}{\sum_{j=0}^{C}(\rho^j \prod_{i=1}^{j}(\gamma_i/j!))} \quad (19.7)$$

$$P_j = \frac{\rho^j \prod_{i=1}^{j}(\gamma_i)}{j!} P_0, \quad \text{for } 1 \leq j \leq C \quad (19.8)$$

Given the state probabilities and the new call acceptance probability $\beta_i$, the new call blocking probability is

$$P_{nb} = \sum_{j=0}^{C}(1 - \beta_{j+1})P_j, \quad \text{where } \beta_{C+1} = 0 \quad (19.9)$$

and the handoff dropping probability is

$$P_{hd} = P_C \quad (19.10)$$

Furthermore, FGC is shown to be optimal for two optimization problems, that is, the problem of minimizing the new call blocking probability with a hard constraint on the handoff call dropping probability and the problem of minimizing the number of channels with hard constraints on both the new call blocking probability and the handoff call dropping probability. The authors also proved that the guard channel is optimal for the problem of minimizing a linear objective function of the new call blocking probability and the handoff call dropping probability.

### 19.3.3 Queueing Schemes

In the original guard channel scheme, the handoff call dropping probability is improved. However, this is achieved at the price of increased new call blocking probability. As a result, the overall carried traffic of the entire network is reduced. To reduce the damage to the carried traffic, the blocked new calls can be queued. On the other hand, handoff calls can also be queued. In References 14, 34, 3, and 10, some queueing schemes are studied.

#### 19.3.3.1 Queueing Handoff Calls

The scheme in Reference 14 is the same as the original guard channel scheme, except that a handoff request is queued if it finds out that there is no idle channel. However, no new calls are queued. The calls in the queue are served in a first-come-first-served (FCFS) manner. The time for a handoff call to stay in queue equals the time for which the handoff call is in the handoff area. The handoff area is defined as the area in which the received signal power level from a base station drops below the handoff threshold, but is still
higher than the minimum receiver threshold. Normally, it varies with the cell size, mobile user’s traveling speed and direction, and the characteristics of geography. To make the analysis tractable, we assume the dwell time of a handoff call in the queue is exponentially distributed with mean $1/\mu_q$. The state transition diagram is shown in Figure 19.4.

Similarly, by solving the state equations and the normalization equation, the probability distribution $P_j$ is the following.

\[
P_0 = \left[ \sum_{k=0}^{C-C_h} \frac{(\lambda + \lambda_h)^k}{k! \mu^k} + \sum_{k=C-C_h+1}^{C} \frac{(\lambda + \lambda_h)^{C-C_h} \lambda_h^{k-(C-C_h)}}{k! \mu^k} \right]^{-1}
\]

\[
P_j = \begin{cases} 
\frac{(\lambda + \lambda_h)^j}{j! \mu^j} P_0, & \text{for } 1 \leq j \leq C - C_h \\
\frac{(\lambda + \lambda_h)^{C-C_h} \lambda_h^{j-(C-C_h)}}{j! \mu^j} P_0, & \text{for } C - C_h + 1 \leq j \leq C \\
\frac{(\lambda + \lambda_h)^{C-C_h} \lambda_h^{j-(C-C_h)}}{C! \mu_q^C \prod_{i=1}^{j-C} (C_n + i \mu_q)} P_0, & \text{for } j \geq C + 1
\end{cases}
\]

Thus, the new call blocking probability is the sum of the probabilities of states that are equal to or larger than $C - C_h$.

\[
P_{nb} = \sum_{C-C_h}^{C} P_j
\]

For handoff calls, things are somewhat complicated. The probability that a handoff call will be dropped is the probability that the handoff call will leave the handoff area before it comes to the top of the queue and gets a channel. So the handoff dropping probability is expressed as follows:

\[
P_{hd} = \sum_{k=0}^{\infty} P_{C+k} P_{hd|k}
\]

where $P_{hd|k}$ represents the conditional probability that a handoff call will be dropped given that it enters the queue in position $k + 1$. Through mathematic analysis, we obtain that

\[
P_{hd|k} = \frac{(k + 1) \mu_q}{C \mu + (k + 1) \mu_q}
\]

FIGURE 19.4  State transition diagram for GC with queueing [14].
Rather than using the FCFS queueing discipline for the queued handoff calls, Tekinay and Jabbari [34] adopted a non-preemptive dynamic priority discipline for the handoff queue in their measurement based prioritization scheme (MBPS). At first, the latest handoff request, if no free channel is available, is put at the end of the queue. The power level of all the handoff calls in the queue is monitored continuously, and the priority of the handoff calls are dynamically updated depending on their measured power levels. A queued handoff call will be assigned a higher priority if its measured power level is decreasing from the handoff threshold to the minimum receiver threshold. Whenever there is a free channel, the handoff call with the highest priority gets served. As a result, this scheme can further reduce the dropped handoff calls.

19.3.3.2 Queueing New Calls

Guerin [10] studied a cellular system in which guard channel policy is used. As before, there are two kinds of incoming traffic, that is, new calls and handoff calls. The call admission criteria are the same as original guard channel scheme except that the new calls will be queued if they cannot be accepted into the system when arriving. In other words, the handoff calls can access all the available channels with no restriction, whereas new calls are not rejected even when there are less than $C_h$ available channels. Through complicated mathematical analysis, the author showed that the total carried traffic can be substantially increased and the dropping probability of handoff calls are only slightly increased by queueing of new calls.

19.3.3.3 Queueing Both New and Handoff Calls

In Reference 3, Chang et al. investigated the performance of a system that adopts the guard channel scheme and allows both new and handoff calls to be queued in buffers with finite size. Further, a queued new call may leave the system due to caller impatience and a queued handoff call may be dropped if the user move out of the handoff area before a successful completion. It was concluded that for both new and handoff calls, we can find appropriate queue sizes in such a system; moreover, there exists an optimal guard channel threshold for minimizing the overall blocking probability.

19.3.4 Admission Control for Multiple Traffic Classes

Epstein and Schwartz [7] studied admission control of multimedia traffic in wireless networks where FCA is used. Two kinds of traffic are considered, namely narrowband (NB) and wideband (WB) traffic. To guarantee the QoS requirements in terms of the new call blocking probability and the handoff dropping probability, three kinds of admission control policies, that is, complete sharing (CS), complete partitioning (CP), and hybrid policies that lie between CS and CP, are evaluated. The study revealed several conclusions.

- Although CS can achieve high channel utilization, it cannot provide high priority to handoff traffic. In addition, it favors NB users over WB users because WB traffic needs more bandwidth to be admitted.
- Since CP divides the total bandwidth in a cell into subgroups, which correspond to different traffic classes, different traffic classes can be admitted with different priority levels, and as a result, their specific QoS requirements can be satisfied. However, this is achieved at the expense of reduced channel utilization.
- With appropriate reservation algorithms, hybrid policies can adapt to desired QoS, and hence achieve the minimized cost function that is defined based on the blocking or dropping probability and can be considered as the overall performance.

Note that besides [7], there are several works focusing on the performance analysis of call admission schemes for integrated voice and data [36, 22, 12] or multiple-class cellular networks [4].

19.3.5 Remarks on Static CAC Approaches

As can be seen earlier, the key idea behind the static schemes is that handoff calls are granted higher priority by exclusively reserving some channels for them, although queueing handoff calls that cannot be admitted immediately also helps achieve this prioritization.
These schemes are static in the sense that the admission control parameters, such as the size of reserved channels or bandwidth, or the length of the queue, are determined according to \textit{a priori} knowledge of the traffic pattern. And once determined, they cannot be changed during the course of system operation.

In conclusion, these schemes have advantages as well as drawbacks. On the positive side, they are simple and mathematically tractable. By deriving the important performance metrics like the new call blocking probability and the handoff dropping probability as shown earlier, they provide us with a benchmark for further improvements. Furthermore, they are effective. As long as the control parameters are set properly, the schemes can fulfill the QoS requirements. This is verified through performance evaluation in the original papers. In addition, Lin et al. [25] observed that giving higher priority to handoff calls would dramatically improve the forced termination probability of the system without seriously degrading the new call blocking probability. However, because of their static nature, they are unable to cope with dynamically changing network environments, where traffic patterns change dramatically and users exhibit high mobility. As a matter of fact, this is the case for a micro-cell system with densely populated mobile users. As a result, the static schemes become inefficient in system utilization and cannot provide QoS guarantee, thereby giving way to dynamic and adaptive approaches.

### 19.4 Dynamic Approaches

Dynamic call admission control approaches are the focus of this section. By \textit{dynamic}, we mean these schemes are capable of reacting to network dynamics on a real-time basis.

#### 19.4.1 Distributed Call Admission Control

In all the previous schemes, call admission control is made at each base station where only local state information is used. However, because of user mobility, the call occupancy and the traffic load between adjacent cells are correlated. Thus, it is necessary for each cell to exercise admission control in light of the state information in neighboring cells. Motivated by this observation, Naghshineh and Schwartz developed a distributed call admission control scheme (DCA) for wireless networks in Reference 26. At the beginning of each estimation period $T$, each cell exchanges state information with its neighbors. In this following, a one-dimensional cellular system shown in Figure 19.5 is used for demonstration.

We assume each cell has $N$ channels. We denote $C_n$ as the cell where a call admission request is made, and $C_r$ and $C_l$ as $C_n$’s adjacent cells. We further denote by $p_s$ the probability that a mobile user remains in the same cell, and $p_m$ the probability that a mobile user moves out of its current cell during $T$.

If $P_i$ is the probability that a cell has $i$ ongoing calls, the overload probability of a cell is expressed as $P_0 = \sum_{i=0}^{N} P_i$. Since a handoff call will be dropped only if there is no free channel in the target cell, the handoff dropping probability can be approximately modeled as $P_0$. Thus, the admission control should make sure that $P_0$ is always less than or equal to $P_{QoS}$, a predefined QoS parameter. Accordingly, the admission decision for a newly admitted call at time $t_0$ must satisfy two requirements:

1. At time $t_0 + T$, the overload probability of cell $C_n$ is smaller than $P_{QoS}$, given both the possible incoming handoff calls from $C_r$ or $C_l$ to $C_n$ and the possible outgoing handoff calls from $C_n$ to its neighboring cells.
2. At time \( t_0 + T \), the overload probability of cell \( C_r \) or \( C_l \) is also smaller than \( P_{\text{QoS}} \), given possible handoff calls and newly admitted calls.

It is assumed that at time \( t_0 \) the number of calls at cell \( C_n, C_r, C_l \) is \( n, r, l \), respectively. Then the probability that there are \( i_n \) calls in the same cell \( C_n \) at time \( t_0 + T \) is \( B(n, i_n, p_n) \), where \( B(i, k, p) \) is defined as Binomial distribution:

\[
B(i, k, p) = \binom{i}{k} p^k (1 - p)^{i-k}
\] (19.16)

In a similar way, the probability that \( i_r \) calls will be handed off from cell \( C_r \) to \( C_n \) is \( B(n, i_r, p_m/2) \); the probability that \( i_l \) calls will be handed off from cell \( C_l \) to \( C_n \) is \( B(n, i_l, p_m/2) \). Therefore, the probability distribution of the number of calls in \( C_n \) at time \( t_0 + T \), denoted by \( P_{n,t_0+T}(k) \), is the convolution sum of the three Binomial distributions. If we use a Gaussian distribution to approximate a Binomial distribution \( B(i, k, p) \), the mean is \( ip \) and the variance is \( ip(1 - p) \). Then, \( P_{n,t_0+T}(k) \) can be written as

\[
P_{n, t_0+T}(k) \approx \frac{G(np_s + (l + r)p_m/2, \sqrt{(np_s(1-p_s)+(l+r)p_m(1-p_m/2))})}{N+1}
\] (19.17)

Next, the overload probability can be easily obtained as

\[
P_{o} = \sum_{N+1} P_{n,t_0+T} \approx Q \left( \frac{N - (np_s + (l + r)p_m/2)}{\sqrt{(np_s(1-p_s)+(l+r)p_m(1-p_m/2))}} \right)
\] (19.18)

where \( Q(.) \) is the tail of a Gaussian distribution with mean 0 and variance 1. Letting \( P_{o} = P_{\text{QoS}} \), we can solve for \( n \) get \( n_1 \), the admission threshold that satisfies the first admission requirement. Using the similar method, we can solve the two equations for the second admission requirement and accordingly get two additional admission threshold, \( n_2 \) and \( n_3 \). Therefore, the final admission threshold is calculated by \( n = \min(n_1, n_2, n_3) \).

Simulation showed that, compared with the guard channel scheme, DCA can achieve a lower handoff dropping probability without increasing the new call blocking probability. However, it has some limitations. First, the Gaussian approximation is not accurate, since each cell has a finite capacity. Second, it neglects the probability that in one estimation period, a call could hand off more than once. Finally, only single class traffic is considered, which discourages its use in networks supporting multimedia. It is interesting to note that this scheme was later extended to support multiple traffic classes in Reference 8.

### 19.4.2 Stable Dynamic Call Admission Control

To overcome the deficiencies of DCA, Wu et al. proposed a novel stable dynamic call admission control mechanism (SDCA) [35]. Similar to DCA, SDCA conducts admission control based on periodic control. Over each control interval, the scheme calculates the average handoff dropping probability. By letting this probability equal to the QoS parameter, namely the maximum allowable handoff dropping probability, and solving the equation, this scheme derives an acceptance ratio \( a \), rather than deriving a hard admission threshold as in Reference 26. By accepting each new call in the coming control interval with probability \( a \), this scheme spreads all new calls over the control interval, thereby avoiding suddenly overloading the network at the beginning of each interval during congestion, as is so often the case when a hard admission threshold is used, and leading to more effective and stable control.

Mainly, SDCA has several desirable features:

- The time-dependence of handoff dropping probability is considered as the average dropping probability is computed over a control interval. Thus, this increases the precision as compared to a single-value approximation.
Since the estimation of the dropping probability is based on the solution to the evolution equation of the occupancy distribution, it takes into account the finite capacity of each cell. Obviously, this is better than the Gaussian approximation.

The scheme also accounts for the possibility of multiple handoffs over a single control interval, as the estimation of the dropping probability considers the call transition probabilities between nearest, second nearest, and third nearest neighboring cells.

To further reduce the signaling overhead incurred due to periodical state information exchanges among neighboring cells, a local estimation algorithm was also proposed. In this algorithm, all the control parameters are calculated locally using the exponential smoothing technique. More details can be found in Reference 23, 35.

Through extensive simulations, this scheme was shown to be able to achieve high channel utilization while keeping the handoff dropping probability below a predetermined bound.

19.4.3 Admission Control Using Shadow Cluster

In Reference 21, the shadow cluster concept is used to estimate future resource requirements and to perform admission control for wireless multimedia networks. As we know, to continuously provide services for mobile terminals that are engaged in an ongoing call, the system should have knowledge about the movement of mobile terminals and their resource requirements. Based on this observation, the concept of a shadow cluster, which is at the core of this scheme, is formed. Essentially, every mobile terminal with an active connection is exerting an influence on the cells (and their corresponding base stations) in the vicinity of its current location and along its travel direction. When the mobile terminal moves, this influence region will move as well, just as its shadow does. In this sense, a mobile terminal’s shadow cluster is said to be formed by all the base stations currently being influenced by it, as shown in Figure 19.6, where the size of the shadow cluster and the level of influence (or the “darkness” of the shade) are determined by bandwidth requirements, current call holding time and priority, and the mobile terminal’s trajectory and velocity.
To implement a shadow cluster, every base station, for every active mobile terminal currently under its control, must inform those base stations that belong to the mobile terminal’s shadow cluster about the mobile terminal’s future location probability, which is termed active mobile probability.

Let $x$ be an active mobile terminal under the control of base station $i$. We also assume the time is quantized into time slots with equal length as $t = t_1, t_2, \ldots, t_m$. Then the active mobile probability of $x$, denoted by $P_{x,i,j}(t)$, is represented as $P_{x,i,j}(t) = \{P_{x,i,j}(t_1), P_{x,i,j}(t_2), \ldots, P_{x,i,j}(t_m)\}$, where $x$ is currently in cell $i$ and will be active in cell $j$ at time $t_1, t_2, \ldots, t_m$. As time passes, cell $i$ will recompute this probability for $x$ and send it to all base stations within $x$’s shadow cluster, denoted by $K(x)$. Note that the probability $P_{x,i,j}(t)$ can also be interpreted as the minimum percentage of the total amount of resources currently being used by mobile terminal $x$ that base station $i$ recommends to base station $j$ to make available at times $t = t_1, t_2, \ldots, t_m$ if $x$ moves to cell $j$.

With the active mobile probabilities, base station $i$ can determine the number of bandwidth units (BU’s) to be used at times $t = t_1, t_2, \ldots, t_m$ by

$$C_{ui}(t) = C_{ui}(t_0) - C_{ui}^a(t) + C_{ui}^f(t)$$

(19.19)

where $C_{ui}(t_0)$ is the initial number of used BU’s, $C_{ui}^a(t)$ is the estimate of the number of BU’s that will be freed by the active terminals that either end their calls or move to other cells by time $t$, and $C_{ui}^f(t)$ is the estimate of the number of BU’s that will be used due to handoffs from neighboring cells whose shadow cluster contains cell $i$.

Let $c(x)$ denote the number of BU’s $x$ is using and $X_i$ denote the set of all active mobile terminal in cell $i$, then $C_{ui}^a(t)$ can be obtained as

$$C_{ui}^a(t) = \sum_{x \in X_i} [1 - P_{x,i,i}(t)] c(x)$$

(19.20)

and $C_{ui}^f(t)$ can be obtained as

$$C_{ui}^f(t) = \sum_{x \in X_i, i \in K(x)} P_{x,i,i}(t) c(x)$$

(19.21)

Accordingly, the estimate of free BU’s at base station $i$ at time $t_1, t_2, \ldots, t_m$ is

$$C_{fi}(t) = \begin{cases} C_i - C_{ui}(t), & \text{if } C_i - C_{ui}(t) \geq 0 \\ 0, & \text{otherwise} \end{cases}$$

(19.22)

where $C_i$ is the total BU’s in cell $i$.

Based on the calculated resource demands, the call admission algorithm is composed of the following steps in sequence.

1. Assume a call request is issued at time $t_0$. Base station $i$ will check if $c(x) \leq C_{fi}(t_0)$. If not, the request is simply rejected. If multiple call requests are issued at the same time and the free BU’s can accommodate at least one of such requests, continue.
2. For each mobile terminal $x$ that makes a call request, base station $i$ generates a shadow cluster $K(x)$ and informs its neighbors about the preliminary active mobile probabilities.
3. Based on the preliminary active mobile probabilities from its own requests and from requests in neighboring cells, base station $i$ computes availability estimates $\Delta_i(t)$ for future time $t = t_1, t_2, \ldots, t_m$ as the following:

$$\Delta_i(t) = \frac{C_{fi}(t)}{\sum_{x \in X_i} P_{x,i,i}(t) c(x) + \sum_{x \in X_i} P_{x,i,i}(t) c(x)}$$

(19.23)
Next, the availability estimates are distributed among base stations that sent data about their own current connection requests earlier.

4. Upon receiving the availability estimates from its neighbors, base station \( i \) computes survivability estimates \( \Lambda_i(x, \hat{t}_x) \) for each mobile terminal \( x \) making requests in cell \( i \) as:

\[
\Lambda_i(x, \hat{t}_x) = \frac{1}{\hat{t}_x} \sum_{t=t_1}^{t_2} \Delta(t)P_{x,i}(t) + \sum_{j \in K(x)} \Delta_j(t)P_{x,j}(t)
\]  

(19.24)

where \( \hat{t}_x \) is the known average call duration time for mobile terminal \( x \).

5. An acceptance value is returned by a function \( \Omega_i[\Lambda_i(x, \hat{t}_x), D_{dp}(x)] \), where \( D_{dp}(x) \) is the maximum dropping probability allowed for the call originated from mobile terminal \( x \). A positive acceptance value indicates that the request can be accepted.

6. Finally, all the call requests that have a positive acceptance value are accepted in a descending order.

Note this may terminate when either the base station accepts all requests with a positive acceptance value or there are no more free BU’s.

Several comments are in order. First, since the formation of the shadow cluster concept involves network traffic load, resource requirements of each active terminal, user mobility pattern, and so forth, it demonstrates how such network dynamics can be utilized together to provide a better QoS. As a matter of fact, it opens an avenue for research along this direction [1, 15, 29]. Second, it requires frequent information exchanges among neighboring and non-neighboring cells, thereby incurring significant communication and processing overhead. Third, it can be easily seen that its performance depends largely on the accurate and detailed knowledge of user mobility pattern, which may not be available at the present time and hard to collect.

### 19.4.4 Dynamic Multiple-Threshold Bandwidth Reservation

We proposed a dynamic multiple-threshold bandwidth reservation (DMTBR) scheme for mobile multimedia networks [5]. In the system, two kinds of traffic are considered: real-time traffic and nonreal-time traffic. The objective of the proposed scheme is twofold. The scheme first provides QoS provisioning by keeping the CDP below the predefined bound even under network congestion situation, that is:

\[
\begin{align*}
P_{d,rt} &\leq \text{QoS}_{rt} \\
P_{d,nrt} &\leq \text{QoS}_{nrt}
\end{align*}
\]  

(19.25)

where \( P_{d,rt} \) (\( P_{d,nrt} \)) is the CDP for real-time (nonreal-time) traffic, and \( \text{QoS}_{rt} \) (\( \text{QoS}_{nrt} \)) is the predefined QoS requirement, that is, the maximum allowable handoff dropping probability, for real-time (nonreal-time) traffic. Second, in a fair manner, it maintains the relative priorities among real-time traffic and nonreal-time traffic in terms of the CBP according to their traffic profiles and instantaneous traffic situations:

\[
\frac{P_{b,rt}}{P_{b,nrt}} = \frac{OL_{rt}}{OL_{nrt}} \times \frac{W_{rt}}{W_{nrt}}
\]  

(19.26)

where \( OL_{rt} \) (\( OL_{nrt} \)) is the offered traffic load, which can be calculated as the product of traffic arrival rate, the connection holding time, and the normal bandwidth requirement; and \( W_{rt} \) (\( W_{nrt} \)) is the traffic priority weight for real-time (nonreal-time) traffic, which can be set during the negotiation between the user and the network operator. Note this is a generalized concept of relative priority [8].

Three bandwidth reservation thresholds, \( G_1, G_2, \) and \( G_2 \) (\( G_1 < G_2 < G_3 \)), are used. As shown in Figure 19.7, \( G_1 \) is the threshold for real-time handoff connections only, \( G_2 \) is the threshold for both real-time and nonreal-time handoff connections; \( G_3 \)’s role, however, is not fixed in that it could be the threshold for new real-time handoff against new nonreal-time traffic, or the threshold for new nonreal-time traffic against new real-time handoff traffic.
against new real-time traffic, depending on the instantaneous relative priority status for the two traffic classes. The thresholds are calculated in a two-step manner: we first estimate the initial value of each threshold using a method similar to Reference 31, and then adapt it according to the traffic conditions and QoS status.

To satisfy the predefined QoS requirements in case of network overload due to traffic business, we also proposed a cooperative mechanism, in which each cell will inform all of its neighbors to throttle the admissions of new connections if it discovers that the QoS requirements for the handoff dropping probability is in danger of violation. Upon receiving such notifications, the neighboring cells admit new connection requests with a certain probability generated online, which is called the probability of throttling new connections (similar to that in References 30 and 9).

In summary, this scheme has the following features:

- It gives differential priorities to both new and handoff connections with different types of services by keeping multiple bandwidth reservation thresholds, based on which connection admission decisions are made.
- It maintains the relative priorities and fairness among traffic classes by taking user QoS profiles and real traffic conditions into account.
- It generalizes the concept of relative priorities and fairness among traffic classes. By doing so, we can further reduce the CBPs of some real-time services while not seriously deteriorating the QoS of nonreal-time services.

### 19.4.5 Call Admission for Asymmetric Traffic

As traffic becomes asymmetric between uplink and downlink, call admission should be tailored for this trend. Jeon and Jeong proposed a call admission scheme to handle traffic asymmetry in Reference 7.

To differentiate handoff calls and new calls, and to differentiate calls of different classes, the call admission scheme relies on the use of guard bandwidth, similar to guard channel. In this scheme, it is assumed that there are L classes of calls in the system. A class $i$ ($0 \leq i \leq L - 1$) call has higher priority than a class $j$ ($0 \leq j \leq L - 1$) call if $i < j$. A handoff call, regardless of its class, has higher priority over new calls of any class. Each cell has a total uplink and downlink bandwidth of $W_u$ and $W_d$. For a class $i$ call, the required uplink and downlink bandwidth are $B_u^i$ and $B_d^i$, respectively.

For a class $i$ handoff call during time period $[t_m, t_{m+1})$, the uplink guard bandwidth $G_{hu,i}^i(t_m)$ is

$$G_{hu,i}^i(t_m) = \left( \sum_{k=0}^{i-1} \tilde{\lambda}_k(t_m) T_k B_k^u \right) \Delta_i$$

(19.27)
where $\lambda_h$ is the estimated handoff call arrival rate for class $k$, $T_k$ is the mean connection holding time of class $k$ calls in the cells. Since $\hat{\lambda}_h(t_m) T_k B_k^u$ represents the mean uplink bandwidth required by class $k$ handoff calls, $\sum_{k=0}^{i-1} \hat{\lambda}_h(t_m) T_k B_k^u$ is the total uplink bandwidth required by handoff calls with higher priority than $i$. Thus, the guard bandwidth $G_{h,i}^u(t_m)$ is set to be proportional to the total required bandwidth with coefficient $\Delta_i$ ($0 < \Delta_i < 1$). Similarly, the downlink guard bandwidth $G_{h,i}^d(t_m)$ for a class $i$ handoff call can be estimated as:

$$G_{h,i}^d(t_m) = \left( \sum_{k=0}^{i-1} \hat{\lambda}_h(t_m) T_k B_k^d \right) \Delta_i$$ (19.28)

The uplink guard bandwidth, denoted by $G_{n,i}^u(t_m)$, for a new class $i$ call during time period $(t_m, t_{m+1}]$ can be set as follows:

$$G_{n,i}^u(t_m) = \left( \sum_{k=0}^{i-1} \hat{\lambda}_k(t_m) T_k B_k^u + \sum_{j=0}^{i-1} \hat{\lambda}_j(t_m) T_j B_j^u \right) \Delta_i$$ (19.29)

where $\hat{\lambda}_j$ is the estimated new call arrival rate for class $j$.

It can be seen that in Equation (19.29), since class $i$ new calls has lower priority than all handoff calls and class $j$ ($j < i$) new calls, the guard bandwidth includes the required bandwidth of class $j$ new calls ($j < i$), which is represented by the $\sum_{j=0}^{i-1} \hat{\lambda}_j(t_m) T_j B_j^u$, and the required bandwidth for handoff calls of all classes, as represented by $\sum_{k=0}^{i-1} \hat{\lambda}_k(t_m) T_k B_k^u$. Similarly, the downlink guard bandwidth $G_{n,i}^d(t_m)$ for a class $i$ new call can be estimated as:

$$G_{n,i}^d(t_m) = \left( \sum_{k=0}^{i-1} \hat{\lambda}_k(t_m) T_k B_k^d + \sum_{j=0}^{i-1} \hat{\lambda}_j(t_m) T_j B_j^d \right) \Delta_i$$ (19.30)

Note in the above, both the estimated handoff call arrival rate, $\hat{\lambda}_k$, and new call arrival rate, $\hat{\lambda}_k$, can be calculated using the exponential moving average method [11].

Assuming that at the moment of a call arrival in period $(t_m, t_{m+1}]$, there are $n_i$ number of class $i$ ongoing calls in a cell, and the guard bandwidth for both handoff calls and new calls of class $i$ are obtained, a class $i$ handoff call will be accepted if and only if

$$\begin{align*}
W_u & = \sum_{k=0}^{L-1} n_k B_k^u \geq B_i^u + G_{h,i}^u(t_m) \\
W_d & = \sum_{k=0}^{L-1} n_k B_k^d \geq B_i^d + G_{h,i}^d(t_m)
\end{align*}$$ (19.31)

and a class $i$ new call will be accepted if and only if

$$\begin{align*}
W_u & = \sum_{k=0}^{L-1} n_k B_k^u \geq B_i^u + G_{n,i}^u(t_m) \\
W_d & = \sum_{k=0}^{L-1} n_k B_k^d \geq B_i^d + G_{n,i}^d(t_m)
\end{align*}$$ (19.32)

Simulation results showed that, when this scheme is used for systems where arriving traffic is asymmetric between uplink and downlink, asymmetric bandwidth allocation outperforms symmetric bandwidth.
allocation in terms of the handoff dropping probability and the new call blocking probability, as well as system bandwidth utilization.

### 19.4.6 Local Predictive Resource Reservation

As can be seen, most of the dynamic call admission schemes [5, 8, 21, 31] entail periodic and timely
\[ \Delta R = R(t) - R(t - \Delta t) = \mu \Delta t + \alpha \delta \sqrt{\Delta t} \quad (19.33) \]
where \( \alpha \) is a random variable following a normal distribution with mean 0 and standard deviation 1, \( \mu \) and \( \delta \) are constant parameters that are also referred to as the expected drift rate and the standard deviation rate of \( \Delta R \). It can be seen that \( \Delta R \) is a normally distributed random variable with mean \( \mu \Delta t \) and standard deviation \( \delta \sqrt{\Delta t} \). For any given time interval \( \tau \), \( \mu \), and \( \delta \) can be estimated as follows [2]:

\[
\mu = \frac{\sum_{i=0}^{k-1} (r(t - i\tau) - r(t - i\tau - \tau))}{k\tau} = \frac{r(t) - r(t - k\tau)}{k\tau}
\]

\[
\delta = \frac{1}{\sqrt{\tau}} \sqrt{\frac{\sum_{i=0}^{k-1} (r(t - i\tau) - r(t - i\tau - \tau) - \mu \tau)^2}{k}}
\]

where \( r(t) \) is the sample value of \( R(t) \) and \( k \) is the number of intervals used for estimation. Note that \( \tau \) does not need to be the same as \( \Delta t \).

Next, given the maximum allowable handoff dropping probability \( P_{hd} \), we can set the reservation level \( L \) such that \( \text{Prob}(\Delta R \leq L) = 1 - P_{hd} \). Therefore, we statistically guarantee that the handoff dropping probability in the next time interval \( \Delta t \) is at most \( P_{hd} \).

The second method is based on time series, or more precisely, based on the auto regressive moving average (ARMA) model [4]. An ARMA\((p, q)\) process \( \{X_t\} \) is defined as:

\[
X_t = \alpha_1 X_{t-1} - \cdots - \alpha_p X_{t-p} = Z_t + \beta_1 Z_{t-1} + \cdots + \beta_q Z_{t-q}
\]

where \( \{Z_t\} \) are uncorrelated random variables with zero mean and variance \( \sigma^2 \). It is argued that in practice, ARMA\((p, 0)\) or namely AR\((p)\), \( (p = 1, 2, \text{ or } 3) \) is sufficient to model \( \Delta R_t \), which is defined as \( R(t) - R(t - 1) \). In fact, this method is generalization of the first method, since it takes into account the correlation between future handoff resource requirements and present and past handoff resource requirements. If no correlation is considered, it reduces to the first method.

It is verified through simulations that these two methods can accurately predict the future resource demands of handoff traffic and yield a comparable performance compared to other handoff prioritized
schemes based either on local prediction method or on collaboration method that requires information exchanges among cells.

**19.4.7 Remarks on Dynamic CAC Approaches**

Before concluding this section, we make several important remarks about the dynamic CAC schemes. First, unlike their static counterparts described in previous section, dynamic schemes conduct adaptive admission control in a collaborative manner. Typically, base stations in different cells collect cell-specific status information and communicate it with others. Therefore, each base station has a more comprehensive view about changes in traffic pattern and user mobility, and can predict future resource demands of handoff requests more accurately. Consequently, it can take proper actions in admission control, thereby achieving better QoS provisioning and higher system utilization than it does in the static schemes. Second, information exchange enables distributed control, which helps handle traffic irregularity. However, these benefits are achieved at the expense of increased control overhead and system complexity. In the regard, dynamic schemes based on local prediction, such as [37], are highly needed. We believe this research direction is worth further exploration. Another downside is the dynamic schemes are not amenable to analysis. It is thus hard to precisely describe their behavior and quantify the performance gain in realistic scenarios.

**19.5 Conclusions**

Give the limited bandwidth and increasing number of users in wireless communication networks, resource allocation plays an increasingly important role in efficiently utilizing network resource while providing QoS. To better understand how and why current resource allocation and call admission control schemes work, in this chapter we survey some representative research works in this area. We first point out the major challenges facing the design of resource allocation and call admission control, such as high frequency of handoff, diverse QoS requirements, and unbalanced traffic. Then, we present several representative CAC approaches proposed for current and next generation mobile wireless networks, which largely can be classified into two categories, that is, static CAC schemes and dynamic CAC schemes. Compared with static schemes, dynamic schemes can adapt to changing traffic load thereby improving resource utilization and QoS provisioning. However, the latter is more complicated and incurs more overhead than the former in that a base station typically needs to collect and process more information about user mobility and traffic patterns in both the cell where it resides and the neighboring cells. How to take advantage of dynamic call admission control with low overhead is believed to be the focus of future research.
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20.1 Introduction

Technological advances coupled with the proliferation of mobile devices among wireless and mobile users require efficient resource management and reuse of the scarce radio spectrum allocated to wireless and mobile communication systems. Resource management in mobile radio communication networks consists of several components: waveform (channel) selection, transmitter power management, antenna pattern choice, access port (base station) selection, and the channel allocation criteria [40]. In earlier chapters, several important aspects of resource management for wireless and mobile communication systems have been discussed. In this chapter, we focus upon the channel allocation problem for wireless and mobile communication systems. We present an overview of different channel allocation algorithms and discuss the general idea behind each major channel allocation scheme. Then, we discuss the major channel allocation protocols in each category.

The remainder of this chapter is organized as follows: In Section 20.2, we review some of the related concepts of mobile radio cellular networks and discuss the main issues in channel allocation. In Section 20.3, we discuss our classification of well-known channel assignment algorithms and summarize their main characteristics. In Section 20.4, we present major biologically inspired dynamic channel allocation algorithms that have been developed for wireless and mobile networks, and in Section 20.5, we discuss well-known borrowing-based dynamic channel allocation algorithms. Section 20.6 examines major mutual exclusion-based dynamic channel allocation protocols, and in Section 20.7, we present two dynamic channel allocation schemes based on graph coloring, followed by a discussion of how these protocols could be extended to tolerate the failure of mobile as well as static nodes, and further enhance the quality of services by reusing channels. Last, but not the least, the conclusion follows in Section 20.8.

20.2 A Mobile Cellular Communication Network

20.2.1 An Architecture for a Mobile Cellular Network

A typical architecture for a mobile cellular network is shown in Figure 20.1. Generally speaking, the coverage area of such a network is partitioned into many adjacent regions called cells. In real life, the size and shape of the cells are not regular because of variable signal strength and the presence of natural obstacles. In theory, all cells can be simplified and represented as equal-sized hexagons. In each cell, there is one and only one base station (BS) that serves a number of mobile users, referred to as mobile hosts (MHs). Neighboring BSs are grouped into sets, each controlled by a base station controller (BSC) that executes some centralized functions. Several BSs and BSCs are served by a mobile switching center (MSC), which manages a large coverage area. While most research system models for mobile cellular networks assume wired links between BSs and their BSC, wired links between BS/BSC and MSC, and wireless links between MHs and BSs, only a few research system models assume that all of the links are wireless. That is to say, there are few models of a pure wireless network.

Some operations are enforced on a call made to or from a cell. If all channels along the path between the source MH and the destination MH are available, the call is setup. If no channel on some part of the communication path is available, the call is blocked. If the MH moves from one cell to a neighboring cell
while the call is in progress, the MH must be connected to the destination BS through a handoff. During the handoff, the channel that is occupied by this MH in the source cell is released, and the neighboring cell has to reassign a channel for the call to continue. However, if the neighboring cell lacks an available channel during the handoff phase, the call will simply be dropped.

20.2.2 Channel Allocation

Communication channels are the most important resources in a mobile cellular network. A usable radio spectrum (bandwidth) is assigned to a given mobile cellular network. The spectrum is divided into a set of noninterfering communication channels using some basic division techniques such as frequency division (FD), time division (TD), or code division (CD). These transmission protocols are known as frequency, time, or code division multiple access (FDMA, TDMA, or CDMA, respectively) [10]. Nevertheless, regardless of the technique one chooses to use, scarce bandwidth places several constraints on the design of any wireless or mobile communication system. Indeed, in the same cell, a channel cannot be allocated simultaneously to two calls. This is referred to as the co-channel constraint (CCC). If the channels are not all orthogonal to each other, then two adjacent channels cannot be used simultaneously in the same cell. This is known as an adjacent-channel constraint (ACC). Since the coverage areas of two neighboring cells may overlap, the co-channel and adjacent channel restraints must be enforced throughout the overlapping cells. This is called the co-cluster constraint. Anytime these constraints are violated, channel interference happens, and the mobile communication system suffers from poor performance as a consequence.

In order to utilize communication channels efficiently, the same channel can be used in two cells that are sufficiently distant from each other. This minimum reuse distance is called the co-channel reuse distance \( R_u \), and the co-channel reuse ratio [38] is defined as

\[
\frac{R_u}{R_c} = \sqrt{3N_c}
\]

where \( R_u \) is the distance between the two closest co-channel cells, \( R_c \) the cell radius, and \( N_c \) the number of cells per cluster.
To reuse communication channels, several channel allocation protocols have been proposed [1,3–5,7,11–16,30–32,36,39]. Their basic idea is to group cells into clusters according to the co-channel reuse distance. In Figure 20.2, we illustrate a typical cluster of seven cells, a block of channels assigned to each cluster, with the cells in each cluster using different channels. A set of co-channel cells must lie in different clusters with a minimum separation equal to the reuse distance $R_u$.

### 20.3 Classification of Channel Allocation Algorithms

The channel allocation algorithms listed earlier can be divided into three different categories according to the method used to choose a channel for assignment: Fixed Channel Allocation (FCA), Dynamic Channel Allocation (DCA), and Hybrid Channel Allocation (HCA). We discuss each category and describe representative channel allocation protocols for that category.

#### 20.3.1 Fixed Channel Allocation Protocols

Fixed Channel Allocation protocols have been extensively studied in the past [1,4,7,11,16,32]. In FCA, communication channels are statically allocated to individual cells with approximately an equal number of channels to each cell. However, because of the nonuniform distribution of calls, in which some cells have light traffic load (cold cells) whereas others have high traffic intensity (hot cells), this approach has proven to exhibit low performance and a high blocking rate. Assigning channels based on the communication requests in each cell might improve the performance of the mobile cellular network, but requires a predictable and relatively stable call distribution in each cell. For unpredictable call distributions, the FCA strategy and its variants have proven to be inefficient. Consequently, a variety of dynamic channel allocation algorithms have emerged.

#### 20.3.2 Dynamic Channel Allocation Protocols

Dynamic Channel Allocation strategies were introduced to solve the problem of nonuniform distribution of communication requests across the different cells of the cellular network. Unlike the FCA paradigm,
DCA schemes assume that all of the channels can be used by any cell and a base station (BS). In other words, communication channels and cells have no fixed relationships.

The DCA schemes have been studied extensively in the recent years. Accordingly, several schemes have been proposed. One can classify them into call-by-call DCA schemes [31] and adaptive DCA schemes [3,31]. While the first scheme uses only current channel usage information, the second uses both present and previous channel usage.

The DCA protocols can also be classified based upon their implementations, that is, centralized versus distributed. In the centralized DCA schemes [12–15,30], all channels are kept in a central pool and a centralized controller is responsible for allocating these channels. When a communication request is received, a channel from the central pool is assigned to the request for temporary use. The key question of centralized DCA schemes is how to select one of the candidate channels for assignment. Several cost functions have been investigated in order to get a better channel selection. First available and locally optimized dynamic assignments are two of the many approaches.

On the other hand, with the distributed DCA schemes, the allocation algorithm is performed in each BS, using local information from the cells controlled by the BS. Several distributed DCA protocols have been proposed, differing in the way they use local information, that is, cell-based local information [21,22,30,31] and signal strength information [1,19,35]. When compared to the centralized DCA schemes, known for their bottleneck problem, distributed DCA schemes have the advantage of dealing with BS failure more efficiently.

### 20.3.3 Hybrid Channel Allocation Protocols

Hybrid Channel Allocation schemes were proposed as a result of simulations [14,24] and analysis [23], that indicated that the performance of FCA and DCA schemes change depending on the traffic load in the mobile cellular network. Under a heavy uniform traffic load, FCA schemes have shown better performance than DCA, whereas under low and moderate traffic intensity, DCA strategies have better performance than FCA, particularly with nonuniform traffic. HCA schemes were introduced in order to take advantages of both FCA and DCA techniques.

In HCA schemes [15,24,36,39], the channels of a mobile cellular system are partitioned into fixed and dynamic sets. The channels included in the fixed set are assigned to each cell using the FCA scheme, whereas the dynamic set of channels is shared by all BSs. The channel allocation procedure for the dynamic set may follow any of the DCA strategies.

### 20.4 Biologically Inspired Channel Allocation Protocols

For obvious reasons, there has been a growing and continued interest in developing efficient solutions and heuristics for the dynamic channel allocation problem. Many such solutions are based on biological (such as cellular automata and neural networks), evolutionary (such as genetic algorithms), and physical or natural phenomena (such as simulated annealing). Some of these solution techniques can be classified under a general paradigm, called biocomputing. It also turns out that almost all of these approaches are inherently distributed in nature. Consequently, many distributed algorithms have been proposed for real-world application problems, including DCA for mobile networks.

In this section, we present three well-known biologically inspired dynamic channel allocation protocols based on simulated annealing, neural networks, and genetic algorithms, respectively. In this section, we briefly review the algorithms.

### 20.4.1 Simulated Annealing-Based Dynamic Channel Allocation Protocols

Simulated annealing (SA), introduced by Kirkpatrick et al. [26], is a powerful method for optimizing functions defined over complex systems. It is based on ideas from statistical mechanics and motivated by an analogy to the behavior of physical systems in the presence of a heat bath.
While greedy algorithms, and other simple iterative improvement techniques accept a new configuration of lower cost and reject the costly states, SA escapes from local minima by sometimes accepting higher cost arrangements with a probability determined by the simulated “temperature.” When compared to other approaches to solving combinatorial optimization problems, SA leads to efficient heuristic algorithms and can easily handle multiple, potentially conflicting goals in the same problem.

Simulated annealing has been successfully applied to resolve the channel allocation problem [17] in a way similar to solving combinatorial optimization problems. The DCA SA-based algorithm is first expressed as an optimization problem with the objective of avoiding interference to efficiently serve the expected mobile hosts’ traffic by using configuration space $S$, cost function ($C$), and neighborhood structure ($N$) information. Then, an appropriate cooling schedule is selected and executed via the traditional annealing process to allocate $m$ channels in a mobile radio network of $n$ cells according to the following steps:

**Step 1:** Choose an initial configuration space $S_{\text{start}}$ and an initial temperature $t_0$ by hand. Since the $m$ radio channels are to be assigned to $n$ radio cells, the initial configuration space is defined as a binary matrix ($S_{ij}$) of dimension $m \times n$ with the following elements:

$$S_{ij} = \begin{cases} 0 & \text{if channel } i, \text{where } i = 1, \ldots, m, \text{ is not used} \\ 1 & \text{in radio cell } j \text{ where } j = 1, \ldots, n. \end{cases}$$

**Step 2:** Construct a neighborhood structure $N(s)$ of the current configuration space $S$ by performing the following two transitions. First, one channel $i$ is used or dropped by one cell $j$. Second, one unused channel $i_1$ replaces one used channel $i_2$ in one cell $j$.

**Step 3:** Propose a new configuration space $S'$ from the neighborhood structure $N(s)$.

**Step 4:** Compute the cost function

$$C(S) = C_{\text{interference}} + C_{\text{traffic}}$$

where the $C_{\text{interference}}$ represents a penalty associated with channel interference and $C_{\text{traffic}}$ represents the penalty associated with traffic violations.

**Step 5:** Compute the acceptance probability

$$\min \{1, \exp(-C(S') - C(S))/t_k\}.$$

If the acceptance probability is between 0.7 and 0.9, then assign $S$ the new value $S'$. If the equilibrium has not been reached go to Step 2. If a substantial improvement in cost cannot be expected, then the final temperature has been reached. Stop.

**Step 8:** Update the temperature level $t_k$.

$$t_k = t_{k-1} \cdot \exp(-\lambda t)/\sigma.$$

Go to Step 2.

### 20.4.2 Neural Network-Based Dynamic Channel Allocation Protocol

To avoid channel interference and meet channel demand, neural networks have been used in recent years. In this chapter, we present a neural network solution proposed by Kunz [27].

The DCA algorithm based on neural networks uses one neuron $u_{ij}$ for each channel $i$ at each BS $j$. To allocate the $m$ channels, the neural network-based DCA protocol consists of the following basic steps [27]:

**Step 1:** Set an arbitrary initial value for the neuron matrix $(u_{ij})$.

**Step 2:** Compute the interference matrix $(\text{interf}(j, j'))$, where $\text{interf}(j, j') = 1$, if the BSs $j, j'$ interfere; otherwise $\text{interf}(j, j') = 0$. © 2006 by Taylor & Francis Group, LLC
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Step 3: Set weights \( T_{ij,j'} \) and external input \( I_{ij} \) according to interference and channel demand.

\[
T_{ij,j'} = -A \delta_{ii'} \text{interf}(j,j') - B \delta_{jj'} (\delta_{ii'} - 1 + \delta_{ii'} + 1) - C \delta_{jj'} - D \delta_{ii'} \delta_{jj'}
\]

\[
I_{ij} = C \text{traf}(j)
\]

where A, B, C, and D are nonnegative parameter values, \( \delta_{ii'} = 1 \) and \( \delta_{ij} = 0 \).

Step 4: Execute the iterative operation of the corresponding energy function \( E \) until it reaches a constant value.

\[
V_{ij} = \frac{1}{2} \left( 1 + \tanh(\lambda u_{ij}) \right)
\]

\[
E = 0.5A \sum_{j=1}^{n} \sum_{j'=1}^{m} V_{ij} V_{ij'} + B \sum_{j=1}^{n} \sum_{i=1}^{m-1} V_{ij} V_{ij+1} + 0.5C \sum_{j=1}^{n} \left( \sum_{i=1}^{m} V_{ij} - \text{traf}(j) \right)^2
\]

\[
- D \sum_{j=1}^{n} \sum_{i=1}^{m} V_{ij}^2
\]

Step 5: Check whether the final output \( V_{ij} \) of each neuron \( u_{ij} \) is at its maximum or minimum. If not, go to Step 3. If yes, stop.

Finally, if the output \( V_{ij} \) of one neuron takes the maximum value, the channel \( i \) is permitted for use at BS \( j \). On the contrary, if the output \( V_{ij} \) takes the minimum value, the channel \( i \) is prohibited for use by BS \( j \).

20.4.3 Genetic-Based Dynamic Channel Allocation Protocol

Genetic algorithms simulate genetic phenomena. The DCA algorithm based on the genetic paradigm borrows important genetic processes such as reproduction, crossover, and mutation from biology. The offspring inherits good characteristics from its parents, making its fitness to the new environment be greater than that of either parent.

Kim et al. [25] has proposed an efficient DCA scheme based upon the genetic paradigm while considering the following three constraints: the CCC, the ACC, and the co-site constraint (CSC). The proposed scheme assigns \( m_i \) channels to the \( i \)th cell by taking the following steps.

Step 1: Initialize the population by setting its size. For each string \( S_r \), the channel assignment is first performed in the cell with the largest number of calls, next in the one with the next largest number of calls, and so on, until all cells have been assigned frequencies. Any two frequencies assigned to a cell must have the interval \( \gamma \), which is the minimal frequency interval satisfying the three compatibility constraints.

Step 2: Calculate the energy function \( E_{Sr} \) and the fitness function \( F_{Sr} \) of each string \( S_r \).

\[
E_{Sr} = E_{CSCS_r} + E_{ACS_r} = \text{(energy for CSC)} + \text{(energy for ACC and CCC)}
\]

\[
F_{Sr} = \frac{1}{\sum_{r=1}^{p} (1/E_{Sr})}
\]

Step 3: Generate the roulette wheel slot of each string \( S_r \), whose size is proportional to the ratio of its fitness to the total amount of fitness in the population.

Step 4: Select \( P \) pairs of strings into a mating pool to reproduce the next generation of population. The string is selected if a random number between 0 and 1 generated for each selection is within the range of its roulette wheel slot.

Step 5: The strings in the mating pool are mated under a crossover operation at random. There are three crossover techniques: uniform crossover, one point crossover, and two point crossover.
Step 6: Find a new search space through mutation, avoiding getting trapped in a local minimum. The five mutation techniques can be considered.

Step 7: If the maximum number of iterations is reached or if $E_{S} = 0$, stop. Otherwise, go to Step 2.

The genetic algorithm cannot guarantee convergence, so the maximum number of iterations must be set. However, it is more attractive than simulated annealing and neural networks in that it can find an acceptably good globally optimal solution very quickly.

20.5 Algorithms Based on Borrowing for Dynamic Channel Allocation

In this section, we investigate three widely known algorithms based on the borrowing paradigm for DCA. These include the basic borrowing algorithm with reassignment, the borrow first available scheme, and a dynamic load balancing strategy.

20.5.1 Basic Borrowing Algorithm with Reassignment

The basic borrowing algorithm was proposed by Engel and Peritsky [18]. It is one of the earliest developed algorithms based on the borrowing mechanism. The channels assigned to a cell $i$ are classified as standard and nonstandard channels, where the standard channels are only used by the cell $i$ and the nonstandard channels are borrowable. Borrowed channels must be returned after the call drops.

The borrowing-based channel allocation algorithm maintains for each cell a series of lists about the usage of channels, such as available standard channels, available nonstandard channels, and used standard channels. When a call is initiated, a nonstandard channel, which has the minimum probability of blocking neighboring cells will be chosen if the standard channels are exhausted. When a call that occupies a standard channel is dropped, an appropriate used nonstandard channel that can reduce the call blocking probability will be freed by shifting its call to the standard channel. When a call is initiated, a reorganization of the channels is performed if all standard and nonstandard channels are unavailable.

20.5.2 Dynamic Channel Allocation Based on Borrowing from the Richest, First Available

Anderson [2] has proposed three borrowing algorithms for dynamic channel assignment. In these schemes, among the earliest DCA techniques, a set of channels are assigned to a cell as its nominal channels. Likewise, a set of cells is assigned to a channel as its nominal cells.

When setting up a call, the cell first looks to see if a nominal channel is available. If not, it will compute the number of channels available for borrowing from each adjacent cell. If no neighboring channel is available, this call is blocked. Otherwise, a channel is borrowed from the cell that has the most available for borrowing. When a borrowing cell finishes with a borrowed channel, that channel must be returned to its owner.

The second algorithm is much more complex. We define the worst case to be the nominal cell that has the fewest nominal channels available after the proposed borrowing. The idea is that the candidate borrowed channel has to be chosen in such a way that it maximizes the available nominal channels in the worst-case, nominal, interferable cell. If a cell has no nominal channel available for a call, it will check the adjacent cells one by one. For each nominal channel of an adjacent cell, it first checks whether the channel is available. Then, all the nominal cells of the available channel are examined for interferability. Within those interferable cells, the minimum number of nominal channels $\min(i)$ is recorded (note: $i$ denotes the potential borrowed channel of the adjacent cell). Finally, the potential borrowed channel with the maximum $\min(i)$ is borrowed.
The third algorithm is relatively simple. It simply chooses the first available channel instead of trying to optimize when borrowing. All channels are first divided into several channel sets. These channel sets are nominally allocated to cells at the regular reuse interval. Channel sets are searched in a prescribed sequence for setting up a call, with the search continuing until an available channel is found or the search is terminated. If no available channel is found, the call is blocked.

20.5.3 DCA Algorithm Based on Dynamic Load Balancing Strategy

The first algorithm presented by Das et al. [16] is based on a dynamic load balancing strategy. Its idea is to reassign channels according to dynamic load distribution. All cells are classified into two categories: hot cells and cold cells. A parameter degree of coldness $d_c$ is defined as the ratio of the number of available channels to the number of initial channels assigned to the cell. A mobile radio network has a fixed threshold parameter $h$ calculated once by a Markov model. If $d_c \leq h$, the particular cell is hot, otherwise it is cold. As the time passes, the degree of coldness and state of a cell will change. A hot cell can borrow channels from a cold cell or from another hot cell.

The mobile users in a cell are divided into three types: new, departing, or other according to holding time and distance from the BS. A user is new if it has been in the current cell for a short period. If a user is close to the boundary of a cell so that its received signal strength (RSS) is weakened, it is a departing user. A user who is neither “new” nor “departing” is classified as other. The state of the mobile users in a cell is an important factor in selective borrowing. To borrow channels, each hot cell has to compute the value $NumDpart$, which stores the number of users that are departing from this cell.

The channel borrowing algorithm defines a selection criteria function for borrower and lender pairs, given by

$$F(B, L) = f(d_c(L), D(B, L), H(B, L))$$

where $B$ and $L$ stand for a borrower and a lender, respectively. The parameter $d_c(L)$ represents the coldness of the lender. The value $D(B, L)$ is the cell distance between the borrower $B$ and lender $L$. The value $H(B, L)$ denotes the number of hot co-channel cells of the cold lender cell $L$. These lender cells are also nonco-channel cells of the borrower cell $B$. The cold cell whose parameters maximize the value of $F(B, L)$ is selected as a lender.

The channel borrowing algorithm can run on a concentric architecture like MSC or on a distributed architecture. Regardless of the architecture, the algorithm runs once for each borrower cell by taking the following steps:

**Step 1:** Request the array $NumDepart$ from the hot cells.

**Step 2:** Examine the neighboring cells of the borrower cell $B$. Choose the cold ones and the hot ones with nonzero $NumDepart$ as probable lender cells.

**Step 3:** Order the probable lender cells $L$ in decreasing order using the function $F(B, L)$.

**Step 4:** For each cell $i$ in the listed order, borrow channels until either the function $F(B, L)$ is not maximum or the number of borrowed channels is equal to $NumDepart$. Lock each lent channel to avoid interference.

**Step 5:** If the required number of channels has not been borrowed and the list of ordered cells is not exhausted, go to **Step 4**. Otherwise, if the required channels have been borrowed, terminate; else continue next step.

**Step 6:** Calculate $F(B, L)$ for all cold cells $L$ in the frequency reuse pattern of $B$, excluding those already considered above.

**Step 7:** Borrow a channel from the cell $L$ with the maximum $F(B, L)$, lock this channel and recompute the function $F(B, L)$.

**Step 8:** Repeat Step 7 until the required number of channels has been borrowed.
20.6 Algorithms Based on the Mutual Exclusion Paradigm for Dynamic Channel Allocation

In this section, we investigate four widely known algorithms for DCA. These are Prakash et al. [32], Choy and Singh [11], Cao and Singhal [7] and finally the Distributed Dynamic Resource/Channel Allocation Algorithm (DDRA) [4]. All are based on the mutual exclusion paradigm.

20.6.1 Channel Allocation versus Mutual Exclusion

Mutual exclusion has long been a research topic in operating systems and distributed computing. It is used to provide an efficient access control mechanism for processes to access shared resources without any conflict or deadlock. For example, operating systems use mutual exclusion to allow exclusive access of processes to a database. Mutual exclusion has also been used in distributed computing to control access to a shared data section.

The channel allocation problem can be treated as a mutual exclusion problem, where two adjacent cells must use the same communication channels exclusively. Bandwidth and communication channels are limited, so that when many communication sessions happen simultaneously, it is very possible that two neighboring cells choose a same channel from the limited channel set. Solving this conflict is similar to the mutual exclusion problem.

There are two basic approaches to using mutual exclusion to solve the co-channel interference problem. The first approach adopts the use of a time-stamp. When a BS requests a channel from its neighboring BSs, it sends a time-stamped REQUEST. If two requests need the same channel, the one with the earlier time-stamp acquires the channel. This method is applied by the Prakash–Shivaratri–Singhal and Cao–Singhal algorithms.

The second method adopts the use of another variable competition. When two sessions request the same channel, their competition values are compared. The greater one wins. The loser increments its competition by one in order to improve its competition ability in the next round. This solution is used by DDRA.

The third method sets a priority for each BS. If two BSs request the same channel, the one with the greater priority acquires it. This method is adopted by the Choy–Singh algorithm.

20.6.2 The Prakash–Shivaratri–Singhal Algorithm

The first DCA algorithm [32] we present is the distributed DCA algorithm of Prakash, Shivaratri, and Singhal. The authors use a system model that consists of a set of MBSs and MHs connected by a completely wireless network. The model also assumes that the MBS–MH short-hop communication channels and MBS–MBS backbone channels change with time. The models assumed by the other algorithms assume there are changes only in the MBS–MH short-hop communication channels. The communication channels in the system are divided into two disjoint sets: Spectrum for backbone communication and Spectrum for short-hop communication. The MBSs in the network use independent but similar algorithms for backbone and short-hop channel allocation.

A mobile base station MBS in the network maintains three kinds of local information: the set of short-hop channels allocated to its cell, Allocate; the set of used channels, Busy; and the set of candidate channels for possible transfer, Transfer. Initially, the three sets are empty. MBS chooses a channel from Spectrum or Spectrum. As channels are allocated and exchanged, MBS updates the three local sets, and exchanges information about these sets with neighboring MBSs.

MBS allocates a channel according to the following steps:

Step 1: MBS calculates the expression Allocate — Busy — Transfer to check whether there is a unused local channel. If there is, it can assign that channel to the communication session.

Step 2: If there is no available local channel, MBS sends time-stamped REQUEST messages to the neighboring MBSs. After receiving REPLY messages from each neighbor, MBS takes the union of its own Allocate, Busy, and Transfer set and its neighbors’ Allocate, Busy, and Transfer sets and
computes the interference set, $\text{Interfere}_i$. Then, MBS$_i$ calculates the free set $\text{Free}_i = \text{Spectrum}_i - \text{Interfere}'$. If $\text{Free}_i$ is empty, the channel request is dropped. Otherwise, MBS$_i$ performs Step 3.

Step 3: MBS$_i$ selects channel $k$ from $\text{Free}_i$; to be transferred and sends TRANSFER($k$) messages to all neighbors. If all neighboring cells reply with AGREED messages, MBS$_i$ assigns channel $k$ to the communication session. Otherwise, if any of the neighbors replies with a REFUSE message, MBS$_i$ tries the next channel in $\text{Free}_i$. If all channels fail, the communication request is dropped.

This distributed DCA algorithm has two characteristics. First, the mutual exclusion mechanism is based on the communication requests’ time-stamp. The earlier the request’s time-stamp, the higher the priority. The second characteristic is that the newly acquired channel is kept with the same MBS, even after completion of the communication session, that is, it is stored in the Allocate set until it is transferred.

Based on the simulation results presented in Reference 32, the algorithm shows good performance under smooth change of uniform and nonuniform loads. However, with a heavy nonuniform load with sudden changes, the dropping rate and blocking rate of the algorithm are both high and the response time is longer.

### 20.6.3 The Choy and Singh Algorithm

Our second distributed DCA algorithm [11] was proposed by Choy and Singh. The algorithm uses the dining philosophers algorithm as its kernel, with a mutual exclusion mechanism that is based on each MBS’s color value, representing its priority. The greater the color value, the higher the priority. Initially, each MBS is assigned a color, and all neighboring MBSs have different colors. When two neighboring MBSs request the same channel simultaneously, the one with the higher color value takes the channel.

In addition, the algorithm divides the set of $n_c$ channels into $n_g$ groups. Moreover, $n_g$ instances of a dining philosophers algorithm are run independently. When an MBS receives a communication request, it executes the following steps to allocate a channel to the request:

1. **Step 1**: The MBS tries to satisfy a user request with a local unused channel. If it fails, it takes Step 2.
2. **Step 2**: The MBS will transfer channels through executing the dining philosophers algorithm. The set of channels in the group is examined for any possible transfers. Therefore, other pending requests can also be served simultaneously.

The authors studied the performance of the algorithm through a set of experiments based on uniform and nonuniform cases. These experiments compared two approaches of borrowing channels: an optimistic and a pessimistic approach. The results show the optimistic approach performs well under light loads but not under heavy loads, whereas the pessimistic approach showed better performance under heavy loads.

### 20.6.4 The Cao and Singhal Algorithm

The third algorithm we have selected is the adaptive distributed DCA algorithm proposed by Cao and Singhal [7]. Its basic idea and implementation procedures are similar to the Prakash algorithm, but there are some important differences. Here, we concentrate on this algorithm’s unique characteristics.

Initially, a fixed number of primary channels are assigned to each cell. For cell $C_i$, its primary channel set is designated by $P_i$. Compared with the Prakash–Shivaratri–Singhal algorithm, which assumes each cell’s original allocated channel set is empty, the Cao–Singhal algorithm performs better under light load traffic because each cell can satisfy its communication requests using local channels without consulting with its neighboring cells.

This algorithm depends on the principle that a cell borrows a channel from its “richest” interference neighbor. This principle prevents the case where a neighbor uses up its primary channels soon after lending channels. Therefore, some extra borrowing operations are avoided, a short response time is obtained, and message complexity is kept low.

This algorithm has a unique mechanism called intrahandoff. In contrast to interhandoff, where a MH is assigned a new channel when it moves from one cell to the other, intrahandoff enables an MH to release
its current channel and be assigned a new channel within the same cell, based on interference information. Intrahandoff can achieve better channel reuse through minimizing co-channel interference. However, it increases the message overhead.

### 20.6.5 The Boukerche–Hong–Jacob Algorithm

The Distributed Dynamic Resource/Channel Allocation (DDRA) was proposed by Boukerche et al. [4]. Compared to the previous dynamic channel assignment algorithms, which make use of co-channel interference, the DDRA algorithm adopts the co-group interference approach. The set of all channels is divided into several groups, with the number of channel groups equal to the number of BSs in a cluster. Any two adjacent BSs always hold different groups, an idea obtained from the three-coloring theorem.

The DDRA algorithm uses a variable *competition* to solve the mutual Exclusion problem. The greater the value of *competition*, the higher the priority. If two *competition* numbers are the same, the winner is selected randomly. When a communication request is initiated in cell $G_i$, BS$_i$ allocates a channel to this request by implementing the following steps:

**Step 1:** BS$_i$ picks a group $g_j$ that it has not yet visited and sends a REQUEST message to all neighboring BSs.

**Step 2:** BS$_i$ receives REPLY messages from all neighbors. If any of the neighbors sends back a REJECT message, BS$_i$ cannot use the group $g_j$. In that case, BS$_i$ increments the value of *competition* by one in order to enhance its competition ability in the next round. The algorithm then goes back to Step 1. If no group can be used, then BS$_i$ drops this communication request.

**Step 3:** If all neighbors reply with a AGREE message, BS$_i$ searches for a free channel in $g_j$. If it finds one, BS$_i$ changes the value of *competition* to zero and assigns the channel to the request. At the same time, a BLOCK message for this channel is sent to all neighboring BSs. Otherwise, the algorithm goes back to Step 1.

The authors compare the performance of their algorithm with the optimistic and pessimistic algorithms through a set of simulations. Because DDRA makes use of co-group interference and does not borrow any free channel from a neighboring BS, the simulation results show that low message complexity and low channel acquisition time can be obtained.

### 20.7 Algorithms Based on Graph Coloring for Dynamic Channel Allocation

Some authors have modeled the channel allocation problem as a generalized list coloring problem. To avoid channel interference, the same channel cannot be used in two neighboring cells. For the list chromatic number of a graph coloring, two neighboring nodes have different colors, making it feasible to allocate channels using graph theory. There are two approaches presented by Garg et al. [20]: a deterministic distributed approach and a randomized distributed approach.

#### 20.7.1 Deterministic Distributed Approach

This approach also makes use of the idea of mutual exclusion, but because it employs graph coloring, we classify it as a graph coloring algorithm. First, to serve as a priority scheme, an initial vertex coloring of the graph is assumed, where $D$ colors are used. The smaller the color, the higher the priority. Some notation is introduced before we review how it works. Busy$_j$ and Free$_j$ denote the set of busy colors and free colors in node $v_j$, respectively (notice: a node of a graph means a cell or a BS and a color stands for a frequency). Occupied$_{ij}$ of node $v_i$ is the size of Busy$_j$ for node $v_j$ ($v_i$'s neighbors). $l_j$ represents the last synchronization.
message received from the neighbor \( v_j \).

**Step 1:** Send a message \( \text{sync}_1 \) to each neighbor \( v_j \) when all \( l_{ij} \neq \text{sync}_1 \). This is the first doorway.

**Step 2:** Send a message \( \text{sync}_2 \) to each neighbor \( v_j \) when all \( l_{ij} \neq \text{sync}_2 \). This is the second doorway.

**Step 3:** Wait until node \( v_i \) has the highest priority.

**Step 4:** Choose the requested frequencies \( S \) from \( \text{Free}_i \). Then send a confirmation message \( \text{con}(S) \) to each neighbor. Wait for all acknowledge messages from neighbors.

**Step 5:** Implement \( \text{Busy}_i = \text{Busy}_i \cup S \) and \( \text{Free}_i = \text{Free}_i - S \) when all neighbors acknowledge. Finally, send a message \( \text{sync}_3 \) to each neighbor.

### 20.7.2 Randomized Distributed Approach

This scheme assumes that the list coloring is much larger than the total number of colors needed by a node. When the node \( v_i \) requests several colors, it first randomly picks some colors from \( \text{Free}_i \). It then checks with its neighbors. Two doorways are avoided by this approach. Colors are acquired as follows:

**Step 1:** Randomly pick colors \( S \) from \( \text{Free}_i \). Calculate \( \text{Busy}_i = \text{Busy}_i \cup S \) and \( \text{Free}_i = \text{Free}_i - S \).

**Step 2:** Send a message \( \text{pick}(S) \) to each neighboring cell and wait for all replies.

**Step 3:** For each color \( f \in S \) do if some neighbor has replied “No” for \( f \) then calculate \( \text{Busy}_i = \text{Busy}_i - f \), \( \text{Free}_i = \text{Free}_i \cup f \) and \( S = S - f \).

**Step 4:** Finally, send a message \( \text{con}(f(S)) \) to each neighbor \( v_j \).

### 20.8 Channel Allocation for QoS Enhancement

Each channel allocation scheme discussed earlier is designed to utilize bandwidth efficiently but does not take into account any Quality of Service (QoS) guarantees. In multimedia applications, different types of media have different QoS requirements. For example, such media as video and audio require a minimum transmission rate and maximum delay constraints (real-time) but do not demand error-free transmission. However, such media as data, for example, transmitted software or an “email” message, requires error-free transmission but do not have real-time constraints. Because of this, some QoS-enhanced channel allocation schemes have been proposed.

#### 20.8.1 Cao’s QoS-Enhanced Channel Allocation Scheme

The inter-cell handoff is a frequent operation in a mobile cellular network. If a handoff fails, the ongoing call is dropped, so the handoff operation heavily affects the connection dropping rate (CDR), an important QoS metric. In general, to keep the connection dropping rate below its target value, each cell reserves a fixed number of channels or makes reservations based solely on prediction. These strategies may not work well because they waste a large amount of wireless bandwidth, while failing to reduce the CDR below the target value. Cao’s scheme enhances the QoS by integrating distributed channel allocation with adaptive handoff management [6].

The DCA scheme was introduced in the previous section. Here, we review how to implement the QoS enhancement based on the distributed channel allocation scheme. In cell \( C_i \), \( A_i \) and \( R_i \) stand for the number of available and reserved channels, respectively.

**Step 1:** When a new connection in cell \( C_i \) requires \( m \) channels, the connection is admitted if \( A_i \geq m + R_i \).

If \( A_i < m + R_i \), attempt to borrow \( R_i + m - A_i \) channels through the DCA. If borrowing fails, this connection is blocked.

**Step 2:** When a handoff requires \( m \) channels, the handoff succeeds if \( A_i \geq m \); otherwise, it fails. When \( A_i < R_i \), attempt to borrow \( R_i - A_i \) channels through the DCA.

**Step 3:** In all other cases, cell \( C_i \) calculates its DCR, six neighboring cells’ DCR and the average DCR. When the DCR of \( C_i \) is greater than the target value, increase the \( R_i \) and notify neighboring cells.
to stop borrowing channels from cell $C_j$. Concurrently, block $\beta$ percent of the connections, which may go to cell $C_j$, whose DCR is high. Otherwise, when the DCR of $C_i$ is less than a predefined percentage, then decrease the value of $R_i$ and inform the neighboring cells to resume borrowing channels from cell $C_i$. Simultaneously, stop blocking the connections that were going to cell $C_j$.

### 20.9 Channel Allocation for Fault-Tolerant Enhancement

All of the DCA schemes we have discussed so far require the exchange of channel usage information between neighboring BSs. Some implementations cannot continue until a response message from the neighboring BS is obtained. Thus, if a BS fails or a link between neighboring BSs fails, some BSs will fall into infinite waiting. Hence, it is necessary to enhance fault-tolerance for the DCA. We shall list two channel allocation schemes for enhanced fault-tolerance in the following section.

#### 20.9.1 Prakash, Shivaratri, and Singhal's Fault-Tolerant Enhanced Channel Allocation Scheme

The DCA scheme of Prakash, Shivaratri, and Singhal was reviewed in the previous section. The channel allocation algorithm for fault-tolerant enhancement proposed by Prakash et al. [33] is based on that DCA scheme. Here, we review how this algorithm enhances fault-tolerance based on failures.

**Case 1:** Mobile Host fails. If, during an ongoing communication session, the MH fails, the BS ($B_S_i$) removes the occupied channel from the set $Busy_i$ and adds it to the set $Free_i$, considering it simply to be the completion of a communication session.

**Case 2:** The link between neighboring BSs fails. The underlying network protocol can handle this failure. If the direct wired link between two neighboring BSs fail, an usable alternate wired replacement path will be found if one exists. Even if all the wired links fail, the 8 kb/s wireless control channel is still usable.

**Case 3:** BS fails. In this case, resolution is relatively complicated. Each BS sets a timer for each information exchange. If there is a time-out after sending a REPLY message, BS$_i$ assumes it has received a REPLY message from BS$_i$, such that $Allocate_i$, $Busy_i$, and $Transfer_i$ are empty sets. If there is a time-out after sending a TRANSFER$(k)$ message, BS$_j$ assumes that it receives an AGREED$(k)$ message from BS$_i$. After knowing BS$_i$ has failed, BS$_j$ removes BS$_i$ from its list of neighbors and does not send any more messages to BS$_i$. When the fault has been repaired, BS$_j$ sends a notification message to all neighboring cells, which add BS$_i$ to their list of neighbors.

#### 20.9.2 Cao and Singhal's Fault-Tolerant Enhanced Channel Allocation Scheme

On the basis of Cao and Singhal's DCA scheme, they presented a channel allocation scheme for fault-tolerance enhancement [8]. This fault-tolerance enhanced scheme deals with the same three cases of failures as Prakash, Shivaratri, and Singhal: MH failure, BS failure, and link failure. Most resolutions are similar except for the failure of a BS.

For the failure of a BS, the difference lies on the different system model. The Prakash, Shivaratri, and Singhal system model assumes each cell has six neighboring cells and that a channel can be reused as long as two cells are not neighbors. However, Cao and Singhal's system model assumes the co-channel reuse distance is $3\sqrt{3}R$ ($R$ is the radius of a cell), meaning that each cell has up to 30 neighboring cells. This scheme introduces the following property: if two cells $C_i$ and $C_j$ of a cluster request the same channel $r$, they have at least one common cell, which is an interference-nominated cell of channel $r$. According to this property, a borrower does not have to receive response messages from all interference neighboring cells to make a decision. The failure of a neighboring BS may not affect other BS's borrowing. Therefore, the channel allocation scheme is fault-tolerance enhanced.
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Adaptive Mobility Management in Wireless Cellular Networks

21.1 Introduction

The major driving forces behind the rapidly growing field of mobile computing include the tremendous development in wireless networking access technologies and powerful portable devices over the recent years, in addition to node mobility that accounts for the flexibility of communicating and computing on the move. However, most of the challenging issues and problems in this field arise due to the fact that the underlying environment is inherently uncertain and extremely resource poor [14]. As an example, wireless communication channels are bandwidth-limited, error-prone and have time-varying stochastic nature, implying their availability is unpredictable. The uncertainty due to node (user) mobility has some fundamental impacts, as it induces uncertainty in the network topology and hence routing, for example. Moreover, traffic load and resource demands in wireless mobile networks are also uncertain.
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This chapter investigates issues related to mobility with a goal to devise techniques to keep the associated uncertainties under control. We assume the wireless network has some infrastructure where base stations (BSs) in cellular networks or access points in wireless LANs provide communication links to the mobile terminals. We will mainly focus on cellular networks, in which given geographic area is divided into a set of cells, each serviced by a BS. Several BSs are often wired to a BS controller (BSC), and a number of BSCs are further connected to a mobile switching center (MSC) forming a tree-like cluster. The communications between the MSCs, BSCs, and BSs are via wired networks, while those between the BSs and the mobile users are via air interfaces. The MSCs act as the gateway to the wireline backbone networks such as PSTN, ISDN, and the Internet. Figure 21.1 illustrates the hierarchical architecture of cellular networks.

Seamless and ubiquitous connectivity is the main driving force behind mobile computing and the growing demand for wireless Internet. However, tracking down a mobile user is a nontrivial task. This is because the freedom of user mobility creates an uncertainty about the exact location of the registered mobile terminal (in short, mobile). The network (or system) has to work against this uncertainty for successful delivery of calls. Furthermore, this has to be done effectively and efficiently (i.e., with as little information exchange as possible) for every user. Transfer of any more message than necessary results in redundant signaling, and hence wastage of scarce wireless bandwidth and energy (battery power) of the mobile.

Depending on whether a mobile terminal is actively communicating or in standby mode, we can distinguish (i) in-session mobility management, and (ii) out-of-session mobility management. Case (i), also known as hand-off management, deals with mechanisms by which calls/sessions are kept alive while the terminal moves from cell to cell, thereby changing the point of attachment. It is relatively easier to handle. On the other hand, case (ii), commonly known as location management, deals with mechanisms of keeping track of mobiles in standby mode. This is more intricate to tackle optimally, as the network has to route incoming sessions within a time bound to avoid connection failure. The rest of this chapter will deal with the location management problem.

The mobility/location management problem in wireless cellular networks involves two key components: paging and update. At one end of the spectrum, one can propose a solution to this problem with the help of what is called paging from the system's perspective. On a call arrival, the network initiates a search for the target mobile, by simultaneously polling all the cells where it can possibly be found. The MSC broadcasts a page message over a designated forward control channel via the BSs in a set of cells. All the mobiles listen to the page message and only the target sends a response message back over a reverse channel. In the worst case, the system may have to page all the cells in the entire service area. Clearly, the paging-only location
tracking solution is very inefficient due to excessive signaling traffic of paging messages if an exhaustive search is to be performed for each and every call. The limited number of paging channels are bound to overload as the call volume grows.

At the other end of the spectrum, one can design a solution, which requires a mobile to report every time it moves from cell to cell. This reporting, called location update or registration mechanism, starts with an update message sent by the mobile over a reverse channel, which is followed by some traffic that takes care of related database maintenance operations at the network side. Again it is easy to see that this naive approach leads to enormous signaling overhead due to update messages, and hence impractical.

In reality, cellular networks employ location management schemes, which lie in between the above two extreme solutions. In other words, a mobile is made to report its whereabouts at a coarser granularity than cell-level, by means of some threshold-based mechanisms. This effectively limits the search space for paging at a later point of time, and thus puts an upper bound on the amount of location uncertainty. Hence, practical location management involves a combination of update and paging with a goal to reduce their combined cost. A critical analysis of the literature reveals that almost all of the existing solutions are based on heuristics that minimize one of the component’s costs more than the other, but can never guarantee optimal cost for mobility tracking. Given that the paging and update costs are inter-dependent rather than independent, the true complexity and characterization of the location management problem was not known until the fundamental work by Bhattacharya and Das [6,7], who tackled this important problem from an information-theoretic standpoint. This outlook provides the insight to design an adaptive algorithmic framework for mobility tracking, which is optimal in terms of both update and paging costs. The objective of their update scheme is to learn user mobility pattern with optimal message exchange. Learning endows the paging mechanism with a predictive power, which reduces the average paging cost.

This chapter takes a more fundamental approach of characterizing the complexity of the mobility tracking problem under an information-theoretic framework. The use of information theory is motivated by the observation that the signaling costs due to update and paging can be traced to the randomness, or uncertainty, associated with an individual user’s mobility pattern. More precisely, Shannon’s entropy measure is identified as a basis for quantifying this uncertainty [11,39] and thus comparing user mobility models. We then develop an adaptive model-independent framework for estimating and managing the underlying uncertainty and relate it to the entropy or information content of the user’s movement process.

Entropy captures the uncertainty of a probabilistic source, which is also the information content of the message (e.g., in number of bits) it generates. The performance of the mobility tracking algorithm can be measured too in the number of bits exchanged between the mobile and the system database during updating or paging. Since no algorithm can track the mobile by exchanging any less information on an average than the uncertainty created by its mobility, the proposed algorithm is optimal when these two amounts are the same.

By building and maintaining a compressed dictionary of user’s path updates (as opposed to the widely used “position” updates), our on-line algorithmic framework is simple, optimally adapts and learns user’s mobility patterns. It also allows for flexible tradeoff between location update and paging costs.

### 21.1.1 Chapter Organization

Section 21.2 provides a taxonomical classification of the existing location management schemes, bringing out important results on paging and update mechanisms. This section also analyzes the motivation behind the development of an information-theoretic framework for mobility management. Section 21.3 describes general models for the cellular network and individual user mobility. Section 21.4 shows how to compare mobility models in terms of uncertainty, and discusses the richness and limitation of the models. Section 21.5 gives an overview of an adaptive, predictive scheme called “LeZi-update,” designed around the well-known universal lossless compression techniques such as the Lempel-Ziv family. Subsequently, Section 21.6 develops an optimal tradeoff between update and paging. Section 21.7 concludes the chapter with some discussions on ongoing research.
21.2 Taxonomy of Location Management Schemes

This section reviews various paging mechanisms as well as static and dynamic update strategies.

21.2.1 Paging Schemes

As mentioned earlier, the naive approach to location tracking is to page the mobile simultaneously either in the entire network, or in a part as dictated by the last update message. As pointed out in Reference 31, this may be overkill. In reality, paging must be completed within an allowable delay constraint, and there exists the possibility of sequentializing the procedure. An alternative considered there is to split the service area into location areas (LAs), where all the cells within an LA are paged simultaneously. When a call arrives, the LAs are paged sequentially for the mobile following an ordering termed the paging strategy. A very intuitive result derived in Reference 31 states that, under steady-state location probability distribution of a mobile user, the optimal paging strategy (in terms of the mean cost of paging) with no delay constraint should page the LAs in the order of decreasing probability values. Clearly, a uniform distribution is the worst adversary, because no additional improvement is obtainable by changing paging strategy. An algorithm to find the optimal paging sequence under given delay constraints is also presented in Reference 31. However, the worst case still ends up with systemwide paging and incurring high cost.

To counteract the worst case complexity issue in pure paging-based strategies, most location management schemes rely on time to time location updates by the mobile. The idea is to enforce an upper bound on the uncertainty by restricting the paging domain within the vicinity of the last known location. The cost of location update, however, adds a new component to the location management cost. The update cost over a time period is proportional to the number of times the mobile updates, whereas the paging cost depends on the number of calls placed and the number of cells paged while routing each of those calls. The tradeoff between the two components is evident from the fact that, the more frequently the mobile updates (incurring higher update cost) the less is the number of paging attempts required to track it down.

From an operational point of view, it seems that paging is more fundamental than updating in a cellular system. Yet, it is somewhat interesting to observe that the majority of the research on location management has actually focussed on update schemes, assuming some obvious version of paging algorithm. The most compelling reason for this is the lack of a single unquestionable probability model for user mobility that reflects all kinds of movements seen in practice. As pointed out in Reference 46, not enough studies have been conducted in realistic movement profiles of mobiles that take care of speed and directional variations. Usually, pedestrian and vehicular movement are treated separately. This makes the mobility models inappropriate for PCS networks [9] and third-generation systems [22].

Most paging algorithms proceed with a high reliability factor on the latest update information. The mobile's last known position and its surroundings are considered to be the most probable current position — the probability decreasing in an omni-directional way with increasing distance. This is the underlying assumption for the popular cluster paging [26] and selective paging [1,2,17]. The directional bias in user movement has been taken into account in References 4 and 8 by associating a number of states for each cell under a Markov model. Only while designing paging algorithms, user profiles are considered in Reference 28 which assumed that probabilistic information about a profile is readily available either with the user or at the billing database.

21.2.2 Static Update Schemes

The following two approaches to location update, based on either partitioning of cells into LAs or selection of a few designated reporting cells, have been characterized as static or global techniques [4]. These are static schemes because the cells at which a mobile updates are fixed. They are also global in the sense that all or a batch of mobiles always originate their update messages from the same set of cells.
21.2.2.1 LA Partitioning

The update scheme most widely adopted by current cellular systems (such as GSM [25]), follow the idea presented in Reference 31. The service area under an MSC is partitioned into LA, that are formed by nonoverlapped grouping of neighboring cells. A mobile must update whenever it crosses an LA boundary. Its location uncertainty is reduced by limiting the search space to the set of cells under the current LA. All the cells under the LA are paged upon a call arrival, resulting in an assured success within a single step. The BSs must broadcast the LA-id (along with the cell-id) to aid the mobiles in following the update protocol. Consequently, a global LA assignment is induced for all subscribers. An obvious drawback of this scheme is that the update traffic originates only in the boundary cells of the LAs, thereby reducing the bandwidth availability for other calls.

It has been shown in Reference 44 how to partition cells into optimal LAs. Assuming that the relative cost of paging versus update and how the paging cost varies with LA size are known, their solution is dictated by the call arrival rate and mobility of the user. Two variants of the method are proposed. The pure static variant uses the average call arrival rate and mobility index for all users. Thus, a mobile behaving as a potential outlier would transmit frequent uninformative update messages by crossing LA boundaries. In contrast, a somewhat dynamic variant of this primarily static scheme allows different LA assignments for different mobiles, based on individual call arrival and mobility patterns. This alleviates the localization problem of the update traffic to some extent, although at the cost of the computational complexity involved in choosing, maintaining, and uploading a wide range of LA maps to individual mobiles. This was further extended in Reference 20 to optimize on the signaling costs that reflects the mobile’s direction of movement and regional cell characteristics.

21.2.2.2 Reporting Center Selection

An alternative approach due to Reference 3 does not impose any partition on the cellular map, but designates some cells as reporting cells where the mobiles must update upon entering. On arrival of a call, the mobile is paged in the vicinity of the reporting cell it has last updated at. Choosing an optimal set of reporting cells for a general cellular network has been shown to be NP-complete. Optimal or near-optimal solutions for special types of cellular topologies (e.g., tree, ring, and grid), and an approximation technique for solutions to general graphs have been presented. But the scheme is built upon a number of simplifying assumptions such as square shape for cells and LAs, and a fluid flow model of user mobility.

The basic drawbacks of a static or global scheme, even if reduced by this approach, still lingers. For example, a user can generate uninformative update messages by hopping in and out of reporting cells. As suggested by Sen et al. [38], considering per-user mobility is the first step toward dealing with these problems. Following the spirit of reporting center selection, they impose a selective update scheme tuned to individual users over an LA-based cellular network. Such a technique lies in between the static update schemes and the dynamic ones, described next.

21.2.3 Dynamic Update Schemes

Under these schemes, the mobile updates based only on the user’s activity, but not necessarily at predetermined cells. These are local in the sense that mobiles can make the decision whether to update or not without gathering any global or design specific information about the cell planning. Three major schemes fall under the dynamic category, viz., (i) distance-based, (ii) movement-based, and (iii) time-based, which are named by the kind of threshold used to initiate an update.

21.2.3.1 Distance-Based

Under the distance-based scheme [1,4,17,23], the mobile is required to track the Euclidean distance from the location of the previous update and initiates a new update if the distance crosses a specified threshold, $d$. Although the distance would ideally be specified in terms of a unit such as mile or kilometer, it can also be specified in terms of the number of cells between the two positions. So the location uncertainty is reduced by limiting the search space to the set of cells falling within a circular region of radius $d$ around the last
known cell. One can think of these cells effectively forming an LA centered around the last known position of that specific user. However, it is difficult to measure the Euclidean distance between two locations, even if the traversed distance is made available from the vehicle. Irrespective of its characterization among local ones, implementing a distance-based scheme calls for some global knowledge about the cell map. In order for the mobile to identify the cells within the distance threshold, the system has to load these cell-ids as a response to its update message. In Reference 23 a scheme is described to find an optimal threshold $\hat{d}$ by minimizing the expectation of the sum of update and paging costs until the next call. Considering the evolution of the system in between call arrivals under a memoryless movement model, an iterative algorithm based on dynamic programming is used to compute the optimal threshold distance. A similar approach due to Reference 17 computes the optimal threshold distance, $\hat{d}$, under a two-dimensional random walk user mobility model over hexagonal cell geometry. The random walk is mapped onto a discrete-time Markov chain, where the state is defined as the distance between the mobile’s current location and its last known cell. The residing area of the user contains $\hat{d}$ layers of cells around its last known cell, which is partitioned into paging areas according to the given delay constraint.

21.2.3.2 Movement-Based

The movement-based scheme [2,4] is essentially a way of over-estimating the Euclidean distance by traversed distance, when the distance is considered only in terms of the number of cells. The mobile needs to count the number of cell boundary crossings and update when the count reaches a certain threshold, $M$. It is truly a local scheme since there is no longer any need for any knowledge about cell neighborhood. The penalty paid is an increased number of updates that it triggers counting local movements between different cells, even though the distance threshold is not being crossed.

21.2.3.3 Time-Based

Under the time-based [4,32] scheme, the mobile sends periodic updates to the system. The period or time threshold, $T$, can easily be programmed into the mobile using a hardware or software timer. While this makes it a truly local and attractive solution for implementation, the cost due to redundant updates made by stationary mobiles has to be accommodated. A mobile is paged by searching all possible cells reachable by the user within the elapsed time from the last known cell. Thus the search space evolves as a function of the elapsed time, user mobility, and possibly the last known cell.

In Reference 4, the time-based, movement-based, and distance-based update schemes were compared in terms of the paging cost with varying update rates. Two types of user movement models, viz., independent and Markovian, are used on a ring cellular topology. It has been observed that the distance-based scheme performs the best consistently. The result is intuitive because the distance threshold directly puts an upper bound on the location uncertainty, whereas in both time and movement-based schemes the uncertainty imposed by user mobility interacts with it.

21.2.4 What’s Missing?

A critical analysis of the above discussions lead to the following observations:

1. The location management problem has been formulated by the vast majority of researchers as some static optimization problem to minimize either paging or update cost, or a combination thereof. The inputs to the optimization problem are often some probability values that need to be computed from statistics gathered from system snapshots. In the static version of the optimization problem, an algorithm works off-line to provide a solution that remains in effect until the next run. This interval is very critical to the performance of the technique, but is not provided by the static optimization formulation. Educated guesses are used in most cases. Formulating the problem as a dynamic optimization provides a better insight into its stationary behavior and applicability of static versions. Better yet, it may lead to the design of a on-line algorithm to solve the problem.

2. Unlike the resource management problems in cellular networks, the location tracking problem is user oriented by definition. Naturally, it would be wise to make use of personal mobility and
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21.3 User Mobility

The user mobility model plays too important a role in designing location management schemes. The underlying model can potentially influence the analysis and simulation results so much that observations and conclusions would merely reflect the nature of the model itself. Thus, there are reasons to be skeptical and cautious about extrapolating theoretical claims to practice. For example, Markov models are often constructed with states dictated by the current cell in a regular geometric cellular architecture. Transition probabilities for a typical user to move into a specific neighboring cell are arbitrarily assumed. This is far from being practical.

21.3.1 Network Topology

Structured graph models for a cellular network have been quite popular among researchers engaged in solving the location management problem. Circular, hexagonal, or square areas are often used to model the cells, while various regular graph topologies such as rings, trees, one- and two-dimensional grids are used to model their interconnection. These models do not accurately represent a real cellular network, where the cell shapes may vary depending on the antenna radiation pattern of the BSs, and a cell can have an arbitrary (but bounded) number of neighbors. Although structured graphs help in the early stage of frequency planning, they over-simplify the mobility tracking problem. Since enforcing strict assumptions on the topology has a potential to weaken the model, we refrain from making any assumption about either the geometry or the interconnections between cells.

With a GSM-like deployment in mind, let us consider an LA-based system. The network can be represented by a bounded-degree, connected graph \( G = (\vartheta, \varepsilon) \), where the node-set \( \vartheta \) represents the LAs calling profiles of individual subscribers for optimization purposes. Both the update and paging techniques should be user specific to add the “personal” touch to the personal communication service. Knowledge representation and learning of the user profile are thus two key factors.

3. The effectiveness of sequencing the paging process critically depends on early success of the deployed paging strategy. A large number of failed paging attempts would not only result in more call drops, but also cause overloading on paging channels. The essence of designing a good paging strategy is to enhance the predictability of a mobile’s behavior making use of the user profile.

4. Since the sole purpose of the update mechanism is to aid the paging process, there is no reason to treat them as two independent components of location management cost. As opposed to deciding on a paging strategy first and then optimizing on the update strategy, one can come up with a collaborative pair of paging and update policies. In other words, the update mechanism needs to keep the system better informed about a user’s mobility, sending the maximum possible information in a compact form and avoiding redundancy as far as possible.

Before proceeding further, let us re-interpret three fundamental questions originally posed in References 31 and 32:

1. Complexity: Given a user mobility model, what is the least amount of effort necessary on an average, to track the mobile? What metric do we use to quantify the effort and what unit do we use?
2. Optimality: Given that the user mobility model is known to both the user and the system, how to pick an optimal paging strategy, an optimal update scheme, or an optimal combination of paging and update policies?
3. Learning: How can the time-varying dynamic location probabilities be efficiently estimated based on measurements taken from user motion? How to pick the right mobility model that does not impose fundamental restrictions in terms of richness?
FIGURE 21.2 Model of a realistic cellular system.

TABLE 21.1 User Movement between 9:00 a.m. and 9:00 p.m.

<table>
<thead>
<tr>
<th>Time</th>
<th>a.m.</th>
<th>p.m.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crossing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11:04</td>
<td>a → b</td>
<td>a → b</td>
</tr>
<tr>
<td>11:32</td>
<td>b → a</td>
<td>b → a</td>
</tr>
<tr>
<td>11:57</td>
<td>a → b</td>
<td>b → a</td>
</tr>
<tr>
<td>3:18</td>
<td>b → c</td>
<td>c → d</td>
</tr>
<tr>
<td>4:12</td>
<td>c → d</td>
<td>d → b</td>
</tr>
<tr>
<td>4:52</td>
<td>d → c</td>
<td>c → b</td>
</tr>
<tr>
<td>5:13</td>
<td>c → b</td>
<td>b → a</td>
</tr>
<tr>
<td>6:11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6:33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6:54</td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

and the edge-set \( \varepsilon \) represents the neighborhood (roads, highways, etc.) between pairs of LAs. Figure 21.2 shows a service area with eight LAs, viz., \( a, b, c, d, e, f, g, h \), and the corresponding graph representation.

The general graph representation is of course not restricted to only LA-based cell planning. Some existing systems use paging strategies that work with a finer granularity, and choose the individual cells to be paged next. In such cases, our model would give rise to a graph with a larger node-set \( \vartheta = \{ a_1, a_2, \ldots, b_1, b_2, \ldots, e_1, e_2, \ldots \} \), where \( a_1, a_2, \ldots \) are cells in the LA \( a \) and so on. We introduce a more general term \( \text{zone} \) to refer to a node in our network model. A zone can be an LA or a cell depending on the system. The important thing is that the current zone-id should always be made available to a mobile within by frequent and periodic broadcast messages from the BSs.

21.3.2 Movement History

The real power of an adaptive algorithm comes from its ability to learn. As and when the events unfold, a learning system observes the history to use it as a source of information. Let us now look at the movement history of a typical user within the service area shown in Figure 21.2. For simplicity, we only record the movement at the coarse granularity of LAs. This means that the user must be in one of the eight zones, viz., \( a, b, c, d, e, f, g, h \), at any point in time. Suppose the service was turned on at 9:00 a.m., when the mobile initially registered. Table 21.1 shows the time (limited to the precision of a minute) at which the LA boundaries were crossed. Current time is 9:00 p.m. An update message reports the current zone to the system. Consequently, all that the system obtains from an update scheme is a sequence of zone-id’s. The information carried by this sequence about the user’s mobility profile depends heavily on the underlying update scheme and how it is interpreted by the system.

Let us compare and contrast the sequences generated by the time-based and movement-based schemes. Table 21.2 shows the zone sequences generated. For the time-based scheme, two values of the threshold \( T \) have been considered, viz., 1 and \( \frac{1}{2} \) h. Both do a good job in capturing the fact that the user resides in zones \( a \) and \( b \) for a relatively longer time as compared to zones \( c \) and \( d \). On the other hand, smaller values of \( T \) must be chosen to trace in detail the routes taken by the user. The choice of \( \frac{1}{2} \) h performed better than that of 1 h in that respect, yet missed to detect the zone \( c \) in the round trip \( a \rightarrow b \rightarrow c \rightarrow d \rightarrow c \rightarrow b \rightarrow a \). In contrast, the movement-based scheme is more apt to capture routes. Two choices of the threshold \( M \), viz., 1 and 2, have been used to illustrate its effectiveness. Clearly, \( M = 1 \) captures movements in the finest detail. Yet, both are lacking in their capability to convey the relative durations of residence.

Based on these observations we are now motivated to use a combination of time-based and movement-based schemes to make the movement history more informative. The last row of Table 21.2 shows the zone
sequence obtained if a dual mode update is deployed. This scheme generates an hourly update starting at 9:00 a.m., as well as whenever a zone boundary crossing is detected. In the rest of the paper we assume such an update scheme and use this sequence \( \text{aaababbacadaaa} \ldots \) for illustrative purposes. However, without any loss of generality, we view the movement history as just a sequence of zones reported by successive updates.

**Definition 21.1** The movement history of a user is a string “\( v_1 v_2 v_3 \ldots \)” of symbols from the alphabet \( \vartheta \), where \( \vartheta \) is the set of zones under the service area and \( v_i \) denotes the zone-id reported by the \( i \)th update. Consequently, \( v_i \)s are not necessarily distinct.

### 21.3.3 Mobility Model

A clear understanding of the distinctions between the movement history and the mobility model is necessary before an appropriate definition of the latter can be given. The movement history of a user is deterministic, but a matter of the past. The mobility model, on the other hand, is probabilistic and extends to the future. The tacit assumption is that a user’s movement is merely a reflection of the patterns of his/her life, and those can be learned over time in either off-line or on-line mode. Specifically, the patterns in the movement history correspond to the user’s favorite routes and habitual duration of stay. The essence of learning lies in extracting those patterns from history and storing them in the form of knowledge. Learning aids in decision making when re-appearance of those patterns are detected. In other words, learning works because “history repeats itself.”

Characterization of mobility model as a probabilistic sequence suggests that it can be defined as a stochastic process, while the repetitive nature of identifiable patterns adds stationarity as an essential property. Prior works referenced in this chapter also assume this property either explicitly or implicitly.

**Definition 21.2** The mobility model of a user is a stationary stochastic process \( V = \{ V_i \} \), such that \( V_i \) assumes the value \( v_i \in \vartheta \) in the event that the \( i \)th update reports the user in zone \( v_i \). The joint distribution of any subsequence of \( V_i \)s is invariant with respect to shifts in the time axis, that is,

\[
\Pr[V_1 = v_1, V_2 = v_2, \ldots, V_n = v_n] = \Pr[V_{1+l} = v_1, V_{2+l} = v_2, \ldots, V_{n+l} = v_n]
\]

for every shift \( l \) and for all \( v_i \in \vartheta \). The movement history is a trajectory or sample path of \( V \).

An important question is why such a general mobility model is not as popular as the restrictive models so abundant in the literature. The most likely reason is that the general model allows nothing to be assumed to start the analysis. The model has to be learned. Given that the user mobility model defined just as a stationary process, learning is possible if and only if one can construct a universal predictor or estimator for this process. Here we illustrate an approach for building models from history. Rigorous treatments on these topics can be found in References 15, 30, 31, and 43.

Let us first get a better feel of how commonly used models interpret the movement history and end up imposing restrictions during the learning phase.

#### 21.3.3.1 Ignorant Model

The ignorant model disbelieves and disregards the information available from movement history. Due to the lack of knowledge, it assigns equal residence probabilities to all the eight zones in Figure 21.2. In other words, \( \pi_a = \pi_b = \pi_c = \pi_d = \pi_e = \pi_f = \pi_g = \pi_h = \frac{1}{8} = 0.125 \). The assumption of uniform

---

**TABLE 21.2 Zone Sequence Reported by Various Update Schemes**

<table>
<thead>
<tr>
<th>Update Scheme</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-based (( T = 1 ) h)</td>
<td>aaabbbacadaaa</td>
</tr>
<tr>
<td>Time-based (( T = \frac{1}{2} ) h)</td>
<td>aaaaaabbbbbbaabcddaanaaa</td>
</tr>
<tr>
<td>Movement-based (( M = 1 ))</td>
<td>abababcda</td>
</tr>
<tr>
<td>Movement-based (( M = 2 ))</td>
<td>aacca</td>
</tr>
<tr>
<td>Time- and movement-based (( T = 1 ) h, ( M = 1 ))</td>
<td>aaababbbaubbcddcbuaba</td>
</tr>
</tbody>
</table>

© 2006 by Taylor & Francis Group, LLC
probability distribution suffers from the consequence that no single paging strategy can be adjudged better than another in terms of average paging cost [31].

### 21.3.3.2 The IID Model

The IID model assumes that $V_i$s are independent and identically distributed. Using the relative frequencies of the symbols as estimates of residence probabilities, we obtain the residence probabilities as

$$
\pi_a = \frac{10}{23} \approx 0.435, \\
\pi_b = \frac{8}{23} \approx 0.348, \\
\pi_c = \frac{3}{23} \approx 0.13, \\
\pi_d = \frac{2}{23} \approx 0.087, \\
\pi_e = \pi_f = \pi_g = \pi_h = 0.
$$

### 21.3.3.3 Markov Model

The simplest possible Markov model assumes that the process $S$ is a time-invariant Markov chain, defined by

$$
\Pr[V_k = v_k | V_1 = v_1, \ldots, V_{k-1} = v_{k-1}] = \Pr[V_k = v_k | V_{k-1} = v_{k-1}] \quad (21.2)
$$

for any arbitrary choice of $k$ and $i$.

Zones $e, f, g$, and $h$, never being visited, acquire zero probability mass. The effective state space is thus reduced to the set $\{a, b, c, d\}$. The one-step transition probabilities

$$
P_{i,j} = \Pr[V_k = v_j | V_{k-1} = v_i], \quad \text{where } v_i, v_j \in \{a, b, c, d\}
$$

are estimated by the relative counts. From Figure 21.3, the probability transition matrix $P = (P_{i,j})$ is given by

$$
P = \begin{bmatrix}
2 & 1 & 0 & 0 \\
3 & 3 & 0 & 0 \\
8 & 8 & 1 & 1 \\
0 & 0 & 0 & 1
\end{bmatrix}.
$$

The Markov chain is finite, aperiodic, and irreducible, and thus ergodic. Let $\Phi = [\pi_a \pi_b \pi_c \pi_d]^T$ be the steady-state probability vector. Solving for $\Phi = \Phi \times P$ with $\pi_a + \pi_b + \pi_c + \pi_d = 1$, we obtain $\pi_a = \frac{9}{23} \approx 0.409, \pi_b = \frac{4}{11} \approx 0.364, \pi_c = \frac{3}{22} \approx 0.136, \pi_d = \frac{1}{11} \approx 0.091$. Also, $\pi_c = \pi_f = \pi_g = \pi_h = 0$.

### 21.3.3.4 Finite-Context Model

The ignorant model is incapable of learning and cannot lead to any adaptive technique. The IID model takes the first step toward learning from movement history. For example, $\langle a, b, c, d, e, f, g, h \rangle$ is an optimal unconditional paging strategy that can be derived based on the IID model. However, if we know that the mobile has made the last update in zone $d$, neither $a$ nor $b$ is a more likely candidate for paging in
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comparison to $c$ or $d$. Unfortunately, the IID model does not carry any information about the symbols’ order of appearance and falls short in such situations. The Markov model carries a little more information about the ordering, at least to the extent of one symbol context. To be more precise, let us adopt the terminology order-1 Markov model to refer to this particular model. The same nomenclature designates the IID model as the order-0 Markov model. To maintain this convention, the concept of order has to be extrapolated even to the negative domain without much real meaning. We call the ignorant model an order-(-1) Markov model.

The construction of higher order Markov models is illustrated by enumerating all order-2 contexts in the sequence “aaabbbbcabbccddcbaaaa” and the symbols that appear in those contexts with their respective frequencies. Table 21.3 enumerates the contexts with symbol frequencies for orders 0, 1, and 2. An entry of “$v \mid w(f)$” implies that the symbol $v \in \varnothing$ appears with frequency $f$ in the context $w \in \varnothing^*$, where $\varnothing^*$ is the regular grammar notation for a sequence of zero or more symbols from set $\varnothing$. Null contexts have not been shown explicitly. In other words, $f$ is the number of matches of “$w.v$” in the history, where the dot represents concatenation. A dictionary of such contexts can be maintained in a compact form by a trie or digital search tree, as shown in Figure 21.4. Every node represents a context, and stores its last symbol along with the relative frequency of its appearance at the context of the parent node. Naturally, a node can have at most $|\varnothing|$ children. The root, at level 0, represents a null context. Level $l$ stores the necessary statistics for an order-$(l-1)$ Markov model.

It is now intuitively clear how higher order Markov models carry more detailed information about the ordering of symbols in a sequence. Applied to the update sequences, they capture a lot of information about the user’s favorite routes. For example, according to the order-1 model, the probability of the route “abcbcd” being taken is $\frac{9}{22} \times \frac{1}{3} \times \frac{1}{3} \times \frac{1}{3} \times \frac{1}{3} = \frac{9}{22} \approx 0.41$. However, this may seem, such a zigzag route is highly unlikely to be taken by any sensible person, and should have been assigned a zero probability. Under the order-2 model, this route turns out to be an impossible event, as expected.

**TABLE 21.3** Contexts of Orders 0, 1, and 2 with Frequencies

<table>
<thead>
<tr>
<th>Order-0</th>
<th>Order-1</th>
<th>Order-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a(10)$</td>
<td>$a(6)$</td>
<td>$a(a(3))$</td>
</tr>
<tr>
<td>$b(8)$</td>
<td>$b(a(3))$</td>
<td>$b(a(2))$</td>
</tr>
<tr>
<td>$c(3)$</td>
<td>$c(b(3))$</td>
<td>$c(ab(1))$</td>
</tr>
<tr>
<td>$d(2)$</td>
<td>$d(b(4))$</td>
<td>$d(ab(1))$</td>
</tr>
<tr>
<td></td>
<td>$c(1)$</td>
<td>$c(ab(1))$</td>
</tr>
<tr>
<td></td>
<td>$b(1)$</td>
<td>$c(bc(1))$</td>
</tr>
<tr>
<td></td>
<td>$c(1)$</td>
<td>$c(bc(1))$</td>
</tr>
</tbody>
</table>
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The possibility of Markov models based on higher order finite contexts adds hope as well as confusion to the pursuit of a general mobility model. Does an increase in the order of context always make the model richer? There should be a limit to the richness, because the sought after general model has to be the richest. At what order \( k \), do we stop? Should we use an order-\( k \) model only, or consider all models of orders 0 through \( k \) inclusive? And, what is the figure of merit for richness anyway?

### 21.4 Location Uncertainty and Entropy

It seems impossible to answer the fundamental questions posed in the previous section without a quantitative comparison of the candidate models. Of course, we need a fair basis for such comparison, and uncertainty is a potential choice. The rule of thumb is that the lower the uncertainty under a model, the richer the model is. Consequently, we need to formalize the notion of uncertainty we have been talking about since the beginning.

#### 21.4.1 Basic Terminologies

We have defined user mobility earlier as a stochastic process \( \mathcal{V} = \{V_i\} \), where the \( V_i \)'s form a sequence of random variables. The traditional information-theoretic definitions of entropy and conditional entropy of random variables, as well as entropy rate of a stochastic process are given below [11,39].

**Definition 21.3** The entropy \( H_0(X) \) of a discrete random variable \( X \), with probability mass function \( p(x), x \in \mathcal{X} \), is defined by \( H_0(X) = -\sum_{x \in \mathcal{X}} p(x) \log_b p(x) \). The limiting value “\( \lim_{p \to 0} p \log_b p = 0 \)” is used in the expression when \( p(x) = 0 \). The base of the logarithm depends on the unit used. As we usually measure information in terms of bits, using \( b = 2 \) we write

\[
H(X) = -\sum_{x \in \mathcal{X}} p(x) \log p(x)  \tag{21.4}
\]

Since \( p(x) \in [0, 1] \), we see that \( H(X) \geq 0 \).

**Definition 21.4** The joint entropy \( H(X,Y) \) of a pair of discrete random variables \( X \) and \( Y \) with a joint distribution \( p(x,y) \), where \( x \in \mathcal{X} \) and \( y \in \mathcal{Y} \), is defined by

\[
H(X,Y) = -\sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} p(x,y) \log p(x,y)  \tag{21.5}
\]

Also the conditional entropy \( H(Y|X) \) is defined as

\[
H(Y|X) = \sum_{x \in \mathcal{X}} p(x) H(Y|X=x) = -\sum_{x \in \mathcal{X}} p(x) \sum_{y \in \mathcal{Y}} p(y|x) \log p(y|x)  \tag{21.6}
\]

\[
= -\sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} p(x,y) \log p(y|x)  \tag{21.7}
\]

**Definition 21.5** The per symbol entropy rate \( H(V) \) for a stochastic process \( \mathcal{V} = \{V_i\} \), is defined by

\[
H(V) = \lim_{n \to \infty} \frac{1}{n} H(V_1, V_2, \ldots, V_n)  \tag{21.8}
\]
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if the limit exists. The conditional entropy rate $H'(V)$ for the same process is defined by

$$H'(V) = \lim_{n \to \infty} H(V_n|V_1, V_2, \ldots, V_{n-1})$$

(21.9)

if the limit exists.

### 21.4.2 Comparison of Models

First we try to compare different models based on the two entropy rates $H(V)$ and $H'(V)$. Let us consider the three special cases of context models of orders $-1, 0,$ and $1$. Let us use the notation $Pr[V_i = v_1, V_2 = v_2, \ldots, V_n = v_n] = p(v_1, v_2, \ldots, v_n)$ for all $v_i \in \mathcal{V}$.

**Order-(−1) model**: $V_i$s are independent and uniformly distributed, that is, with distribution $p(v) = \pi_v = \frac{1}{8}, \forall v \in \mathcal{V}$. Due to independence, $p(v_1|v_1, \ldots, v_{n-1}) = p(v_1)$ and therefore $p(v_1, v_2, \ldots, v_n) = [p(v_1)]^n$. Thus, $H(V) = H'(V) = \log 8 = 3$ bits.

**Order-0 model**: $V_i$s are independent and identically distributed with distribution $p(v) = \pi_v$, $\forall v \in \mathcal{V}$. Due to independence, $p(v_1|v_1, \ldots, v_{n-1}) = p(v_n)$ and therefore $H(V) = H'(V) = \sum_{v \in \mathcal{V}} -p(v) \log p(v) = \sum_{v \in \mathcal{V}} -\pi_v \log \pi_v = \frac{10}{23} \log \frac{10}{23} + \frac{8}{23} \log \frac{8}{23} + \frac{23}{23} \log \frac{23}{23} + \frac{1}{23} \log \frac{23}{23} \approx 1.742$ bits, from Equation (21.6).

**Order-1 model**: $V_i$s form Markov chain, which means that $p(v_n|v_1, \ldots, v_{n-1}) = p(v_n|v_{n-1}) = P_{v_{n-1}v_n}$.

Substituting $p(v) = \pi_v$ in Equation (21.6), we get,

$$H'(V) = -\sum_i \pi_i \left( \sum_j P_{ij} \log P_{ij} \right)$$

$$= \frac{9}{23} \left( \frac{3}{2} \log \frac{3}{2} + \frac{1}{2} \log 3 \right) + \frac{4}{23} \left( \frac{8}{3} \log \frac{8}{3} + \frac{1}{2} \log 2 + \frac{1}{8} \log 8 \right)$$

$$+ \frac{23}{23} \left( 3 \times \frac{1}{2} \log 3 \right) + \frac{1}{23} \left( 2 \times \frac{1}{2} \log 2 \right) \approx 1.194 \text{ bits.}$$

The $\pi_v$ values come from the solution of $\mathbf{P} \times \mathbf{P} = \mathbf{I}$.

A few observations are in order. First, at most three bits are sufficient to span the message space of eight alternatives. All three bits of uncertainty exist in order-(−1) model. Thus the model itself is not at all informative, and is the one that maximizes entropy rate. Order-0 and order-1 models show gradual improvement in richness with decreasing entropy rate. Second, the two kinds of entropy rate $H(V)$ and $H'(V)$ are equal due to the independence in order-(−1) and order-0 models. The question is whether this is true for models of order-1 or higher. An important result that follows from the earlier definitions clarifies this issue [11].

**Result 21.1** For any set $\{V_1, V_2, \ldots, V_k\}$ of $k$ discrete random variables with a joint distribution

$$p(v_1, v_2, \ldots, v_k) = Pr[V_1 = v_1, V_2 = v_2, \ldots, V_k = v_k], \quad \forall i \ (v_i \in \mathcal{V})$$

the joint entropy $H(V_1, V_2, \ldots, V_k)$ is given by

$$H(V_1, V_2, \ldots, V_k) = \sum_{i=1}^{k} H(V_i|V_1, V_2, \ldots, V_{i-1})$$

(21.10)

Suppose the random variables $V_i$s are taken from $\mathcal{V}$. Equation (21.10) reveals an interesting relationship when $k = 1$ is the highest order context under consideration. Substituting $k = 3$, for example, we get

$$H(V_1, V_2, V_3) = H(V_1) + H(V_2|V_1) + H(V_3|V_1, V_2)$$
The additive terms on the right-hand side consists of the information carried by levels 1, 2, and 3 (root at level zero) of the trie in Figure 21.4. Higher order context models are thus more information-rich as compared to the lower order ones. Another way to look at it is that the lower order models mislead the algorithm designer by projecting an under-estimate of uncertainty. To see that the trie holds all the necessary parameters to compute \( H(V_i|V_1, V_2, \ldots, V_{i-1}) \), we expand using Equation (21.6) to find

\[
H(V_i|V_1, V_2, \ldots, V_{i-1}) = \sum_{\alpha^{-1}} p(v_1, \ldots, v_{i-1}) \times \left\{ \sum_{\alpha} p(v_1|v_1, \ldots, v_{i-1}) \log p(v_1|v_1, \ldots, v_{i-1}) \right\}.
\] (21.11)

The probabilities \( p(v_1, \ldots, v_{i-1}) \) and \( p(v_i|v_1, \ldots, v_{i-1}) \) are estimated from the relative frequencies preserved in the trie. Since the conditional entropy computation for order-\( i \) requires the joint distribution for all orders up to \( (i-1) \), we need to maintain models of all orders up to a suitably large value. Note that order-1 model is an exception due to the simplicity in computing the vector \( \Pi \) from matrix \( P \).

As a part of illustration, let us compute the conditional entropies for contexts of orders 0, 1, and 2 from Figure 21.4. We have, \( H(V_1) = 1.742 \) as before. However, \( H(V_2|V_1) = 10/23 (23/2 \times \log 3 + 2 \times \log 2) + 5/23 (2 \times \log 3 + 2 \times \log 2) \approx 1.182 \). The deviation from the value 1.194 obtained before is due to the fact that we consulted the steady-state distribution from order-0 instead. Similarly, \( H(V_3|V_1, V_2) = 23/2 (5/2 \times \log 3 + 2 \times \log 2) + 15/23 (2 \times \log 3 + 2 \times \log 2) \approx 0.707 \). Finally, \( H(V_1, V_2, V_3) \approx 3.631 \) and by taking the running average, we arrive at an estimate of \( H(\mathcal{V}) = (1.742 + 1.1818 + 0.707)/3 \approx 1.21 \). As the order increases, this running average estimate should converge to the true value of the per-symbol entropy rate, if it exists.

A natural question arises regarding the highest order \( k \), which dictates the height of the trie. The answer comes from the following result [11].

**Result 21.2** For a stationary stochastic process \( \mathcal{V} = \{ V_i \} \), the conditional entropy \( H(V_n|V_1, \ldots, V_{n-1}) \) is a decreasing function in \( n \) and has a limit \( H'(\mathcal{V}) \).

Clearly, the marginal improvement in model richness starts to die out soon. Intuitively, the largest meaningful order has something to do with largest chain of dependency observed in the movement history. This may come from the longest route taken by the user or the longest stay at a zone (reported by the time-based update scheme only). This becomes evident when we look at the left-hand side of Equation (21.10). This is the joint entropy of a sequence of the \( k \) random variables. According to Equation (21.8), the per-symbol entropy rate would then represent the running average of conditional entropy rates, giving rise to the following result [11]:

**Result 21.3** For a stationary stochastic process \( \mathcal{V} \), both the limits in Equations (21.8) and (21.9) exist and are equal, that is,

\[
H(\mathcal{V}) = H'(\mathcal{V})
\] (21.12)

For a universal model, all we now need is a way to automatically arrive at the appropriate order dictated by the input sequence. Fortunately, this is exactly what a class of compression algorithms achieves.

### 21.5 The LeZi-Update Algorithm

In Section 21.2 we reasoned why the time-based and movement-based update schemes are more localized as compared to the distance-based scheme. Let us recall that this was due to the system’s involvement in re-computing and uploading the mobile’s new neighborhood after each update. The mobile has to
maintain a list of neighboring cells in a cache until the next update. Proponents of the movement-based schemes have also touted a caching scheme such that the new cell-id is cached on every boundary crossing and entry into a cell already in cache is not counted toward reaching the threshold $M$. This is supposed to avoid some unnecessary updates when cells are re-visited.

Our proposed update scheme essentially uses an enhanced form of caching. Discussions on richness of models in Section 21.3 reveals the need for gathering statistics based on contexts seen in the movement history. While the zone-ids are treated as character symbols, these contexts must be treated as phrases. A dictionary of such phrases must replace the cache. Whereas just doubling or tripling the threshold only eliminates some primary updates, our algorithm tries to hold them back and send them together in a merged way. Being motivated by the dictionary-based LZ78 compression algorithm, originally proposed by Ziv and Lempel [45], it assumes the name “LeZi-update” (pronounced “lazy update”).

It is worth mentioning that an analogy exists in the field of data compression [5], which says that a message cannot be compressed beyond the entropy of its source without losing any part of it. Optimality is achieved if the length of the compressed message approaches the entropy, that is, the redundancy in the encoding approaches zero. Motivated by this duality, we have designed an update scheme around a compressor–decompressor duo. A family of efficient on-line algorithms for text compression is known to show asymptotically optimal performance [45]. Some versions of these algorithms are hardware-implementable and are in commercial use (e.g., V.42bis compression standard for modems) [43], which indicates practical viability. It has already been understood that a good data compressor must also be a good predictor, because one must predict future data well to compress them. Such techniques based on compression have earlier been used as predictors in caching and prefetching of database and hypertext documents [12,41], as well as for instruction prefetching and branch prediction in processor architecture [16]. Here we have molded them into efficient update and paging techniques for a universal user mobility model in a cellular network environment.

### 21.5.1 Update Procedure

Before describing the algorithm, let us clarify a very important point: LeZi-update is not meant to replace the threshold-based dynamic update schemes. Rather, it is supposed to reduce the update cost by working as an add-on module to the underlying update scheme. The responsibility of generating the movement history “$v_1 v_2 v_3 \cdots$” still lies with the primary update scheme as before. Let us identify this process of data acquisition as *sampling*. However, a real update message is not generated for each sampled symbol. The LeZi-update algorithm captures the sampled message and tries to process it in chunks, thereby delaying the actual update for some sampled symbols. When it finally triggers an actual update, it reports in an encoded form the whole sequence of sampled symbols withheld since the last reporting. In effect, the movement history “$v_1 v_2 v_3 \cdots$” reaches the system as a sequence “$C(w_1) C(w_2) C(w_3) \cdots$”, where the $w_i$s are nonoverlapping segments of the string “$v_1 v_2 v_3 \cdots$” and $C(w)$ is the encoding for segment $w$. The prime requirement for LeZi-update (following LZ78) is that the $w_i$s must be distinct.

The system’s knowledge about the mobile’s location always lags by at most the gap between two updates. The uncertainty increases with this gap, yet larger gaps reduce the number of updates. A natural action would be to delay the update if the current string segment being parsed has been seen earlier, that is, the path traversed since the last update is a familiar one. Although the gap goes on increasing, it is expected that the information lag will not affect paging much if the system can somehow make use of the profile generated so far. This prefix-matching technique of parsing is the basis of the LZ78 compression algorithm, which encodes variable length string segments using fixed-length dictionary indices, while the dictionary gets continuously updated as new phrases are seen. In Figure 21.5 and Figure 21.6, we outline this greedy parsing technique from the classical LZ78 algorithm, as used in our context.

The mobile acts as the *encoder*, while the system takes the role of the *decoder*. It must however not be overlooked that the LeZi-update really makes a paradigm shift from the existing *zone-based* to a new *path-based* update messaging. Re-designing the message format would thus be necessary.
initialize dictionary := null
initialize phrase w := null

loop
    wait for next symbol v
    if(w.v in dictionary)
        w := w.v
    else
        encode <index(w),v>
        add w.v to dictionary
        w := null
    endif
forever

FIGURE 21.5 Encoder at the mobile.

initialize dictionary := null
loop
    wait for next codeword <i,s>
    decode phrase := dictionary [i].s
    add phrase to dictionary
    increment frequency for every prefix of phrase
forever

FIGURE 21.6 Decoder at the system.

21.5.2 Incremental Parse Tree

The LZ78 algorithm emerged out of a need for finding some universal variable-to-fixed length coding scheme, where the coding process is interlaced with the learning process for the source characteristics. The key to the learning is a de-correlating process, which works by efficiently creating and looking up an explicit dictionary. The algorithm in Reference 45 parses the input string \(v_1, v_2, \ldots, v_n\) where \(v \in \varnothing\), into \(c(n)\) distinct substrings \(w_1, w_2, \ldots, w_{c(n)}\) such that for all \(j \geq 1\), the prefix of substring \(w_j\) (i.e., all but the last character of \(w_j\)) is equal to some \(w_i\), for \(1 \leq i < j\). Because of this prefix property, substrings parsed so far can be efficiently maintained in a trie [21].

Figure 21.7 shows the trie formed while parsing the movement history “aaababbbbaacbcdcbaaa...” as “a, aa, b, ab, bb, bba, abc, c, d, dc, ba, aaa...”. Commas separate the parsed phrases and indicate the points of updates. In addition to representing the dictionary, the trie can store statistics for contexts explored, resulting in a symbolwise model for LZ78. A new dictionary entry can only be created by concatenating a single symbol \(v\) to a phrase \(w\) already in it. Thus \(c(n)\) also captures the storage requirement for maintaining the dictionary at both the mobile and system side.

It is easy to see that as the process of incremental parsing progresses, larger and larger phrases accumulate in the dictionary. Consequently estimates of conditional probabilities for larger contexts start building up. Intuitively, it would gather the predictability or richness of higher and higher order Markov models. Since there is a limit to the model richness for stationary processes, the Lempel–Ziv symbolwise model should eventually converge to the universal model. A result from Reference 15 states that:

Result 21.4 The symbolwise model created by the incremental parsing asymptotically outperforms a Markov model of any finite order and attains the finite-state predictability. At any point, the effective number of states in the incremental parsing model is \(O(c(n))\) and the equivalent Markov order is \(O(\log c(n))\). Moreover, for stationary ergodic sources, it attains the predictability of the universal model.
For our running example, the largest order we see is 2. However, not all the order-2 contexts get detected. The first reason behind this is that the algorithm remains unaware about the contexts that cross over phrase boundaries. Unfortunately, the algorithm has to work on one phrase at a time. The second reason is that the decoding algorithm, as is, logs the statistics only for the prefixes of the decoded phrases. None of them influence the asymptotic behavior, but the rate of convergence gets affected to a considerable extent. A simple modification on the decoder (system side) as in Figure 21.8 improves the performance if the dictionary is augmented by the suffixes of the decoded phrases. The enhanced trie for the symbolwise model is shown in Figure 21.9. To appreciate the effect, let us compute the conditional entropies for both the classical and the enhanced symbolwise models. For the classical one,

\[
H(V_1) = 5 \frac{1}{12} \log_2 \frac{12}{5} + \frac{1}{3} \log_2 3 + \frac{1}{12} \log_2 12 + \frac{1}{8} \log_2 6 \approx 1.784, \text{ and } \ H(V_2 | V_1) = 5 \frac{1}{12} (2 \times \frac{1}{2} \log_2 2) + \frac{1}{3} (\frac{1}{3} \log_2 3 + \frac{1}{6} \log_2 \frac{3}{2}) \approx 0.723 \text{ bits.}
\]

An estimate for \(H(V)\) is \((1.784 + 0.723)/2 = 1.254\) bits. Conditional entropy for all order-2 contexts turns out to be zero. This is also true for the enhanced one. However, we still have,

\[
H(V_1) = 10 \frac{1}{23} \log_2 \frac{23}{10} + \frac{1}{23} \log_2 \frac{23}{10} + \frac{3}{23} \log_2 \frac{23}{3} + \frac{2}{23} \log_2 \frac{23}{2} \approx 1.742 \text{ bits. Then, } \ H(V_2 | V_1) = 10 \left( \frac{1}{2} \log_2 \frac{5}{2} + \frac{1}{2} \log_2 \frac{5}{2} \right) + \frac{3}{23} (2 \times \frac{1}{2} \log_2 2 + \frac{1}{2} \log_2 5) \approx 0.952 \text{ bits. The estimate for } H(V) = (1.742 + 0.952)/2 = 1.347 \text{ bits.}
\]

### 21.5.3 Update Cost and Message Complexity

Had the update cost been measured in terms of the volume of update messages in bits, the cost minimization problem can be easily identified with compressing the movement history. However, only the number of updates contributes to the update cost. In an off-line scenario where both the dictionary and the input string are given, it is possible to find out a parsing that minimizes the number of parsed phrases using...
either a breadth-first search or dynamic programming. But, when the history is generated on-line and
the dictionary is built adaptively, we do not have that luxury. The literature has an asymptotic optimality
result for Lempel–Ziv parsing in terms of the total volume of update messages, while only an upper bound
on the growth rate can be derived for the number of updates [11].

Result 21.5 For a stationary ergodic stochastic process \( V = \{V_i\} \), if \( l(V_1, V_2, \ldots, V_n) \) is the Lempel–Ziv
codeword length associated with \( V_1, V_2, \ldots, V_n \), then

\[
\limsup_{n \to \infty} \frac{1}{n} l(V_1, V_2, \ldots, V_n) = H(V) \tag{21.13}
\]

with probability 1.

Result 21.6 The number \( c(n) \) of phrases in a distinct parsing of a string “\( v_1, v_2, \ldots, v_n \)” satisfies

\[
c(n) = O\left( \frac{n}{\log n - \log \log n} \right), \tag{21.14}
\]

where the base of the logarithms is \( |\vartheta| \).

The \( O \)-notation in the above equation has the usual meaning that \( f(n) = O(g(n)) \) if and only if there
exist positive constants \( c \) and \( n_0 \) such that \( 0 \leq f(n) \leq c g(n) \) for all \( n \geq n_0 \).

Result 21.5 essentially implies that LZ78 approaches optimality asymptotically for stationary sources.
This coveted property is inherited by LeZi-update, which replaces \( n \) location-updates of the primary
update algorithm by \( c(n) \) path-updates. Assuming that the update messages handle the path-updates
with no extra cost, the improvement in update cost from Equation (21.14) is \( \Omega(\log n - \log \log n) \), where
\( f(n) = \Omega(g(n)) \) if and only if there exist positive constants \( c \) and \( n_0 \) such that \( f(n) \geq c g(n) \geq 0 \) for all
\( n \geq n_0 \). According to the algorithms in Figures 21.5 and Figure 21.6, the LeZi-update adds only one entry
to the dictionary per update. So, the size of the dictionary after \( n \) samplings is also given by \( c(n) \). The
index needed for encoding would have \( O(\log c(n)) = O(\log n - \log \log n) \) bits.

21.5.4 Profile-Based Paging

The location database of every user holds a trie, which is the symbolwise context model corresponding
to the enhanced Lempel–Ziv incremental parse tree. Each node except for the root preserves the relevant
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statistics that can be used to compute total probabilities of contexts as well as conditional probabilities of
the symbols based on a given context. A path from the root to any node \( w \) in the trie represents a context,
and the sub-trie rooted at \( w \) reveals the conditional probability model given that context. The paths from
the root to the leaves in the Lempel–Ziv trie represent the largest contexts, which are not contained in any
other contexts.

Here we describe the underlying principles behind the probability assignments, which are motivated by
the principles used in the prediction by partial match (PPM) family of text compression schemes [5,10].
However, while the PPM techniques for text compression are concerned with the probability of the next
symbol, we are more interested in the probability of occurrence of the symbols (zones) on the path segment
to be reported by the next update. These segments are the sequences of zones generated when traversing
from the root to the leaves of the sub-trie representing the current context. The estimated conditional
probabilities for all the zones at the current context constitutes the conditional probability distribution,
based on which zones are ranked for paging. Instead of relying completely on the conditional probability
estimates given the context of a specific order, a PPM-style blending of these distributions is desirable
[5,10]. A family of paging algorithms may emerge based on the choice of these blending strategies.

We use the enhanced trie in Figure 21.9 to illustrate a blending strategy known as exclusion, which is
often used by the PPM schemes. Assume that the call has arrived, and no LeZi-style path update message
has been received since receiving “aaa” at 9 p.m. The contexts that can be used are suffixes of “aaa,” with
the exception of itself, viz., “aa” (order-2), “a” (order-1), and “\( \Lambda \)” (order-0). First, we need to find all
possible paths that can be predicted at these contexts. A list of all such paths are shown in Table 21.4,
with their respective frequencies. The unconditional probabilities of occurrence of these phrases are then
computed by blending. Without going into mathematical details, let us show how to compute of a couple
of such probability estimates. The phrase “a,” for example, appears in the contexts of all the orders 0, 1,
and 2. We start from the highest order, that is, the context “aa.” The phrase “a” occurs only once out of
three possible occurrences of this context, the other two producing null prediction. Thus we can predict
the phrase “a” with probability \( \frac{1}{3} \) at context “aa” and fall back to the lower order with probability \( \frac{2}{3} \).
Now “a” occurs twice at the context “a,” out of a total ten occurrences of the context. Thus, “a” can be
predicted with probability \( \frac{1}{2} \) at the order-1 context. Due to five occurrences out of the ten producing null
predictions, we need to escape to lower order with probability \( \frac{1}{2} \). Finally, “a” shows up five times out of
twenty-three possible phrases including the null phrase, leading to a probability value \( \frac{5}{23} \). The blended
probability of occurrence for phrase “a” is thus \( \frac{1}{3} + \frac{1}{2} \left( \frac{5}{23} \right) \) = 0.5319. Since the phrase is made of
only one symbol “a,” the whole probability mass gets assigned to it.

To see a little variation, let us also compute the blended probability of the phrase “bba.” This does
not occur in either contexts of order 1 or 2. The probability of escaping the contexts of these two orders
by null prediction is \( \frac{2}{3} \times \frac{2}{3} \). However, “bba” occurs only once among 23 possible phrases seen at a null
context. Thus the net probability of occurrence of “bba” is \( \frac{5}{23} \left( \frac{1}{2} \right) \) = 0.0145. Because there is only one
“a” as opposed to two “b”s in “bba,” the individual probabilities of symbols “a” and “b” within phrase
“bba” are computed as \( \frac{1}{2} \times 0.0145 = 0.0048 \) and \( \frac{2}{3} \times 0.0145 = 0.0097 \), respectively. The probability of
individual symbols are thus computed based on relative weights of symbols on these phrases as shown in
Table 21.5. These are precisely the location probabilities of the mobile terminal in different cells. Paging
order is determined by arranging the cells in decreasing order of these location probabilities.
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Table 21.4 Phrases and their Frequencies at Contexts “aa,” “a,” and “\( \Lambda \)”

<table>
<thead>
<tr>
<th>Phrase</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>“aa”</td>
<td>10</td>
</tr>
<tr>
<td>“a”</td>
<td>9</td>
</tr>
<tr>
<td>“( \Lambda )”</td>
<td>1</td>
</tr>
</tbody>
</table>
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TABLE 21.5 Probabilistic Prediction of Individual Symbols on Path until Next Update

<table>
<thead>
<tr>
<th>Phrase</th>
<th>Pr[Phrase]</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>$\frac{1}{3} + \frac{2}{3} (\frac{1}{5} + \frac{1}{2} (\frac{5}{23}))$</td>
<td>0.5391</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>aa</td>
<td>$\frac{2}{3} (\frac{1}{10} + \frac{1}{2} (\frac{5}{23}))$</td>
<td>0.0957</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>ab</td>
<td>$\frac{3}{5} (\frac{1}{2} (\frac{5}{23}))$</td>
<td>0.0145</td>
<td>0.0073</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>abc</td>
<td>$\frac{2}{3} (\frac{1}{2} (\frac{5}{23}))$</td>
<td>0.0145</td>
<td>0.0048</td>
<td>0.0048</td>
<td>0.0000</td>
</tr>
<tr>
<td>b</td>
<td>$\frac{3}{5} (\frac{1}{10} + \frac{1}{2} (\frac{5}{23}))$</td>
<td>0.1104</td>
<td>0.1104</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>ba</td>
<td>$\frac{2}{3} (\frac{1}{2} (\frac{5}{23}))$</td>
<td>0.0290</td>
<td>0.0145</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>bb</td>
<td>$\frac{2}{3} (\frac{1}{10} + \frac{1}{2} (\frac{5}{23}))$</td>
<td>0.0145</td>
<td>0.0000</td>
<td>0.0145</td>
<td>0.0000</td>
</tr>
<tr>
<td>bba</td>
<td>$\frac{2}{3} (\frac{1}{2} (\frac{5}{23}))$</td>
<td>0.0145</td>
<td>0.0048</td>
<td>0.0097</td>
<td>0.0000</td>
</tr>
<tr>
<td>bc</td>
<td>$\frac{3}{5} (\frac{1}{10} + \frac{1}{2} (\frac{5}{23}))$</td>
<td>0.0812</td>
<td>0.0000</td>
<td>0.0406</td>
<td>0.0406</td>
</tr>
<tr>
<td>c</td>
<td>$\frac{3}{5} (\frac{1}{2} (\frac{5}{23}))$</td>
<td>0.0435</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0435</td>
</tr>
<tr>
<td>d</td>
<td>$\frac{3}{5} (\frac{1}{2} (\frac{5}{23}))$</td>
<td>0.0145</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0145</td>
</tr>
<tr>
<td>dc</td>
<td>$\frac{2}{3} (\frac{1}{10} + \frac{1}{2} (\frac{5}{23}))$</td>
<td>0.0145</td>
<td>0.0000</td>
<td>0.0073</td>
<td>0.0073</td>
</tr>
<tr>
<td>Sum</td>
<td>0.6662</td>
<td>0.2018</td>
<td>0.0962</td>
<td>0.0218</td>
<td></td>
</tr>
</tbody>
</table>

Probabilistic prediction is not necessarily the only advantage of building the Lempel–Ziv tries. Search can also be done on the entire trie or a context sub-trie using breadth-first, depth-first, or a combined strategy. Geographical information about the neighborhood of LAs comes as a by-product of constructing these tries, especially when the movement-based update scheme with $M = 1$ is used for sampling. A breadth-first search pages the mobile in the neighboring zones where it is known to have gone before. This is really a pruned version of paging tier by tier [26]. On the other hand, a depth first search can be spawned biased by the weights of the paths emanating from the node and finishing in a leaf, which gives preference to movement in specific directions. An ordering of zones is always prepared for paging, irrespective of the criterion used for this ordering. This list, of course, is guaranteed not to include a zone never visited before, based on the protocol that the mobile will update if the user ends up moving to a new location.

21.6 Tradeoff between Update and Paging

While the LeZi-Update strategy achieves near-optimal location management, it does not allow mobile users to arbitrarily tradeoff between update and paging costs. For example, if two devices, one a WatchPad and the other a laptop, exhibit the same movement pattern, they will have identical update costs, even though the WatchPad is clearly more resource-constrained than the laptop and would possibly like to reduce its update cost even further. Moreover, LeZi-Update does not explicitly exploit the registration based location management infrastructure currently deployed in cellular PCS networks which generally cluster a group of cells into registration areas (RAs), such that a mobile’s location uncertainty is confined into its last reported RA. We now outline a framework from [35] that permits devices to customize the tradeoff between their location update and paging costs, and yet exploits the existing concept of cellular clusters or RAs.

As the update cost in LeZi-Update is designed to approach the entropy of the mobile node’s (MN’s) movement pattern, it is clear that no further reduction in update cost is feasible without compromising on the accuracy of the reported information. This leads us to investigate the use of lossy quantization algorithms with the LeZi-Update framework, such that the network does not necessarily receive the mobile’s true movement history, but a reasonably close approximation to it. From a theoretical perspective, we are looking for algorithms that result in nonzero distortion $D$, and consequently are lower-bounded...
by a rate-distortion value $R(D)$ that is even lower than the entropy $H(X)$. Intuitively, we aim at reducing the update cost even further by allowing some loss of information.

We restrict ourselves to two simple variants of LeZi-Update in this chapter, details of which are available in Reference 35. The modified protocols are motivated by a fundamental result [14] that a cascaded combination of scalar quantization and entropy coding usually results in a communication overhead that is fairly close to the lower bound of rate-distortion theory. In this enhanced framework, the network still receives the update from the MN as a sequence of symbols. Now, however, each symbol represents an RA, rather than an individual cell. The MN essentially has quantized its location coordinates, revealing its cell-level location information at the coarser granularity of the RA. Figure 21.6 shows the organization of the cells into three different RAs, say $A$, $J$, and $M$ are consisting of cells $(a, h)$, $(j, l)$, and $(o)$, respectively.


At the network’s end, the paging process is, however, identical for both these schemes. The residence probability of every symbol (RA) in the trie is computed as before, and is equally distributed among its constituent cells. The paging strategy then polls the RAs according to their normalized residence probabilities (residence probability divided by RA size). With each RA, the cells may either be paged simultaneously or sequentially in random order. The increased uncertainty in the paging process arises from the fact that the quantization into RA-level information loses the details about the MNs precise movement pattern within an RA. Naturally, we can expect the paging costs with these two quantized protocols to be higher than LeZi-Update. However, as the rate-distortion theory shows, the paging costs would be the minimum possible, given the reduced location update costs.

21.7 Conclusion

We have identified the uncertainty due to user mobility as the complexity of the location management problem in a cellular environment. Therefore, entropy is the natural measure for comparing mobility tracking algorithms. As entropy is oftentimes quantified in terms of the number of bits, we arrive at a very
intuitive definition of location uncertainty as the least amount of message that needs to be exchanged so that the exact location is known. This provides a common ground for comparing various techniques that are proposed in the literature.

The main difference between our approach and the traditional line of research on location management in cellular PCS networks lies in the perspective. We formulate mobility tracking as a dynamic optimization problem as opposed to the existing static formulation specified in terms of some known input parameters. The scope of our study extends to the estimation of those parameters from data provided by the underlying sampling mechanism. The update schemes proposed in the literature so far are essentially a characterization of these sampling mechanisms. While sampling is not the primary focus of this chapter, we have pointed out that one can obtain highly informative samples by combining the time-based and movement-based schemes. The important issue is that the sampled data may have enough redundancy, and need not be sent “as is” in the update messages. Characterizing the user movement data as a stochastic process, we have identified stationarity to be the sufficient criterion for learning the mobility profile. Using entropy as the basis for comparing models, we have illustrated the existence and properties of a universal model when the profile is stationary.

We have adopted the LZ78 compression algorithm as the basis of our update scheme. The choice was guided by two factors, viz., the existence of an explicit symbolwise context model created by incremental parsing, and the tendency of this model to asymptotically converge to a universal one. As seen in lossless data-compression [5], piecewise stationarity of the sampled sequence should help LZ78 to achieve a high level of performance. The use of pure LZ78 in this paper is motivated by its simplicity in establishing the theoretical basis. Practical implementation would call for a fancier LZ78 variant which must work efficiently with limited memory and should have the capability of forgetting beyond the recent past. We have also outlined how a paging strategy is to be derived out of such a model.

This optimal location tracking scheme is recently extended to multisystem, heterogeneous cellular networks. The details of this strategy can be found in Reference 24 where we have introduced the concept of cost entropy and session-state information to capture the different signalling costs and mobile’s active/idle state. Centralized, distributed, and heuristic-based location update and paging strategies, with different level of coordination among the sub-networks are formulated. A new near-optimal greedy paging strategy for heterogeneous network is subsequently proposed in Reference 34. Finally, the proposed scheme is likely to be of immediate interest to wireless service providers. By maintaining global dictionaries along with individual user profile decoded from updates, it will be possible to predict group behavior. In wireless data networks, this can lead to more efficient bandwidth management and quality of service (QoS) provisioning based on reservation [36,37].
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Mobility Control and Its Applications in Mobile Ad Hoc Networks

22.1 Introduction

Most existing localized protocols in mobile ad hoc networks (MANETs) use local information for decentralized decision among nodes to achieve certain global objectives. These objectives include determining a small connected dominating set (CDS) for virtual backbone and topology control by adjusting transmission ranges of nodes. Because of asynchronous sampling of local information at each node, delays at different stages of protocol handshake, and movement of mobile nodes, local view captured at different nodes may be outdated and inconsistent, and may not reflect the actual network situation. The former may incur “broken” links that fail to keep the given global constraint such as global domination and connectivity; the latter may cause “bad” decisions, which in turn will ultimately cause the failure of the constraint. This chapter reviews several mobility control techniques that handle outdated and inconsistent local views. These techniques are illustrated using several well-known protocols in data communication and topology control.

The remainder of this chapter is organized as follows. Section 22.2 introduces the topology control problem and our motivation. Section 22.3 reviews related work in CDS formation, topology control, and
mobility control. Section 22.4 discusses the broken link issue and introduces a solution using large actual transmission ranges to create a buffer zone. Section 22.5 illustrates bad decisions caused by inconsistent local views, and introduces three view consistency mechanisms. Simulation results showing the effectiveness of the proposed topology control methods are presented in Section 22.6. Section 22.7 concludes this chapter and discusses some open issues.

22.2 Background and Motivation

In MANETs, all nodes cooperate to achieve a global task, such as data gathering, communication, and area monitoring. A MANET is usually modeled as a unit disk graph where two nodes are connected if and only if their geographical distance is smaller than a given transmission range (as shown in Figure 22.1(a)). To design protocols that are simple and quick to converge, many protocols in MANETs rely on localized algorithms. A deterministic distributed algorithm is localized if its execution on each node relies on local information (e.g., 2-hop topology information or 1-hop location information) only, without any sequential propagation of partial computation results; otherwise, it is nonlocalized. Collectively, nodes running the localized algorithm achieve some desirable global objectives. Two popular applications of the localized algorithm are (1) determining a CDS for efficient routing [10,26,35,49] and (2) selecting an appropriate transmission range of each node for topology control [22,29,42,43].

A CDS is a subset such that each node in the system is either in the set or the neighbor of a node in the set. In addition, the induced graph of the CDS is connected. Nodes in the CDS are called dominators and those outside dominatees. As dominators form a backbone of the MANET, any dominatee can switch to the sleep mode for energy saving without causing network partition. Other applications of CDS include area coverage and efficient broadcasting. Finding a minimum CDS is known as NP-complete. Most practical approaches in MANETs use localized algorithms to find a small CDS. In a typical localized CDS protocol, each node uses local information to determine its status, dominator, or dominatee, based on its 2-hop topology information, including its neighbors and neighbors' neighbors. Figure 22.1(b) shows a CDS constructed via a localized algorithm [10]. In this diagram the connections between dominatees are not shown.

In MANETs, in order to reduce energy consumption and signal interference, it is important to select an appropriate transmission power for each node, while still satisfying certain global constraints such as connectivity. This task, called topology control, is usually implemented via localized algorithms. In such an algorithm, each node first selects only a few logical neighbors among its physical neighbors (i.e., nodes within its normal transmission range), and then sets its actual transmission range to the distance of the farthest logical neighbor. Localized topology control algorithms usually rely on 1-hop location information of the current node v, including ids and (x, y) coordinations of v’s physical neighbors. Some algorithms require less information where the distance or angle of arrival (AoA) information is used instead of location information. Figure 22.1(c) shows the result of a localized topology control algorithm [22], where both the average number of neighbors and transmission range are reduced significantly, while the network is still connected.

Compared with their nonlocalized counterparts, localized algorithms are lightweight, fast to converge, and resilient to node movement. However, without a mobility control mechanism, global domination and connectivity may still be compromised by node movement. In most existing localized algorithms, each node in a MANET emits a periodic “Hello” message to advertise its presence and its position (if needed) at a fixed interval $\Delta$. “Hello” intervals at different nodes are asynchronous to reduce message collision. Each node extracts neighborhood information from received “Hello” messages to construct a local view of its vicinity (e.g., 2-hop topology or 1-hop location information). In a MANET with mobile nodes, the limited sample frequency, asynchronous “Hello” intervals, and delays at different stages of protocol handshake will cause a mismatch between the virtual network constructed from the collection of local views sampled at different nodes and the actual network. This mismatch will cause the link availability issue, where a neighbor in a virtual network is no longer a neighbor in the actual network, because the
virtual network is constructed from outdated information. Therefore, special mechanisms are needed to address the following issue:

- **Delay and mobility management**: How protocols deal with imprecise neighborhood information caused by node mobility and various delays introduced at different stages of protocol handshake.

One solution in Reference 47, as will be discussed later in detail, uses two transmission ranges to address the link availability issue. First, a transmission range $r$ is determined based on the selected protocol. This transmission range is either the same as the “Hello” message range $r'$ as in the CDS protocol or shorter than $r'$ as in the topology control protocol. The actual transmission uses a long transmission range set to $r + l$. The difference, $l$, between these two ranges is based on the update frequency and the speed of node movement.

The mismatch between the virtual- and actual-network will cause a more serious problem: inconsistent local views. Inconsistent local views may cause “bad” decisions that fail to keep the global constraint such as global domination and connectivity. Again, special mechanisms are needed to address the following issue:

- **Node synchronization and consistent local view**: How each node knows when to sample its local view. How each node collects and uses the local information in a consistent way.

We will examine three different approaches that address the consistency issue: enforcing consistent views, making conservative decisions, and smart neighbor discovery. The first approach was initially proposed in Reference 48 to construct consistent 1-hop location information for mobility control. This approach can also be extended to support the construction of 2-hop information. The second approach was originally proposed in Reference 47 for CDS formation. The same principle can be used in topology control. The third approach was first proposed in Reference 11 and extended in Reference 47 for mobility control in CDS-based efficient broadcasting.

The main objective of this chapter is to expose to the reader the challenging issue related to mobility control. Through discussion on the effect of mobile nodes on several important protocols, we present some problems, provide possible solutions, and discuss several open issues.

### 22.3 Existing Work

Before introducing our mobility control schemes, we shall first have a brief look at existing CDS formation and topology control protocols. Here we focus on localized algorithms based on accurate neighborhood information, which have no or limited mobility control. This section also examines some preliminary work on the mobility control issue.
22.3.1 CDS Formation

Both centralized and decentralized algorithms have been proposed to form a CDS in MANETs. Centralized algorithms [12,41] usually yield a smaller CDS than decentralized algorithms, but their application is limited due to the high maintenance cost. Decentralized algorithms can be further divided into cluster-based algorithms and localized algorithms. Cluster-based algorithms [2,5,14,23] have a constant approximation ratio in unit disk graphs and relatively slow convergence. In localized algorithms [1,9,26,28,32,33,46,49], the status of each node depends on its 2- or 3-hop information only. A localized algorithm takes constant steps to converge, produces a small CDS on average, but has no constant approximation ratio.

Wu and Li [49] devised the marking process and two pruning rules (called Rule 1 and Rule 2) that select a few nodes to form a CDS in an undirected graph. Wu [46] extended this scheme for CDS formation in directed graphs. This scheme is further extended by Dai and Wu [10] via a more efficient pruning rule. Rieck et al. [28] extended Wu and Li’s marking process to form a \(d\)-hop CDS, and suggested to use Rule 1 only to preserve shortest paths among any pair of source and destination nodes. Since Rule 1 alone is not so efficient in reducing the number of dominators, Rieck’s scheme usually yields a larger CDS.

Chen et al. [9] presented an approach similar to the marking process (called Span) to select a few coordinators for energy efficient routing. Ideally coordinators form a CDS such that other nodes can switch to the energy saving mode without compromising the routing capability of the network. A node \(v\) becomes a coordinator if it has two neighbors that are not directly connected, indirectly connected via one intermediate coordinator, or indirectly connected via two intermediate coordinators. Before a node changes its status from noncoordinator to coordinator, it waits for a backoff delay which is computed from its energy level and 2-hop neighborhood topology. The backoff delay can be viewed as a priority value, such that nodes with shorter backoff delay have a higher chance of becoming coordinators. Span cannot ensure a CDS when two coordinators simultaneously change back to noncoordinators.

Qayyum et al. [26] put forward an efficient broadcast scheme called multipoint relaying (MPR). In MPR, each node designates a few 1-hop neighbors (MPRs) to cover its 2-hop neighbor set. All MPRs form a CDS, which was used as a backbone in the optimized link state routing (OLSR) protocol. Adjih et al. [1] suggested a method to reduce the backbone size. Based on the new rule, not all MPRs are dominators; a MPR becomes a dominator only when it happens to be designated by a node with the lowest id in its 1-hop neighbors. Meanwhile, to maintain the connectivity, any node with the lowest id among its neighbors becomes a dominator automatically.

Sinha et al. [32] proposed the core-based scheme. Each node designates a node with the highest priority among its neighbors (including itself) as its dominator (called core). The set of cores form a dominating set, but not necessarily a CDS. To get a CDS, each core designates several gateway nodes to connect neighboring cores within 3 hops [33]. This scheme was extended by Amis et al. [3] to form a \(d\)-hop dominating set.

22.3.2 Topology Control

Many topology control schemes have been proposed to use a small actual transmission range to conserve energy and bandwidth consumption while maintaining network connectivity. Centralized algorithms [25,27,44] construct optimized solutions based on global information and, therefore, are not suitable in MANETs. Probabilistic algorithms [7,24,27] adjust transmission range to maintain an optimal number of neighbors, which balances energy consumption, contention level, and connectivity. However, they do not provide hard guarantees on network connectivity. Most localized topology control algorithms use nonuniform actual transmission ranges computed from 1-hop location information. Here the 1-hop neighborhood refers to physical neighbors under the normal transmission range.

The relative neighborhood graph (RNG) [38] is a geometrical graph used to remove edges (i.e., reduce the number of neighbors) while maintaining network connectivity. An edge \((u,v)\) is removed if there exists a third node \(w\) such that \(d(u,v) > d(u,w)\) and \(d(u,v) > d(v,w)\), where \(d(u,v)\) is the Euclidean
distance between $u$ and $v$. In localized topology control protocols [8,31], each node determines its logical neighbor set based on positions of 1-hop neighbors. Two nodes $u$ and $v$ are logical neighbors if and only if edge $(u, v)$ exists in RNG. The Gabriel graph [16] is a special case of RNG, where the third node $w$ is restricted to the disk with diameter $wv$.

Rodoplu and Meng [29] gave another method of reducing the number of edges while maintaining network connectivity and, in addition, preserving all minimum-energy paths. A minimum-energy path between two nodes $u$ and $v$ is defined as the shortest path between $u$ and $v$, using transmission power as edge cost. An edge $(u, v)$ can be removed if there exists another node $w$, such that the 2-hop path $(u, w, v)$ consumes less energy than direct transmission. Li and Halpern [20] extended this scheme by using $k$-hop $(k \geq 2)$ paths to remove more edges and, at the same time, reduce the computation overhead.

In both protocols [20] and [29], instead of selecting logical neighbors from the normal 1-hop neighbor set, each node collects location information of nodes within a small search region to conserve control message overhead. The radius of the search region is iteratively enlarged until logical neighbors in the search region can cover the entire normal 1-hop neighborhood; that is, each position outside of the search region can be reached via a $k$-hop path through a selected logical neighbor, and the $k$-hop path is more energy-efficient than direct transmission. If the search region is the entire 1-hop neighborhood, the Li and Halpern’s algorithm is equivalent to constructing a local shortest path tree (SPT) where only neighbors of the root in SPT become logical neighbors.

In cone-based topology control (CBTC) [21,43], the logical neighbor set $\{w_1, w_2, \ldots, w_k\}$ of node $v$ is selected to satisfy the following condition: if a disk centered at $v$ is divided into $k$ cones by lines $vw_i\ (1 \leq i \leq k)$, the angle of the maximal cone is no more than $\alpha$. It was proved in Reference 21 that, when $\alpha \leq 5\pi/6$, CBTC preserves connectivity, and, when $\alpha \leq 2\pi/3$, the corresponding symmetric subgraph (a subgraph after removing all unidirectional edges) is connected. Several optimizations are also proposed in Reference 21 to further reduce the number of logical neighbors and transmission range. Bahramgiri et al. [4] extended CBTC to provide $k$-connectivity with $\alpha \leq 2\pi/3k$. Similar to the minimum-energy algorithms, CBTC uses dynamic search regions to reduce control overhead. Furthermore, CBTC requires only direction information instead of accurate location information.

A similar but different scheme is based on Yao graph [42], where a disk centered at node $v$ is evenly divided into $k$ cones, and a logical neighbor is selected from each cone. It was proved that Yao graph is connected with $k \geq 6$. Yao graph with $k = 6$ can be viewed as a special case of CBTC with $\alpha = 2\pi/3$, but not vice versa.

Li et al. [22] proposed to build a local minimal spanning tree (MST) at each node based on 1-hop location information and select neighbors in MST as logical neighbors. This scheme guarantees connectivity, is easy to implement, and has a constant upper bound (6) on the number of logical neighbors of each node.

### 22.3.3 Mobility Control

We use the name mobility control to denote mechanisms in localized algorithms that compensate inaccurate neighborhood information and maintain the global constraints. Previous work on topology control is very limited. This section addresses those preliminary attempts to handle the mobility issue.

Locally formed CDS are frequently used in efficient broadcast protocols, where dominators become forward nodes to relay the broadcast packet. In their simulation study, Williams and Camp [45] showed that localized broadcast protocols suffer low delivery ratio in mobile and congested networks. In a later simulation study [11], Dai and Wu concluded that the major cause of the low delivery ratio is contention and mobility. In order to reduce contention, fewer forward nodes should be used to reduce redundancy. However, low redundancy makes a broadcast protocol more vulnerable to packet losses caused by mobility. Therefore, an adaptive approach is desirable that has low redundancy under low mobility, and increases redundancy only when the mobility level rises. Although several probabilistic broadcast protocols [18,39] have been proposed by trading between efficiency with delivery ratio, it is difficult to establish a direct connection between forwarding probability and node mobility.
It was shown in Reference 24 that connectivity in probabilistic topology control algorithms is barely affected by mobility. Blough et al. [7] showed that connectivity is preserved with high probability (95%) if every node keeps nine logical neighbors. In our approach, the logical neighbor set and transmission range are first computed from the neighborhood information of each individual node, and then adjusted to balance the mobility. Compared with the uniform optimal node degree in probabilistic algorithms, our approach requires fewer logical neighbors on average. Although the node degree in Reference 7 can be further reduced, it is not clear whether the resultant topology is still resilient to mobility after optimization.

Very little work has been done in maintaining an accurate neighbor set in ad hoc networks. One exception is [19], where a stable zone and a caution zone of each node has been defined based on a node’s position, speed, and direction information obtained from GPS. Specifically, stable zone is the area in which a mobile node can maintain a relatively stable link with its neighbor nodes since they are located close to each other. Caution zone is the area in which a node can maintain an unstable link with its neighbor nodes since they are relatively far from each other. The drawback of this approach is that it is GPS-based, which comes with a cost, as will be discussed in the next section. In addition, there is no rigorous analysis on the impact of mobility on the selection of these two zones.

Several papers [6] addressed the issue of how long two nodes will remain in close enough proximity for a link between them to remain active. Several routing protocols, associativity-based routing (ABR) [37] and signal stability-based adaptive routing (SSA) [13], have been proposed that select stable links to construct a route. In Reference 36, GPS information is used to estimate the expiration time of the link between two adjacent hosts. Recently, several studies have been done on the effect of mobility on routing path [30]. However, no broadcast protocol uses the notion of stable link to evaluate the stability of neighbor set in order to better decide the forwarding status of each node.

In general, the capacity of ad hoc networks is constrained by the mutual interference of concurrent transmissions between nodes. The mobility of nodes adds another dimension of complexity in the mutual interference. Epidemic routing [40] is a scheme to provide eventual delivery in occasionally partitioned networks. It exploits rather than overcomes mobility to achieve a certain degree of connectivity. Basically, when two nodes are moving close to each other within their mutual transmission range, these two nodes will exchange data (based on a probabilistic model) that does not appear in the other node. This scheme extends the Infostation model [15,17,34], where one or several neighbors are selected as intermediate nodes to store the data received from the source and to relay the data when they eventually roam into the transmission range of the destination. The difference is that Infostation corresponds to a 2-hop routing process (from source to destination via one intermediate node) whereas epidemic routing is a general multiple-hop routing process.

### 22.4 Link Availability

The broken link problem caused by outdated local views is relatively easy to understand and deal with. In this section, we discuss the link availability issue and our solution to this problem. The view consistency issue is more complex and will be discussed in the next section.

In MANETs, because of asynchronous “Hello” messages and various protocol handshake delays, neighborhood information and position used in decision making may be outdated. For example, a previously sampled neighbor can move out of transmission range during the actual transmission. In order to apply existing protocols without having to redesign them, the notion of buffer zone is used in Reference 47, where two circles with radii $r$ and $r + l$ are used (see Figure 22.2), $r$ corresponds to the transmission range determined by a selected protocol, whereas $r + l$ corresponds to the actual transmission range used. $l = d \times 2t$ is defined as a buffered range depending on the moving speed $t$ of mobile nodes and the maximum delay $d$. To simplify the discussion, both “Hello” intervals and moving patterns/speeds are homogeneous, and hence, $l$ is uniform for each node.

The above requirement of buffered range guarantees link availability in the worst case situation. However, probabilistic study in Reference 47 reveals that the worst case rarely happens. In MANETs...
with very high moving speed \( (r) \), it is either impossible or too expensive to use such a large \( l \). Both probabilistic analysis and simulation results in Reference 47 show that link availability is preserved in most cases with a buffered range much smaller than \( d \times 2t \). There is a wide range of potential trade-offs between efficiency and connectivity.

Specifically, suppose \( r' \) is the normal “Hello” message range. A typical CDS protocol works as follows:

1. Select \( r = r' \) for neighborhood information exchange.
2. Apply the selected localized CDS protocol to determine the status of each node.
3. Use \( r + l \) for each dominator in the actual transmission.

Step 2 of the above process varies from protocol to protocol. Here we use Wu and Li’s marking process and Rules 1 and 2 [49] to illustrate:

At each node \( u \):

- **Marking Process:** \( u \) is marked true (i.e., becomes a dominator) if there are two unconnected neighbors.
- **Rule 1:** \( u \) is unmarked (i.e., becomes a dominatee) if its neighbor set is covered by another node with a higher id.
- **Rule 2:** \( u \) is unmarked if its neighbor set is covered jointly by two connected nodes with higher id’s.

In Rules 1 and 2, we say \( u \)'s neighbor set, \( N(u) \), is covered by one or two covering nodes, if every node \( w \) in \( N(u) \) is either a covering node or a neighbor of a covering node. Using the above marking process with Rules 1 and 2, marked nodes form a CDS. Figure 22.3 shows a sample ad hoc network with 9 nodes. Node \( r \) is unmarked by the marking process because its neighbor set is covered by node \( x \). Here node id \( x \) is higher than \( w \) according to the alphabetical order. Node \( u \) is unmarked by Rule 2 because its neighbor set is covered by two connected nodes \( x \) and \( z \). Clearly, the marked nodes \( v, x, \) and \( z \) form a CDS of the sample network.

Originally, Rules 1 and 2 use only marked nodes as covering nodes, and involve overhead in communicating dominating set status. Stojmenovic et al. [35] showed that unmarked nodes can also be covering nodes, and there is no need to exchange dominating set status. Dai and Wu’s [10] proposed a generalized rule (called Rule \( k \)) to construct a smaller CDS. Based on the generalized rule, \( u \) is unmarked if its neighbor set is covered by several connected nodes with higher id’s. The number of the covering nodes is allowed to be more than two. The generalized rule can unmark more nodes, and is easier to check than Rules 1 and 2.

When the network is static or local views are consistent (say, all nodes see only solid line) in Figure 22.4, both nodes \( u \) and \( v \) are marked after the marking process. \( u \) will be unmarked using Rule 1.

**FIGURE 22.2** The notion of buffer zone with different transmission ranges.
A typical topology control protocol works as follows:

1. Select \( r' \) to collect neighborhood information.
2. Apply a selected localized topology control protocol to select \( r(u), r(u) \leq r' \), for node \( u \) to cover its farthest logical neighbor.
3. Use \( r(u) + l \) for the actual transmission.

We use Li, Hou, and Sha's topology control algorithm based on local MST \[22\] to illustrate Step 2 of the above process.

At each node \( u \):

1. Build a local MST using Prim's algorithm based on 1-hop location information. The resultant MST covers all 1-hop neighbors of \( u \).
2. Select neighbors in MST as logical neighbors of \( u \).
3. Set the transmission range of \( u \) to its distance to the farthest logical neighbor.

When the network is static or local views are consistent in Figure 22.5(a), all nodes build an identical MST that includes two links \((u, v)\) and \((w, v)\). Node \( u \) has one logical neighbor \( v \) and sets its range to 4. Node \( w \) has one logical neighbor \( v \) and sets its range to 5. Node \( v \) has two logical neighbors \( u \) and \( w \) and sets its range to 5 to reach the farthest node \( w \).
When the network contains mobile nodes, such as node $w$ in Figure 22.5, the transmission range of each node is increased to maintain the link availability. For example, if it is known that the maximum relative movement between two nodes during one “Hello” interval is $l = 2$, then the actual transmission range of nodes $u$, $v$, and $w$ are adjusted to 8, 7, and 8, respectively. Therefore, link $(v, w)$ is still available even if node $w$ moves upward and the distance between $v$ and $w$ becomes 6. It is also observed in Reference 47 that the buffered range $l = 2$ is conservative and not always necessary. The probability is high that all links can be maintained with a smaller $l$.

### 22.5 View Consistency

In this section, we first explain what are inconsistent local views and consequences of using inconsistent views in localized algorithms. Then we discuss three possible solutions to overcome the inconsistent view problem. In the first solution, a certain synchronization mechanism is used to ensure consistent views during a given time period. In the second solution, each node makes conservative solutions based on recent history information. The third solution relies on an aggressive fault detection mechanism, which precautions neighbors about unreliable links. Due the early warning, most “bad” decisions of neighbors can be avoided.

#### 22.5.1 View Consistency Issue

We use two localized algorithms as examples to demonstrate how inconsistent local views cause “bad” decisions in MANETs. Both algorithms, Wu and Li’s marking process [49] for CDS construction, and Li, Hou, and Sha’s topology control algorithm based on local MST [22], have been introduced in the last section.

In the CDS construction example (as shown in Figure 22.4), we assume that node $w$ moves southward. Link $(v, w)$ exists at time $t_0$ and is broken at time $t_1$. We also assume $t_0$ and $t_1$ belong to two intervals. Since link $(v, w)$ is two hops away from node $u$, when node $u$ decides its status, it uses the outdated information (lagging by one interval) that link $(v, w)$ still exists. The local view $u$ is shown in Figure 22.4(b). Based on Rule 1, node $u$ is unmarked because its neighbor set is covered by node $v$. However, when node $v$ decides its status, it has the fresh information that link $(w, v)$ is broken since it is adjacent to the link (as shown in Figure 22.4(c)). Based on the marking process, the only two neighbors of $v$, $x$, and $u$, are connected, so node $v$ is also marked false. As a consequence, none of the nodes in the network are marked.

In the topology control example (as shown in Figure 22.5), assume node $u$’s view reflects the topology at $t_0$ (as shown in Figure 22.5(b)) whereas node $v$’s view corresponds to the topology at $t_1$ (as shown in Figure 22.5(c)). This happens when the recent “Hello” message from $v$ is sent at $t$, where $t_0 < t < t_1$. In this case, $u$ has only one logical neighbor $v$, and $v$ has only one logical neighbor $u$. Based on the protocol, a link is selected only if both end nodes select each other. As a result, only one link $(u, v)$ exists after the topology control (as shown in Figure 22.5(d)). A network partition occurs.
In the earlier examples, individual nodes make “bad” decisions based on inconsistent local views. Two views are inconsistent if their common parts do not match. In the CDS example, link \((v, w)\) exists in node \(u\)’s view but not in node \(v\)’s view. In the topology control example, \(w\) is closer to \(v\) in \(u\)’s view but closer to \(u\) in \(v\)’s view.

22.5.2 Consistent Local View

One solution to the above problem is to enforce consistent views such that the same information “version” is used by all nodes in making their decisions. First we consider the problem of collecting consistent 1-hop information via loosely synchronous “Hello” messages. Originally, each node receives “Hello” messages from its 1-hop neighbors, and updates its local view upon the arrival of every “Hello” message. If all nodes have synchronized clocks, this scheme actually works. In the topology control example, if both nodes \(u\) and \(v\) make their decisions at \(t_0\), they will agree that \(v\) is closer to \(w\); at \(t_1\), they will agree that \(u\) is closer. Here we omit the propagation delay and assume that a “Hello” message is received by all neighbors at the same time. However, it is impossible to have totally synchronized clocks in a MANET without centralized control. If \(u\) makes its decision slightly earlier than \(v\), and \(w\)’s “Hello” message arrives after \(u\)’s decision and before \(v\)’s decision, then the two nodes have inconsistent views. This inconsistency cannot be avoided no matter how small the asynchrony is.

The traditional solution for this problem is to build local views only once at the beginning of each “Hello” interval. As shown in Figure 22.6(a), each “Hello” interval is divided into three time periods \(\Delta = h + s + d_1\). Because of asynchronous clocks, different nodes may start their “Hello” intervals at different times. That is, some nodes have “faster” clocks than other nodes. However, we assume the difference between two clocks is bounded by \(s\). In the construction of consistent views, each node sends its “Hello” message during period \(h\), waits for a period \(s\), and conducts normal activities (e.g., sending data packets) in period \(d_1\). As the \(h\) period of the “slowest” node ends before the \(s\) period of the “fastest” node, every node receives all “Hello” messages before the end of its \(s\) period. Local views built in the end of \(s\) are consistent. It is safe to route data packets in period \(d_1\) based on these local views.

This scheme can be extended to build 2-hop information. As shown in Figure 22.6(b), each “Hello” interval is divided into five periods \(\Delta = h_1 + s_1 + h_2 + s_2 + d_2\). Normally \(h_1 = h_2\) and \(s_1 = s_2\). Here we assume the clock difference is bounded by both \(s_1\) and \(s_2\). Each node first advertises its 0-hop information (i.e., its id and location) in period \(h_1\), builds 1-hop information at the end of period \(s_1\), and then advertises the newly constructed 1-hop information in period \(h_2\). At the end of period \(s_2\), every node constructs its consistent local view, which is ready for use in period \(d_2\). The drawback of this scheme is that two “Hello” messages are sent during each interval \(\Delta\), and the effective communication period \(d_2\) is further reduced.

Then we consider another situation with asynchronous “Hello” messages. The traditional solution relies on the assumption that the maximal difference among local clocks, \(s\), is predictable and \(s \leq \Delta\). In a totally asynchronous system, \(s = \Delta\) and the above simple approach cannot be applied. Note that even if \(s < \Delta\) at a particular network, delays accumulate unless some clock synchronization protocol is
applied. Although various solutions exist to adjust clock values, frequent clock synchronization is costly. When maintaining (partially) synchronous "Hello" interval becomes too expensive or impossible, we propose using timestamped asynchronous "Hello" messages to enforce application specific consistent local views.

The basic idea is to maintain a sequence number \( i_v \) at each node \( v \), and attach \( i_v \) to each "Hello" message from \( v \). The sequence number serves as a timestamp. Consistent local views are obtained from "Hello" messages with the same timestamps. This can be done by carrying a timestamp in each data packet. The timestamp is chosen by the originator of the data packet, and all nodes relaying this packet must determine their logical neighbors based on information of the same version (i.e., with the same timestamp). In this scheme, each node keeps several local views, each local view corresponding to a recently used timestamp. Similarly, several logic topologies coexist in the same network. Each logic topology corresponds to a timestamp and is connected. The logic time (i.e., the timestamp of the latest local view) of the originator of the data packet is used as a selector. It indicates in which logical topology this data packet is traveling.

In Figure 22.5, suppose the first "Hello" message from node \( w \) has timestamp 0, and the second one has timestamp 1. When the above method is applied, two parallel logic topologies exist. The logical topology corresponding to timestamp 0 includes two bidirectional links \((u,v)\) and \((v,w)\). The logic topology corresponding to timestamp 1 includes \((u,v)\) and \((u,w)\). When a data packet \( p \) is sent from \( u \) to \( w \), the source node \( u \) selects a recent timestamp and forwards \( p \) on the corresponding logical topology. If \( p \) has timestamp 0, it is first forwarded to \( v \). Based on \( v \)'s local view with timestamp 0, \( w \) is a logical neighbor of \( v \), and \( p \) is forwarded along the logical link \((v,w)\). If \( p \) has timestamp 1, it is sent to \( w \) directly via logical link \((u,w)\). In both cases, \( p \) arrives safely at its destination.

The above approach can tolerate a larger "time skew" among different local views and, therefore, involves less synchronization overhead. Let \( \Delta' \) be the maximal time difference between any two "Hello" messages with the same timestamp. This scheme still works when \( \Delta' > \Delta \). However, the buffer zone should be adjusted accordingly to compensate for the "older" local views. If the local clock speed is different in each node, \( \Delta' \) may accumulate during a long time period, and the buffer zone may be very large. A certain degree of synchronization is still required to maintain a relatively small \( \Delta' \). For example, randomly selected nodes can initiate periodical broadcast processes that help each node adjust its timestamp. This synchronization process need not be frequent when each node has a relatively accurate clock. If all local clocks are accurate, only one broadcasting is sufficient.

### 22.5.3 Conservative Local View

In the previous section, we discussed two methods of enforcing consistent local views. Both methods require a certain degree of internode synchronization, which introduces extra overhead. When maintaining consistent local views becomes too expensive or impossible, another approach called conservative local view [48] can be applied, which makes conservative decisions based on inconsistent views. No synchronization is necessary. A conservative decision is one that maintains the global property with the penalty of lower efficiency. That means selecting more logical neighbors in a topology control algorithm and marks more nodes as dominators in a CDS formation process. We use Wu and Li's marking process as an example to illustrate the conservative approach.

In Wu and Li's marking process, a node \( v \) may be incorrectly unmarked if (1) \( v \) no longer views a node \( w \) as its neighbor, and (2) another node \( u \) still views \( w \) as \( v \)'s neighbor and unmarks itself based on this view. As the broken link \((v,w)\) is first detected by \( v \) and then propagated to \( u \) via periodical "Hello" messages, local views of nodes \( u \) and \( v \) are inconsistent for a short period. During that period, \( u \) and \( v \) may be unmarked simultaneously, and the CDS is temporarily compromised. In order to prevent conditions (1) and (2) from happening together, each node must use a conservative local view, instead of its most recent local view, to make conservative decisions. In this case, the conservative local view \( \text{View}_c(v) \) of node \( v \) is constructed from \( k \) most recent local view \( \text{View}_1(v), \text{View}_2(v), \ldots, \text{View}_4(v) \) based on the following rule: a link \((u,w)\) exists in \( \text{View}_c(v) \) if and only if (1) \((u,w)\) exists in the most recent local views \( \text{View}_1(v), \ldots, \text{View}_4(v) \).
or (2) $u = v$ and $(u, v)$ exists in at least one recent local view $\text{View}_i(v)$ for $1 \leq i \leq k$. That is, a broken link is preserved longer in the conservative views of its two end nodes than in those of all other nodes.

As shown in Figure 22.7, after node $v$ detects a broken link $(v, w)$, it will keep a virtual link corresponding to the broken link in its local view for a short time period. Based on this conservative view (as shown in Figure 22.7(c)), $v$ is still a dominator. Note that the virtual link $(v, w)$ is still available during this time period, if $v$ uses a large actual transmission range to create a buffer zone, as discussed in Section 22.2. The virtual link stays in $v$'s view until all other nodes have removed this link from their views. When 2-hop information is used, link $(v, w)$ exists in local views of $v$'s 1-hop neighbors and $w$'s 1-hop neighbors, which will remove link $(v, w)$ from their local views after receiving a “Hello” message from $v$ or $w$. Node $v$ will send its next “Hello” message within a “Hello” interval ($\Delta_1$). Node $w$ may detect the broken link and send its “Hello” message later than $v$, but the difference is bounded by $\Delta$. Therefore, it is safe to remove the virtual link $(v, w)$ for $v$’s local view after $2\Delta$.

This approach can also be applied to other localized CDS and topology control algorithms. However, the conservative decisions are different from algorithm to algorithm, and the construction of conservative views depends on the specific localized algorithm. For example, in Li, Hou, and Sha’s local MST algorithm, a conservative view of node $v$ can be defined as follows: given $k$ most recent local views $\text{View}_1(v), \text{View}_2(v), \ldots, \text{View}_k(v)$, which contain distance values $d_i(u, w)(1 \leq i \leq k)$ between any two nodes $u$ and $w$ within $v$’s transmission range (including $v$), their distance in the conservative view is (1) max$_i d_i(u, w)$, if $u \neq v$ and $w \neq v$, and (2) min$_i d_i(u, w)$ otherwise. That is, the virtual distance between $v$ and a neighbor $w$ in its conservative view may be smaller than the actual distance, and the virtual distance between two neighbors may be larger than the actual distance. As shown in Figure 22.8, when conservative local views are used, both nodes $u$ and $v$ select $w$ as a logical neighbor, and the network after topology control is connected.

FIGURE 22.7 Based on the conservative view, node $v$ is still marked for a little while after it detected the broken link $(v, w)$. The dotted line represents a virtual link in $v$’s view. (a) $w$’s position at $t_0$ and $t_1$. (b) $u$’s decision as an unmarked node at $t_0$. (c) $v$’s decision as marked at $t_1$.

FIGURE 22.8 Network connectivity is preserved using conservative views. (a) $w$’s position at $t_0$ and $t_1$. (b) $u$’s conservative view. (c) $v$’s conservative view. (d) Network topology.
22.5.4 Smart Neighbor Discovery

A simple mobility control mechanism was proposed in Reference 11 to make conservative local views by maintaining two, instead of one, neighbor sets at each node. Most localized CDS formation and CDS-based broadcast algorithms use a neighbor discovery mechanism that monitors periodical “Hello” messages from neighbors. When a node receives a “Hello” message, the sender’s id is added to its current neighbor set. This id stays in the neighbor set as long as “Hello” messages from the same sender are received regularly. Otherwise, a link failure is detected and the corresponding node id is removed from the current neighbor set. In order to reduce the number of false alerts caused by collisions of “Hello” messages, the link failure detection mechanism is usually designed to tolerate two consecutive losses of “Hello” messages. A node \( v \) will consider another node \( w \) as a neighbor as long as it has received at least one “Hello” message from \( w \) during the last three “Hello” intervals. Therefore, the 1-hop neighbor information is usually outdated, and the protocol adapts poorly to node movement. On the other hand, an aggressive failure detector is not safer. For example, if node \( v \) in Figure 22.9(c) removes node \( w \) from its neighbor set by mistake, it will be unmarked based on the false information, leaving \( w \) uncovered.

In the dual neighbor set solution [11], two neighbor sets, one private and another public, are maintained using different link failure detection standards. After node \( v \) misses the first “Hello” message from node \( w \), \( w \) is removed from node \( v \)’s public neighbor set. The public neighbor set is promptly advertised to other nodes so that a graceful handover can be arranged in advance. Meanwhile, \( w \) remains in \( v \)’s private neighbor set until losses of three consecutive “Hello” messages. The status of \( v \) is determined based on its private neighbor set, which remains a dominator during the handover period. For example, when link \((v, w)\) fails in Figure 22.9(a) due to the movement of \( w \), it is first removed from the public neighbor set of \( v \), which is advertised to node \( u \). Therefore, node \( u \) is marked shortly after the node movement, as shown in Figure 22.9(b). On the other hand, as node \( w \) remains in \( v \)’s private neighbor set, its local view is as in Figure 22.9(c), based on which \( v \) is still marked for a smooth handover. Simulation results in Reference 11 show that this enhancement is very effective in improving reliability, where the size of CDS increases automatically to compensate for increased mobility level.

The above “smart” neighbor discovery scheme is extended in Reference 47, where signal strength is used for early detection of unstable links. Here the “Hello” message is transmitted with the actual transmission range \( r + l \). When a node \( v \) receives a “Hello” message, its distance to the sender \( w \) is estimated based on the incoming signal strength. The id \( w \) is always put into \( v \)’s private neighbor set, but will be removed from \( v \)’s public neighbor set if the distance between \( v \) and \( w \) is larger than \( r \). This link failure detection scheme is more aggressive and eliminates the possibility of simultaneous withdrawal in Figure 22.4. In this case, node \( u \) is warned about the failure of link \((v, w)\) and becomes a dominator before the failure actually happens. In the same time, node \( v \) remains a dominator until the link fails. Therefore, node \( w \) is always covered by either node \( u \) or node \( v \) or both. This scheme is also useful in sparse networks, where using a large “Hello” transmission range is necessary to avoid network partition.

![FIGURE 22.9](image)

Because node \( w \) is removed from node \( v \)’s public neighbor set while it is still in \( v \)’s private neighbor set, both nodes \( u \) and \( v \) are marked shortly after \( t_1 \). (a) \( w \)’s position at \( t_0 \) and \( t_1 \). (b) \( u \)’s position as marked at \( t_1 \). (c) \( v \)’s position as marked at \( t_1 \).
22.6 Simulation Results

The mobility control mechanisms for localized CDS and topology control algorithms can be evaluated using a popular network simulator \( ns - 2 \). Simulation results show that, under moderate mobility, most existing CDS and topology control algorithms can no longer maintain a connected dominating set or connected topology in a MANET. On the other hand, global domination and connectivity can be preserved with high probability, when the mobility control mechanisms are used to enhance link availability and view consistency.

Figure 22.10 and Figure 22.11 show sample results from simulations of a CDS algorithm and a topology control algorithm. For results of more algorithms, the readers can refer to [48,47]. In the simulation, 100 nodes are randomly placed in a 900 \( \times \) 900 m\(^2\) area. The normal transmission range \( r' \) is 250 m. The “Hello” interval is 1 sec. The mobility pattern follows the random waypoint model, where each node selects a random destination and moves to this destination with a random speed. After a node arrives at a destination, it pauses for a little while, and then selects a new destination and continues moving. This simulation uses a pause time of zero and an average moving speed varying from 1 to 160 m/sec. An ideal medium access control (MAC) layer without collision and contention is used to isolate the effect of mobility from other factors. The network connectivity is measured in terms of the connectivity ratio, which is defined as the ratio of pairs of connected nodes to the total number of pairs. In the simulation of a CDS algorithm, links between dominatees are removed before computing the connectivity ratio. That is, dominatees must be connected via dominators.

Figure 22.10 shows the connectivity ratio of Dai and Wu’s general rule [10], which is an extension of Wu and Li’s marking process and Rules 1 and 2 [49]. Different buffer zones are used to solve the link availability problem. In the original algorithm (0 m), the connectivity ratio drops rapidly as the average moving speed increases. When a small (20 m) buffer zone is used to tolerate broken links, the delivery ratio improves significantly under low (1 m/sec) to moderate (40 m/sec) mobility. With a 100 m buffer zone, the algorithm has almost 100% connectivity ratio under very high (160 m/sec) mobility. The effect of inconsistent views is not obvious in this case, because the buffer zone also increases redundancy in the CDS. A CDS with higher redundancy can tolerate more “bad” decisions caused by inconsistent views.

Figure 22.11(a) shows the connectivity ratio of Li, Hou, and Sha’s topology control algorithm based on local MST [22]. Various buffer zones are used to tolerate the inaccurate node location information caused by mobility. When there is no buffer zone (0 m), the connectivity ratio is very low (10%) under an average...
moving speed of 1 m/sec. The connectivity ratio increases to 75% after a 1 m buffer zone is used, and 98% for a 10 m buffer zone. Obviously, the topology connectivity can be enhanced via a buffer zone with an appropriate width. On the other hand, using a buffer zone alone does not solve the entire problem. Hundred percent connectivity ratio is not achieved even with very low mobility level. Moderate and high mobility causes low connectivity ratio.

Figure 22.11(b) shows the effect of combining the buffer zone technique with consistent views. After individual nodes construct consistent local views, the connectivity ratio is improved significantly. When using a 20 m buffer zone in MANETs with a 10 m/sec average moving speed, the connectivity ratio is 40% without consistent views, and 70% with consistent views. When using a 100 m buffer zone under a 40 m/sec average moving speed, the connectivity ratio reaches 98% with consistent views, while the original connectivity ratio without consistent views is only 70%.

Overall, simulation results confirm that the global connectivity can be compromised by both link availability and view consistency issues. Both issues can be overcome with mobility control mechanisms, and the global property can be preserved with high probability and relatively small overhead.
22.7 Conclusion

We have addressed issues related to mobility control in mobile ad hoc networks. To illustrate the importance of the negative impact of mobile nodes on various protocols, we focus on two localized protocols, one for CDS construction and the other for topology control. It has been shown that most existing protocols on CDS construction and topology control will generate incorrect results in the presence of mobile nodes. We discuss two major problems in mobility control: link availability and view consistency, and provide several solutions. Mobility control in MANETs is still in its infancy. Many open issues exist:

- How does mobility affect protocols at other layers?
- Can approaches for view consistency in distributed systems be applied in mobile ad hoc networks?
- How should various kinds of cost and efficiency trade-off be done?

More efforts are needed to address these issues before various protocols can be applied in MANETs with mobile nodes.
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Self-Organization
Algorithms for Wireless Networks

23.1 Why Self-Organization?

A wireless sensor network (WSN) consists of sensor nodes connected among themselves by a wireless medium to perform distributed sensing tasks. These networks are expected to be used in different applications such as environmental and health monitoring, surveillance, and security. An important aspect of WSNs comes from having many sensors generating sensing data for the same set of events. The integration of sensing, signal processing, and data communication functions allows a WSN to create a powerful platform for processing data collected from the environment.

A WSN must be able to operate under very dynamic conditions and, in most cases, in an unattended mode leading to an autonomous network. This scenario becomes more complex when we consider that there will be probably sensor networks that comprise tens to hundreds of thousands sensor nodes. The design of algorithms for WSNs must consider the hardware limitations of sensor nodes, the physical environment where the nodes will operate, and the application requirements. A communication protocol must be designed to provide a robust and energy-efficient communication mechanism.

The algorithms and protocols for this kind of network must be able to enable network operation during its initialization and during both normal and exception situations. A vision to reach this autonomy is through the concept of self-organization, which is defined in Reference 1 as “the spontaneous creation of a globally coherent pattern out of local interactions.”

Local interactions will be probably based on local rules to achieve a global goal. Note that the local rules assigned to each sensor may be different depending on its hardware characteristics, node location,
traffic pattern, security, and other attributes associated with the application. The ultimate goal of these
local rules is to design a self-organizing WSN.

Self-organization is a concept well-known in the literature and has been employed in different areas
such as physics, chemistry, biology, and mathematics [2–4]. To illustrate the application of this concept,
we cite some examples [5]:

• In physics, where the term seems to be first applied, one of its uses refers to structural phase
  transformations such as spontaneous magnetization and crystallization. Another use refers to
  complex systems made up of small, simple units connected to each other.
• In chemistry, self-organization includes self-assembly, which denotes a reunion of molecules
  without the help of an external entity in oscillating chemical reactions and autocatalytic networks.
• In biological systems, there are many phenomena that have been described as “self-organizing”
  such as the formation of lipid bilayer membranes, the self-maintaining nature of systems from the
  cell to the whole organism (homeostasis), the process of how a living organism develops and grows
  (morphogenesis), the creation of structures by social animals (e.g., social insects as bees, ants, and
  termites), and the origin of life itself from self-organizing chemical systems.
• In mathematics and computer science, we find the term related to cellular automata, evolutionary
  computation, artificial life, swarms of robots, and neural networks.

Particularly in computer science, a more specific view is needed. For example, in Reference 6 a self-
organizing system is defined as a “system which creates its own organization.” An organization is a
"structure with function, where structure means that the components of a system are arranged in a
particular order and function means that this structure fulfills a purpose.” This definition can be applied
to a WSN and, in this case, we could define a self-organizing wireless network as a network that has
the capacity to maintain all the network functions (e.g., communication, and collaboration), adapts to
perturbations (topological or environmental changes), saves resources (e.g., energy, bandwidth etc.), along
its lifetime without the need of external interventions.

In contrast to other areas, such as in physics, chemistry, and biology, in which the laws of the nature
control the local interactions, in WSNs we need to devise simple local interaction rules codified in
distributed algorithms to achieve the desired goal. In general, this is not an easy task, especially if efficiency
is required due to network constraints such as energy, bandwidth, and processing capacity. Despite this
fact, some general features of these algorithms can be identified as follows:

• The entire system must have a common goal to be obtained by the cooperation of individual
  elements, which leads to a well-defined behavior.
• There is no centralized entity that controls the system organization. This must be done according
to fully distributed algorithms.
• The organization occurs from local interactions. Thus, elements must act together to reach a
  common goal.
• The system must be dynamic. The state of a node must change based on its inputs (network
  perceptions) and the local interactions. The system must adapt itself to reach a stable global
  organization.
• The nodes must preserve their limited resources and the self-organization cannot sacrifice the goal
  of the application running on the sensor network. Thus, the dynamics of the system from local
  interactions must be objective and precise with simple established rules.

23.2 Chapter Outline

This chapter presents some algorithms that can guide the development of new applications and algorithms
for wireless networks. We concentrate on algorithms for ad hoc and sensor networks, due to their natural
characteristics of autonomic behavior (see References 7 and 8). The algorithms are divided in classes
that correspond to the main activities of these networks: communication, clustering, density control, and localization algorithms.

23.3 Communication Algorithms

Communication is a basic functionality in any data communication network and was the first class of algorithms to be developed considering the self-organizing approach, especially in ad hoc and sensor networks. The problem is to create a communication infrastructure — basically the establishment of links and routes between nodes — and maintain this infrastructure in the presence of topological changes.

In most existing ad hoc networks, the channel access is done by a contention method, like the 802.11 MAC protocol. This method does not require a special organization for channel access. When a node wants to transmit a frame it simply verifies if the channel is in use and if so does not transmit the frame thereby controlling possible collisions. Another approach consists in organizing the channel access in collision-free links, mainly based on time divisor multiple access (TDMA) schemes. An advantage of this approach is the possibility to save energy in more restricted networks such as sensor networks. The task of channel assignment to links in a large network is a very difficult problem to be performed by a centralized entity, especially in a dynamic scenario. Thus, algorithms that possess the self-organizing feature have been studied in the sensor network domain. The protocol called self-organizing medium access control for sensor networks (SMACS) [9] is an algorithm that allows the sensor nodes to discover their neighbors and to establish a schedule for transmissions and receptions for communicating among them. The pseudo-code of the SMACS algorithm is depicted in Algorithm 23.1.

This algorithm shows the negotiation to establish a communication between nodes based on the TDMA schedule. A node wakes up at random times and listens to the channel for invitation messages. After some time, if a message is not received, the node decides to send an invitation ($INV_i$) by broadcasting it to the network and expects some response (represented by $Invitation()$ from lines 4–8). The negotiation between nodes are controlled by the variables $Expecting_i$ and $Expected_i$, that are reinitiated if the receiving process reaches a timeout ($Receive.timeout()$). A node that receives an invitation message from a node will send a response ($R_{INV_i}$) to it in a random time and stays expecting a link establishment from it (lines 11–15). The node that invites others can receive a response from more than one node. In this case, it will choose the first one, ignoring the others, and sends a confirmation message with its schedule information ($CONF_i(\text{Frame}_i)$). This is shown in lines 16–19. In lines 20–26, the invited node will compare this information with its own schedule scheme ($slot_{pair}_i = compare(F, \text{Frame}_i)$) to determine a free pair of slots to assign to a link formed between the nodes ($assign(slot_{pair}_i, \text{Frame}_i)$). This information is sent back to the node that initiated the invitation (through $R_{CONF_i}(\text{slot}_{pair}, \text{Frame}_i)$ message), which is added to its schedule scheme (lines 27–31).

Some details were suppressed from the description, like the use of multiple channels to increase the possibilities of having schedule schemes and to avoid collisions. However, it illustrates the activity of the organization of the link layer. Another algorithm can be found in Reference 10.

Currently, there are several proposals for routing protocols focusing on both ad hoc [11–14] and sensor networks [15–18]. Naturally they consider some self-organizing aspect due to the ad hoc nature of these networks that do not use a fixed infrastructure. Thus, routes must be discovered and maintained based on local cooperation. An interesting example to be considered is the ad hoc on-demand distance vector algorithm (AODV) [13] that creates routes only on demand, that is, when the source nodes need them. Basically, the AODV protocol has two phases: the first one is the route discovery, based on a flooding process started by the node that wants to send a message; and the second phase is the route maintenance, realized by all nodes of a discovered route to update it. This basic behavior is presented in Algorithm 23.2 and it is also found in reactive algorithms like the Push Diffusion [19].

The path discovery, represented by “$Discovery(n_j \in N)$” in line 3, is executed by a node that wants to send a message to another node ($n_j$) and does not have a valid route to it. This is done by a broadcast of a route request message ($RREQ_i(j)$), uniquely identified, to all neighbors of the source node (line 5).
Algorithm 23.1 (SMACS — Stationary MAC and StartUp Procedure)

1: $Frame_i \leftarrow \emptyset$
2: $Expecting_i \leftarrow false$
3: $Expected_i \leftarrow \text{nil}$
4: $Invitation()$
5: $begin$
6: $Expecting_i \leftarrow true$
7: $Send INV_i$ to all $n_j \in Neig_i$
8: $end$
9: $Receive(msg, \text{ such that origin}(msg) = (n_i, n_j))$
10: $begin$
11: $if msg = INV_i \text{ and } Expecting_i = false$ then
12: $Expecting_i \leftarrow true$
13: $Expected_i \leftarrow j$
14: $Send RINV_i$ to $n_j$ in a random time;
15: $end$ $if$
16: $if msg = RINV_i \text{ and } Expecting_i = true$ then
17: $Expected_i \leftarrow j$
18: $Send CONF_i(\text{Frame}_i)$ to $n_j$
19: $end$ $if$
20: $if msg = CONF_j(F) \text{ and } Expected_i = j$ then
21: $\text{slot}_pair_i \leftarrow \text{compare}(F, \text{Frame}_i)$
22: $assign(\text{slot}_pair_i, \text{Frame}_i)$
23: $Send RCONF_i(\text{slot}_pair_i)$ to $n_j$
24: $Expecting_i \leftarrow false$
25: $Expected_i \leftarrow \text{nil}$
26: $end$ $if$
27: $if msg = RCONF_j(S) \text{ and } Expected_i = j$ then
28: $assign(S, \text{Frame}_i)$
29: $Expecting_i \leftarrow false$
30: $Expected_i \leftarrow \text{nil}$
31: $end$ $if$
32: $end$
33: $Receive.timeout()$
34: $begin$
35: $Expecting_i \leftarrow false$
36: $Expected_i \leftarrow \text{nil}$
37: $end$

This message is forwarded by every intermediate node (broadcast in line 18) until the required destination (verification of line 12) or an intermediate node with a valid route to it (verification of line 15) is reached. During the process of forwarding request messages, intermediate nodes record a list of packets received and their immediate destinations ($\text{ForwardedList}_i$), avoiding the forwarding of request copies and establishing a reverse path toward the source (lines 10 and 11). Once a request is received by the destination or an intermediate node with a valid route, they will respond by sending a route reply message ($RREP_i(d)$) back to the node from which it first received the request (lines 13 and 16). As this is done toward the reverse path, intermediate nodes record the response packets and their immediate destinations in a list ($\text{RequisitionList}_i$) indicating the active route to the communication between the source and the destination.
Algorithm 23.2 AODV — Ad Hoc On-Demand Distance Vector Algorithm

1:  ForwardedList$_i$ ← ∅;
2:  RequisitionList$_i$ ← ∅;
3:  Discovery($n_j$ ∈ $N$)
4:  begin
5:   Send $RREQ_i(j)$ to all $n_k$ ∈ Neig$_i$;
6:  end
7:  Receive ($msg_i(d)$ such that origin($msg_i(d)$) = ($n_i$, $n_j$))
8:  begin
9:   if $msg_i(d) = RREQ_i(d)$ then
10:      if not ($msg_i(d)$ ∈ ForwardedList$_i$) then
11:         Put $msg_i(d)$ in ForwardedList$_i$;
12:      if $i = d$ then
13:         Send $RREP_i(k)$ to $n_j$;
14:     else
15:        if $\exists$ $RREP_d(k)$ ∈ RequisitionList$_i$ such that
16:           ($NOW - timestamp_i(RREP_d(k)) < VALID_INTERVAL$ AL then
17:           Send $RREP_d(k)$ to $n_j$;
18:        else
19:           Send $msg_i(d)$ to all $n_j$ ∈ Neigh$_i$;
20:     end if
21:  end if
22:  end if
23:  if $msg_i(d) = RREP_i(d)$ then
24:     Put $msg_i(d)$ in RequisitionList$_i$;
25:  if $i \neq d$ then
26:     Send $msg_i(d)$ to $n_j$ such that
27:     $n_j = origin_i(RREQ_d(k))$ and $RREQ_d(k) ∈ ForwardedList_i$;
28:  end if
29:  end if

(lines 23–28). Associated with each entry in the node list is a timestamp to verify the validity of routes (comparison between the elapsed time “$NOW - timestamp_i(RREP_d(k))$” and a predefined time interval “VALID_INTERVAL” in line 15).

Another simple and efficient solution adopted in WSNs is a routing tree that has been evaluated in studies such as SAR [20], TD-DES [21], and One-phase pull diffusion [22]. The tree structure is created and maintained by a special node (the sink in WSNs), which can be elected or defined by an external entity, in a proactive fashion. This solution is presented in Algorithm 23.3.

The special node starts the process by broadcasting a control message to the network ($TREE_{BUILD}$) in periodical intervals (represented by TreeBuildTimer.timeout() in lines 3–6). When a node initially receives the building message, it identifies the sender as its parent ($Parent_i$) and broadcasts the building message to all its neighbors (lines 14–20). Duplicated messages received from other neighbors, maintained in a list ($ForwardedList_i$), are discarded. Whenever a node has data to be transmitted (generated or forwarded), it will send it directly to its parent, following the path of the formed tree (lines 9–13).

Another approach to self-organize the routing process of a wireless network is to automatically change the algorithm used in the data communication according to the network perceptions.
Algorithm 23.3 Routing Tree Algorithm

1: $\text{Parent}_i \leftarrow \text{nil}$
2: $\text{ForwardedList}_i \leftarrow \emptyset$
3: $\text{TreeBuildTimer}.\text{timeout}()$
4: \begin{align*}
5: & \text{Send } \text{TREE\_BUILD}_i \text{ to all } n_j \in \text{Neig}_i; \\
6: & \end{align*}
7: \begin{align*}
8: & \text{Receive } \text{msg} \text{ such that } \text{origin}(\text{msg}) = (n_i, n_j) \\
9: & \text{begin} \\
10: & \text{if } \text{msg}_i = \text{DATA}_k \text{ for some } n_k \in N \text{ then} \\
11: & \text{if } \text{Parent}_i \neq \text{nil} \text{ then} \\
12: & \text{Send } \text{msg}_i \text{ to } \text{Parent}_i; \\
13: & \text{end if} \\
14: & \text{if } \text{msg}_i = \text{TREE\_BUILD}_k \text{ for some } n_k \in N \text{ then} \\
15: & \text{if not } (\text{msg}_i \in \text{ForwardedList}_i) \text{ then} \\
16: & \text{Parent}_i \leftarrow n_j; \\
17: & \text{Send } \text{msg}_i \text{ to all } n_l \in \text{Neig}_i; \\
18: & \text{Put } \text{msg}_i \text{ in } \text{ForwardedList}_i; \\
19: & \text{end if} \\
20: & \text{end if} \\
21: & \text{end}
\end{align*}

Multi [23] is an example of such an algorithm that encompasses the behavior of a reactive algorithm, similar to the behavior of AODV and a proactive algorithm like the Routing Tree. The idea is to monitor the network traffic and to compare it with a threshold. When the traffic is low it is better to use a reactive strategy, allowing to save resources, and, on the other hand, when the traffic is high it is better to use a proactive strategy, building the entire routing infrastructure in a predictive way. The pseudo-code for this protocol is shown in Algorithm 23.4.

The algorithm shows that the special node periodically verifies ($\text{VerificationTimer}.\text{timeout}()$ in lines 5–13) the traffic pattern ($\text{traffic}_i$) and compares it with a given threshold ($\text{TRAFFIC\_THRESHOLD}$). Based on its value, the algorithm decides to use a routing protocol based either on AODV or on Tree routing. The mode of operation of a node is determined by the type of control message received ($\text{Mode}_i = \text{proactive, reactive}$), shown in lines 29–36. Whenever a node has data ($\text{DATA}_k$) to be transmitted (generated or forwarded), it will send it preferably by the tree, otherwise the path established by reactive responses ($\text{RREP}_i$) are taken (lines 16–28). In Reference 23, it is shown that resource savings can be achieved with this autonomous adaptive scheme.

23.4 Density Control Algorithms

Wireless sensor networks are expected to operate for periods of time varying from weeks to years in an autonomous way. The success of this vision depends fundamentally on the amount of energy available at each sensor node in the network. In many applications sensor nodes may not be easily accessible because of the locations where they are deployed or owing to the large scale of such networks. In both cases, network maintenance for energy replenishment becomes impractical. Furthermore, in case a sensor battery needs to be frequently replaced the main advantages of a WSN are lost, that is, its operational cost, freedom from wiring constraints, and possibly more important, many sensing applications may become impractical.
The design of algorithms and protocols for these networks has to consider the energy consumption of a sensor node. In particular, it is very important to pay attention to the communication aspects of a given algorithm or protocol for a WSN. The node transceiver consumes energy not only during transmission and reception, but also in channel listening (idle state). In general, the more expensive states in terms of energy consumption are transmission followed by reception, but the energy spent in the idle state cannot be neglected in the network lifetime. A possible strategy to save energy is to turn off the sensor radio. When this happens, the node is no longer capable of communicating with other nodes and, thus, there is one active node less changing the network topology and density. A distributed algorithm that implements this approach is geographic adaptive fidelity (GAF) [24], which self-configures redundant nodes into small
Algorithm 23.5 *(GAF — Geographic Adaptive Fidelity)*

1. \( \text{State}_i \leftarrow \text{discovery} \);
2. \( \text{ActiveNeigh}_i \leftarrow \text{false} \);
3. \( \text{Radio}_i \leftarrow \text{off} \);
4. \( \text{DiscoveryTimer}.\text{timeout()} \);
5. \( \text{begin} \)
6. \( \text{State}_i \leftarrow \text{discovery} \);
7. \( \text{Radio}_i \leftarrow \text{on} \);
8. \( \text{ActiveNeigh}_i \leftarrow \text{false} \);
9. \( \text{Send} \ \text{DISC}_i(\text{GridID}_i, \text{Energy}_i) \) to all \( n_j \in \text{Neig}_i \);
10. \( \text{Wait} \ T_d \ \text{seconds} \);
11. \( \text{if} \ \text{ActiveNeigh}_i = \text{true} \ \text{then} \)
12. \( \text{Sleep()} \);
13. \( \text{else} \)
14. \( \text{Active()} \);
15. \( \text{end if} \)
16. \( \text{end} \)
17. \( \text{Sleep()} \);
18. \( \text{begin} \)
19. \( \text{State}_i \leftarrow \text{sleeping} \);
20. \( \text{Radio}_i \leftarrow \text{off} \);
21. \( \text{DiscoveryTimer}.\text{schedule}(T_s) \);
22. \( \text{end} \)
23. \( \text{Active()} \);
24. \( \text{begin} \)
25. \( \text{State}_i \leftarrow \text{active} \);
26. \( \text{Radio}_i \leftarrow \text{on} \);
27. \( \text{DiscoveryTimer}.\text{schedule}(T_a) \);
28. \( \text{end} \)
29. \( \text{Receive}(\text{msg}_i(g, e) \text{ such that } \text{origin}_i(\text{msg}_i) = (n_i, n_j) \text{ and } \text{msg}_i = \text{DISC}_j) \)
30. \( \text{begin} \)
31. \( \text{if} \ g = \text{GridID}_i \text{ and } e > \text{Energy}_i \text{ then} \)
32. \( \text{ActiveNeigh}_i \leftarrow \text{true} \);
33. \( \text{if} \ \text{State}_i = \text{active} \text{ then} \)
34. \( \text{DiscoveryTimer}.\text{reset()} \);
35. \( \text{Sleep()} \);
36. \( \text{end if} \)
37. \( \text{end if} \)
38. \( \text{end} \)

groups based on their location and controls their duty cycles to save energy. Its pseudo-code is presented in Algorithm 23.5.

The GAF protocol addresses the problem of controlling the network density by dividing the network into small “virtual” grids. A virtual grid is defined as a set of regions in which all nodes inside a grid can communicate among themselves. The size of a virtual grid can be easily derived from the radio range of a node. This definition allows all nodes of a grid to be equivalent for routing purposes. Therefore, if one node is active the others can sleep. Using the GAF protocol, a node can be in one of three possible states:
sleeping, discovery, or active (represented by State). Initially a node starts in the discovery state with its radio turned on (Radioi = on) and exchanges discovery messages (DISCi) with its neighbors to find out about the other nodes in the same grid (lines 4–16). This process takes $Td$ seconds. A node detects if there is an active node (controlled by ActiveNeighi) in its grid (same GridIDi, that can be determined locally with its own location coordinates and known grid size) if it receives a discovery message from a node with a higher residual energy (Energyi). This is shown in lines 31–37. If there is an active node in its grid (verification in line 11), the node moves to the sleeping state, turns its radio off, and reinitiates the discovery process in $Ts$ seconds ($Sleep()$ in lines 17–22). Otherwise, if there is no active node in the grid, the node goes to the active state, turns its radio on, and reinitiates the discovery process after $Ta$ seconds ($Active()$ in lines 23–28). A node in the active state can go to the sleeping state when it determines that another grid node is in the active state. In this case, the timers are reset ($DiscoveryTimer.reset()$ in line 34) and the radio is turned off.

This algorithm depends on localization systems to determine the node coordinates and grids. Sometimes location information is not available and for these cases there are other approaches such as cluster-based energy conservation algorithm (CEC) [24]. Other proposals can be found in References 25–27.

### 23.5 Clustering-Based Algorithms

The clustering of a network is the process of dividing it into hierarchical levels. A cluster is composed of common nodes that is coordinated by a node with a special role and called cluster-head. Cluster-heads can also be organized into other hierarchies. In ad hoc and sensor networks, this solution is frequently used because it can save energy and bandwidth. Some of the proposals presented in the literature that use clustering algorithms can be found in References 16 and 28–31.

The organization of wireless networks in clusters is an interesting solution to group related nodes for some collaborative task. This strategy may have several advantages: it is probably easier to devise a self-organization algorithm considering a small set of nodes; it is possible to minimize the number of message transmissions since communication occurs from a common node to its cluster-head and from the cluster-head to the sink node; the network complexity can be treated at the grid level and considering the set of grids; and finally, given all these points, it is possible to have a more scalable solution.

A clustering approach for data dissemination in WSNs is the Low-energy adaptive clustering hierarchy (LEACH) protocol [16]. LEACH is a self-organizing algorithm that creates local clusters with a node acting as cluster-head. The algorithm promotes a random rotation of cluster-heads to distribute the energy consumption in the network. Basically, each node elects itself as a cluster-head at any time with a given probability. A cluster-head broadcasts its operational state to the other nodes in the network. Each node determines as to which cluster it wants to belong by choosing the cluster-head with the better metric (e.g., minimum communication energy). The pseudo-code of LEACH is shown in Algorithm 23.6.

The operation of LEACH is divided in rounds. Each round has a set-up phase, where the clusters are organized, and a steady-state phase, where the network operates normally. The set-up phase is subdivided in the Advertisement and Confirmation phases. In the Advertisement phase, represented by “Advertisement.timeout()” in lines 6–23, a node decides whether it wants to be a cluster-head or not in that round (controlled by Roundt). This decision is based on its desired percentage from the network (represented by $P$) and the number of times the node has been a cluster-head so far. Thus, a node chooses a random number between 0 and 1 ($rand = Uniform(0, 1)$) and compares this with a threshold ($Ti$) established according to the condition that the node has not been a cluster-head in the last $1/P$ rounds (controlled by the difference between Roundt and Last_Roundt–CHi). This is shown in lines 9–13. If the random number is less than the threshold (verification in line 15), the node will be a cluster-head ($Clusteri = i$) and this process guarantees that it will be at some point in $1/P$ rounds. The self-elected cluster-heads send an advertisement (ADV message) to all the network nodes ($nj \in N$) by broadcast (the algorithm assumes that all nodes are reachable). In lines 26–29, the noncluster-head nodes receive an advertisement of all cluster-head nodes. At this moment, each noncluster-head node
Algorithm 23.6 LEACH — Low-Energy Adaptive Clustering Hierarchy

1: Cluster\textsubscript{i} \leftarrow nil;
2: Round\textsubscript{i} \leftarrow 0;
3: Better\_Signal\textsubscript{i} \leftarrow 0;
4: set\_Member\textsubscript{i} \leftarrow \{\};
5: Last\_Round\_CH\textsubscript{i} \leftarrow -1/P;
6: Advertisement\_timeout()
7: begin
8: \textbf{Round}\textsubscript{i} \leftarrow \textbf{Round}\textsubscript{i} + 1;
9: \textbf{if} \textbf{Round\textsubscript{i} - Last\_Round\_CH\textsubscript{i} > 1/P} \textbf{then}
10: \quad T\textsubscript{i} \leftarrow \frac{1-P+P\times \text{Round\_mod}(1/P)}{T};
11: \textbf{else}
12: \quad T\textsubscript{i} \leftarrow 0;
13: \textbf{end if}
14: \quad \textbf{rand}\textsubscript{i} \leftarrow \text{Uniform}(0, 1);
15: \textbf{if} \textbf{rand}\textsubscript{i} < T\textsubscript{i} \textbf{then}
16: \quad Cluster\textsubscript{i} \leftarrow i;
17: \quad Last\_Round\_CH\textsubscript{i} \leftarrow \textbf{Round}\textsubscript{i};
18: \quad set\_Member\textsubscript{i} \leftarrow \{\};
19: \quad \text{Send ADV\textsubscript{i} to all } n\textsubscript{j} \in N;
20: \textbf{else}
21: \quad Better\_Signal\textsubscript{i} \leftarrow 0;
22: \textbf{end if}
23: \textbf{end if}
24: \textbf{Recieve (msg\textsubscript{i} such that origin\textsubscript{i}(msg\textsubscript{i}) = (n\textsubscript{i}, n\textsubscript{j}))}
25: \textbf{begin}
26: \textbf{if} msg\textsubscript{i} = ADV\textsubscript{j} \textbf{and} signal\textsubscript{i}(msg\textsubscript{i}) > Better\_Signal\textsubscript{i} \textbf{then}
27: \quad Better\_Signal\textsubscript{i} \leftarrow \text{signal\textsubscript{i}(msg\textsubscript{i})};
28: \quad Cluster\textsubscript{i} \leftarrow j;
29: \textbf{end if}
30: \textbf{if} msg\textsubscript{i} = MEMBER\textsubscript{j}(i) \textbf{and} Cluster\textsubscript{i} = i \textbf{then}
31: \quad set\_Member\textsubscript{i} \leftarrow \text{set\_Member\textsubscript{i} U } n\textsubscript{j};
32: \textbf{end if}
33: \textbf{end}
34: \textbf{Confirmation\_timeout ()}
35: \textbf{begin}
36: \textbf{if} Cluster\textsubscript{i} \neq i \textbf{then}
37: \quad \text{Send MEMBER\textsubscript{i}(Cluster\textsubscript{i}) to all } n\textsubscript{j} \in N;
38: \textbf{end if}
39: \textbf{end}

decides as to where the cluster-head will belong to based on its received signal strength (comparison between signal\textsubscript{i}(msg\textsubscript{i}) and Better\_Signal\textsubscript{i}). After this phase, in the Confirmation phase shown in lines 34–39, each node must inform its cluster-head that it will be a member of that cluster-head. This is done by sending a broadcast message (MEMBER\textsubscript{i}(Cluster\textsubscript{i})) to the cluster-head. The cluster-head, in turn, includes the originator of the member message in a list of nodes of its cluster (set\_Member\textsubscript{i}), as shown in lines 30–32.
Algorithm 23.7 (Expanding Ring Approach)

1: Cluster<sub>i</sub> ← nil;
2: Depth<sub>i</sub> ← 1;
3: set Member<sub>i</sub> ← { };
4: Parent<sub>i</sub> ← nil;
5: Cluster_SetUp_timeout()
6: begin
7: Parent<sub>i</sub> ← i;
8: Cluster<sub>i</sub> ← i;
9: if size(set Member<sub>i</sub>) < MAX_BOUND then
10: Send ADV<sub>i</sub>(Depth<sub>i</sub>) to all nj ∈ Neig<sub>i</sub>;
11: end if
12: Depth<sub>i</sub> ← Depth<sub>i</sub> + 1;
13: end
14: Receive(msg<sub>i</sub>(d) such that origin(msg<sub>i</sub>) = (ni, nj))
15: begin
16: if msg<sub>i</sub>(d) = ADV<sub>i</sub>(d) then
17: if d = 1 then
18: if Cluster<sub>i</sub> = nil then
19: Cluster<sub>i</sub> ← c;
20: Parent<sub>i</sub> ← nj;
21: Send MEMBER<sub>i</sub>(c) to nj;
22: end if
23: else
24: if Cluster<sub>i</sub> = c then
25: Send ADV<sub>c</sub>(d −) to all nk ∈ Neig<sub>i</sub>;
26: end if
27: end if
28: end if
29: if msg<sub>i</sub>(c) = MEMBER<sub>i</sub>(c) then
30: if i ≠ c then
31: Send MEMBER<sub>i</sub>(c) to Parent<sub>i</sub>;
32: else
33: set Member<sub>i</sub> ← set Member<sub>i</sub> ∪ nj;
34: end if
35: end if
36: end

Note that this is a simple solution that does not impose a limit on the cluster size. Thus its structure may not be efficient due to resource and communication restrictions. Additionally, the solution requires direct access to all nodes of the network, which may be difficult to achieve in practice. An expanding ring search solution [31] can be used as a complementary approach to build a cluster as shown in Algorithm 23.7.

The Expanding Ring algorithm proceeds in rounds and in every round the cluster-head acquires nodes distant one hop more than the previous one, starting with depth 1. Each round is represented by an execution of “Cluster_SetUp.timeout()” (lines 5–13) that is executed while the limit of the cluster is not reached (size(set Member<sub>i</sub>) < MAX_BOUND). An advertisement message with a depth scope (ADV<sub>i</sub>(Depth<sub>i</sub>)) is sent to the neighbors of the cluster-head. This message is propagated in a multi-hop way and in every hop the depth is decreased (lines 16–28). A node that does not belong to a cluster and
Algorithm 23.8 SPA — Self-Positioning Algorithm

1: \( D_i[j][j] \leftarrow \text{nil} \) for all \( j \in N \);
2: \( C_i[j] \leftarrow (\text{nil}, \text{nil}) \) for all \( j \in N \);
3: \( \text{Beacon.timeout()} \)
4: \( \text{begin} \)
5: \( \text{Send BEACON}_i \) to all \( j \in \text{Neig}_i \);
6: \( \text{end} \)
7: \( \text{Information.timeout()} \)
8: \( \text{begin} \)
9: \( \text{Send } \text{ADV}_i(D_i[j][j]) \) to all \( j \in \text{Neig}_i \);
10: \( \text{end} \)
11: \( \text{Receive (msg, d) such that } \text{origin}(\text{msg}) = (n_i, n_j) \)
12: \( \text{begin} \)
13: \( \text{if } \text{msg} = \text{BEACON}_j \text{ then} \)
14: \( D_i[j][j] \leftarrow \text{TOA}_i(\text{BEACON}_j) \);
15: \( \text{end if} \)
16: \( \text{if } \text{msg} = \text{ADV}_i(D_i[j][j]) \text{ then} \)
17: \( D_i[j][n] \leftarrow D_i[j][n] \) for all \( n \geq 0 \);
18: \( \text{end if} \)
19: \( \text{end} \)
20: \( \text{LCS()} \)
21: \( \text{begin} \)
22: \( C_i[j] \leftarrow (\text{nil}, \text{nil}) \) for all \( j \in N \);
23: \( C_i[i] \leftarrow (0,0) \);
24: \( \text{Choose } p, q \in \text{Neig}_i \) such that 
\( D_i[p][q] > 0 \) and \( \gamma_i = \arccos \frac{D_i[i][p]^2 + D_i[i][q]^2 - D_i[p][q]^2}{2 \times D_i[i][p] \times D_i[i][q]} \neq 0 \)
25: \( C_i[i] \leftarrow (0,0) \);
26: \( C_i[p] \leftarrow (D_i[i][p], 0) \);
27: \( C_i[q] \leftarrow (D_i[i][q] \times \cos \gamma_i, D_i[i][q] \times \cos \gamma_i) \)
28: \( \text{foreach } j \in \text{Neig}_i \) do 
29: \( \text{begin} \)
30: \( \text{if } C_i[j] = (\text{nil}, \text{nil}) \) and 
\( D_i[i][j] > 0 \) and 
\( \exists n_x, n_y, \) such as \( C_i[x], C_i[y] \neq (\text{nil}, \text{nil}) \)
\( \text{and } D_i[x][j], D_i[y][j] > 0 \) \text{ then} \)
31: \( C_i[j] \leftarrow \text{triangulisation}_i(i, x, y) \);
32: \( \text{end} \)
33: \( \text{end} \)
34: \( \text{end} \)

receives an advertisement with depth of 1 will be a member of the cluster defined by the node that sent
the advertisement (\( \text{Cluster}_c = c \)) and will set the neighbor from which it received the message as its father
(\( \text{Parent}_c = n_j \)) thereby, forming a tree. Finally, a confirmation message (\( \text{MEMBER}_c(c) \) in line 21) is sent
through the tree to the cluster-head, which includes the originator of the member message in a list of
nodes of its cluster (\( \text{set}_c \_\text{Member}_c \)) as shown in lines 29–35.

Other proposals for clustering in ad hoc and sensor networks can be found in the literature, including
more elaborated solutions for multilayer organization and role-assignment (e.g., Reference 30).
23.6 Localization Algorithms

Many applications and activities in ad hoc and sensor networks depend on the information of node localization. Some examples are routing, like in greedy perimeter stateless routing (GPSR) [32], where packets are forwarded to neighbors in the physical direction of the destination, in density control algorithms, like the GAF algorithm [24], and applications that need to relate events with their localizations. Some proposals assume that information about node positioning is given by the GPS system. However, there are cases when the GPS signal is not available (e.g., indoor environment) or simply it is not possible to have a GPS receiver due to cost or size restrictions. An alternative solution is to use a distributed algorithm that allows nodes to find their relative positions inside the network area using range measurements among them to build a network coordinate system. An algorithm with this functionality is called self-positioning algorithm (SPA) [33]. The process of creating a local coordinate system (LCS) is presented in Algorithm 23.8.

The algorithm shows the establishment of a LCS for every node $i$, where its coordinates will be the reference ($C_i[1] = (0, 0)$). The algorithm operates detecting its neighbors through the use of beacon messages ($BEACON_i$ in lines 3–6) and calculating the distance between them by a method like time of arrival ($TOA_i$) in lines 13–15. Every node sends this information to its neighbors ($ADV_i(D_{ij}[j])$ in lines 7–10). Thus, the node knows its two-hop neighbors and some of the distances between its one- and two-hop neighbors (information stored in $D_{ij}[j]$ in lines 16–18). The process of establishing an LCS (represented by $LCS_i$ in lines 20–34) starts by choosing two nodes $p, q \in Neigh_i$ such that the distance between them is known and larger than zero ($D_{ij}[p][q] > 0$) and such that the nodes $i$, $p$, and $q$ do not lie on the same line ($\gamma_{ij} \neq 0$). This is summarized in line 24. The coordinates of the nodes are defined by triangle rules such that node $p$ lies on positive $x$-axis and node $q$ has a positive $y$ component (lines 25–27). The position of the other nodes $n_j \in Neigh_i$ can be computed by triangularization if the positions of at least two other nodes ($n_x, n_y$) and the distance of them to $n_j$ are known ($C_i[x], C_i[y] \neq (nil, nil)$ and $D_{ij}[x][j], D_{ij}[y][j] > 0$). This is shown in lines 28–33. The original work of SPA also describes how to adjust a node in LCS to a whole network coordinate system by electing a node that will be the center of it.
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24.1 Introduction

The proliferation of mobile computing and communication devices is producing a revolutionary change in our information society. Laptops, smart-phones, and PDAs, equipped with wireless technologies, support users in accomplishing their tasks, accessing information, or communicating with other users anytime, anywhere. Projections show that in few years the number of mobile connections and the number of shipments of mobile terminals will grow yet by another 20 to 50% [WWRF]. With this trend, we can expect that the total number of mobile Internet users will soon exceed the number of fixed-line Internet users.

Currently, most of the connections among mobile devices and the Internet occur over fixed infrastructure-based networks, which are extended with a wireless last hop. For example, cellular networks (GSM, GPRS, or UMTS) provide a wireless link between mobile phones and a base station, while laptops connect to the Internet via Wi-Fi Access Points (i.e., inside Wi-Fi hotspots). This networking paradigm is throughout referred to as infrastructure-based or single-hop hotspot scenario (see Figure 24.1[a]). In the
FIGURE 24.1 Mobile and pervasive networking scenarios. (a) Single-hop hotspot scenario, (b) ad hoc improved hotspot scenario, and (c) pure multi-hop ad hoc scenario.

near future the networking environments for mobile devices are expected to include multi-hop ad hoc networks (Figure 24.1[b] and Figure 24.1[c]). In the ad hoc networking paradigm, a group of mobile devices self-organize to create a network, without the need of any predeployed infrastructure. Applications running on those devices are able to communicate as in the standard Internet paradigm. The most straightforward application of the ad hoc paradigm is using ad hoc technologies to extend Wi-Fi hotspots. For example, in Figure 24.1[b], mobile devices inside a hotspot build an ad hoc network. Devices that are not in the Access Points’ transmission range can nevertheless access the Internet by relying on the ad hoc network. Finally, the ad hoc technology is very likely to fuel the development of new network applications, explicitly designed for pure infrastructureless environments (Figure 24.1[c]).

The networking paradigms depicted in Figure 24.1 will be an important step toward the pervasive computing scenario envisaged by Mark Weiser [W91]. In such scenario the environment around the users will be saturated with devices, which will wirelessly interact among them, and with the users, to automatically adapt the environment to the users’ needs (e.g., smart houses, smart offices, ... ) [IG00,ECPS02]. Many technical problems have to be fixed for this scenario becoming a reality. Among them, one of the most critical is power management at mobile devices. To allow users’ mobility, devices must be battery-supplied. It is common experience that current mobile devices (laptops, PDAs, etc.) can operate just for few hours before the battery gets exhausted. Even worse, the difference between power requirements of electronic components and battery capacities is expected to increase in the near future [S03]. In a nutshell, power management for mobile devices is a must for the development of mobile and pervasive computing scenarios, and each (hardware or software) component of a mobile device should be designed to be energy efficient. The networking subsystem is one of the critical components from the power management standpoint, as it accounts for a significant fraction of the total power consumption (around 10% for laptops, and up to 50% for small hand-held devices, such as PDAs).

This chapter provides an up-to-date state of the art of power management techniques for mobile and pervasive computing environments, and highlights some open issues. Section 24.2 provides an overview of the main power management approaches that have been proposed for such environments and introduces the research trends that will be analyzed in detail in the rest of the chapter.

24.2 Research Trends for Mobile and Pervasive Computing

The limited resources of mobile devices (e.g., limited CPU and memory) constitute the driving force of mobile and pervasive computing research [FZ94]. The energy available in a portable device is probably the most critical resource. In principle, either increasing the battery capacity, or reducing the power consumption, could alleviate mobile-device energy-related problems. However, as shown in Section 24.3, projections on progresses in battery technologies show that only small improvements in the battery capacity are expected in next future [S03,DWBP01]. If the battery capacity cannot be improved significantly, it is vital to manage power utilization efficiently, by identifying ways to use less energy preferably with no impact on the applications.

In Section 24.4, we provide a general framework for power management in a mobile device. These strategies can operate at different layers of the mobile-system architecture, including hardware, operating

In this chapter the sentences power consumption and energy consumption are used interchangeably.
system, network protocols, and applications. At the operating system level techniques for hard-disk management [HLS96], CPU scheduling [LS97] and screen blanking [LS97] have been proposed. Techniques implemented at the application level include disconnected operations [S93], remote task execution [FPS02], use of agents [PS98], and the exploitation of the application semantic2 [J00]. Techniques for adapting the application behavior to the changing level of energy also fall in this category [FS99].

Among the components of a mobile device that contribute to power consumption (CPU, video, hard-disk, network interface, etc.), the impact of the network interface becomes more and more relevant as the mobile-device size decreases. In a laptop the percentage of power drained by the wireless interface is about 10% of the overall system consumption [KK00,ACL03]. This percentage grows up to 50% when we consider small-size mobile devices like a PDA [KK00,ANF03]. This difference can be justified if we consider that small-size portable computers frequently have no hard disk and limited computational resources. On the other hand, the wireless interface provides almost the same functionalities in a laptop or a desktop PC. It is thus extremely important to design power-efficient network protocols and applications.

In principle, there are several approaches to reduce the power consumed by the network interface. In Section 24.5 we survey the most relevant power management policies for reducing the network-interface power consumption in the infrastructure-based scenario (Figure 24.1[a]). These techniques are presented in great detail, since the vast majority of today mobile computing environments fall in this category.

Power management schemes may be implemented at different layers of the network architecture [JSAC01]. Some researchers have focused on the impact of the transmission layer errors on the power consumption [RB96,ZR96]. When the bit error rate of the wireless channel is too high a transmitted message will be almost certainly corrupted, and this will cause power wastage. In this case, it is wise to defer the transmission. Other works suggest limiting the number of transmissions, as transmissions needs more power than receptions. The above strategies apply well in a cellular environment where the power consumption is asymmetric (the power consumed in the receiving mode is significantly less than in the transmitting mode). However, they are not suitable for a wireless local area network (WLAN) environment (i.e., Wi-Fi hotspot) where the network interface consumes approximately the same power in transmit, receive, and idle status [SK97,F04]. In this case the only effective approach to power saving consists in switching off the network interface (or, alternately, putting it in a sleep mode) when it is not strictly necessary. In addition, data-transfer phases should be as short as possible in order to reduce the time interval during which the wireless interface must be active (the ideal case is when data transfers are done at the maximum throughput allowed by the wireless link). The effectiveness of this approach was pointed out in several research works [SK97,KK98,ACL03].

Single-hop wireless Internet access represents the first step in the direction of pervasive computing [W91]. However, in a pervasive computing environment, the infrastructure-based wireless communication model is often not adequate as it takes time to set up the infrastructure network, while the costs associated with installing infrastructure can be quite high. In addition, there are situations where the network infrastructure is not available, cannot be installed, or cannot be installed in time. The answer to these problems is represented by the ad hoc networking paradigm, in which mobile devices build a multi-hop network, without relying on any predeployed infrastructure. Providing the needed connectivity and network services in these situations requires new networking solutions [C04]. In Section 24.6 we discuss novel power management issues generated by wireless networks developed for pervasive computing environments.

To summarize, in this chapter we survey the solutions proposed to minimize power consumption in mobile devices at different levels of the system architecture. Special emphasis is devoted to techniques aimed at reducing the power consumption in networking activities. We focus primarily on techniques for infrastructure-based wireless networks. However, we also consider power management solutions conceived for infrastructureless network technologies (ad hoc and sensor networks) that will have an important role for providing mobile and wireless communications in pervasive computing environments.

2For example, the application compresses the data before exchanging them, or finds some tradeoffs between performance and power consumption.
24.3 Battery Technology

The spectrum of mobile computing devices is quite large. They range from laptops to sensor nodes that have a size of few tens of mm³ [DWBP01]. Hereafter, we divide mobile devices in three classes: (i) high-end devices (such as laptops), (ii) medium-size devices (such as PDAs and smart phones), and (iii) small-size devices (such as sensors).

Power requirements highly depend on the device type, and on the task the device is designed for. For example, laptops require rechargeable, high-capacity batteries, but dimension and weight are not primary concerns. On the other hand, sensor nodes are typically not reachable after the sensor network is deployed (e.g., they may monitor radioactive or polluted zones, they may be put below buildings to monitor seismic waves, etc.). Therefore, sensor nodes are designed to work unattended until the battery is completely exhausted. Thus, batteries for sensor nodes are typically not rechargeable, and must be very small [PSS01]. To summarize, due to the high variety of devices, the spectrum of battery technologies used in mobile devices is wide.

Today, the most widely used technology is lithium-ion cells [PSS01,DWBP01]. These batteries are available in many different form factors. Moreover, they can be restored at nearly full capacity for many recharge cycles. At the state of the art, lithium batteries are used as an off-the-shelf component, and can be found in devices of almost any class. For example, they are used in:

- **laptops**: Capacity around 4000 mAh, volume around 200 cm³ [LBS]
- **PDAs**: Capacity around 900 mAh, volume around 50 cm³ [IPAQ03]
- **sensors**: Capacity around 500 mAh, volume around 10 cm³ [CMD,PSS01]

The tradeoff between capacity and size guarantees a reasonable lifetime to devices such as laptops, PDAs, or smart phones. However, for wearable computers and sensor networks, form factors of commercial batteries might not be sufficient. Current research efforts are devoted to miniaturize sensor nodes and wearable devices as much as possible. For example, the SmartDust project of the University of California at Berkeley has developed prototype sensor nodes as small as few tens of mm³ [DWBP01]. In this scenario, borderline technologies are currently investigated, in order to provide sufficient energy in so small form factors. Not only technologies are investigated aimed at improving the energy density, but also solutions are proposed where devices scavenge energy from the environment around them, without being equipped with traditional batteries. Some examples are highlighted in the following:

- **Vanadium and molybdenum oxide batteries** [HDD98]: This technology allows to produce thin films with capacities comparable to standard lithium cells.
- **Ultra-capacitors** [MT]: These components store less capacity that lithium cells, but can provide high power, due to lower source impedance.
- **Solar cells** [DWBP01]: This technology exploits the well-known photovoltaic effect to produce energy. Therefore, it can be utilized only when some source of lighting is available. Moreover, the surface needed and the rate at which energy is produced may be severe limiting factors [S03].
- **Vibrations** [MMA+01]: Ambient vibrations can be converted in electrical energy by means of micro-electromechanical systems (MEMS). Experimental prototypes have shown to produce between 5 and 8 µW with a chip of about 6 mm², resulting in performance similar to solar cells (around 1 µW [DWBP01]).
- More exotic systems have been proposed based, for example, on exploiting heat from micro-rocket engines [TMCP01].

Despite this spectrum of activities, researchers in the mobile networking area agree that battery capacities are today one of the main limiting factors to the growth of this computing paradigm [ECPS02,PSS01,CR00]. More important, in the near future the difference between battery capacities and energetic requirements is likely to become even deeper. The work in [S03] collects the main performance
characteristics of several components of a mobile device from 1990 to 2000, pointing out the improvements achieved in this period by each component, see Figure 24.2. For easy presentation, improvements are expressed as multiples of the performance in the year 1990 (please note the log scale on the y-axis).

It is worth noting that battery improvements are far slower than electronic-component improvements. In addition, the increase of components’ performance usually produces an increase in energy requirements. For example, the power, $P$, drained by a processor is proportional to the frequency of its clock (i.e., $P \propto C \cdot V^2 \cdot f$, where $C$ is the characteristic capacitance of the transistor technology, $V$ is the supply voltage, and $f$ is the clock frequency). To summarize, Figure 24.2 indicates that a wise power management is a key enabling factor for the deployment of mobile networks.

To design effective power management policies, some batteries’ properties must be taken into account. The most important are: the Rate Capacity Effect and the Relaxation Effect [PCD+01,CR00]. The energy that a battery can provide depends not only on its capacity, but also on the profile of the current that it supplies (throughout referred to as $I_d$). If $I_d$ is constant and greater than a certain threshold (referred to as the rated current of the battery), the energetic efficiency can be dramatically low. Specifically, it is well known that the voltage of a battery drops down while it is supplying current. Eventually, a cut-off voltage is reached, after which the battery is no longer able to provide energy. It has been shown that, if $I_d$ is constant over time, the more $I_d$ grows beyond the rated current, the less energy is provided before reaching the cut-off voltage [PCD+01,PS01,DN97] (i.e., the lower is the energetic efficiency). This phenomenon is known as the rate capacity effect [PCD+01]. A battery is composed by an anode, a cathode, and an electrolyte. According to the diffusion phenomenon, positive ions flow from the anode to the cathode through the electrolyte, thus balancing the electrons flow on the (outer) circuit supplied by the battery. Specifically, during discharge, positive ions are produced by oxidation at the anode. Ions travel through the electrolyte and arrive at the cathode surface. The cathode contains reactions sites, where positive ions undergo reduction, becoming inactive. At low discharge currents, inactive sites are distributed almost uniformly in the cathode. But, at high discharge currents, inactive sites become concentrated at the outer surface of the cathode, making internal reduction sites inaccessible. In this case, the battery is declared discharged but many reaction sites at the cathode have not yet been used. Furthermore, unavailability of positive ions at the cathode surface contributes to reduce the battery efficiency. In detail, during discharge, ions that undergo reduction at the cathode are replaced by ions traveling through the electrolyte. At low discharge currents, the concentration of ions at the anode–electrolyte interface, and at the cathode–electrolyte interface, is almost uniform. On the other hand, at high discharge currents, the diffusion process in the electrolyte becomes unable to transport enough positive ions at the cathode. As a result,

---

**FIGURE 24.2** Increase of components’ capabilities from 1990 to 2000 [S03].

<table>
<thead>
<tr>
<th>Component</th>
<th>1990</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disk capacity</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>CPU speed</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Available RAM</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Wireless bandwidth</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Energy density</td>
<td>1</td>
<td>100</td>
</tr>
</tbody>
</table>
the concentration of positive ions in the electrolyte becomes higher at the anode than at the cathode, and hence the battery voltage decreases. To face this problem, many authors propose to drain current in pulsed mode. That way, much higher energetic efficiency can be achieved [PCS02, PCD+01, PSS01]. Specifically, a (constant) current $I_d$ is drained for a time interval $t_{load}$, then the battery is left idle for a time interval $t_{idle}$, and so on. During $t_{idle}$ uniform concentration of positive ions at the anode and cathode is restored, and hence the battery recovers the voltage lost during the previous $t_{load}$. This phenomenon is known as the relaxation effect. By exploiting this effect, if a pulsed scheme is used, the energy provided before reaching the cut-off voltage is higher than in the case of continuous drain. Obviously, the performance improvements depend on the battery capacity, and on the ratio between $t_{load}$ and $t_{idle}$ [PCS02].

To summarize, for the deployment of mobile computing environments, smart power managers are required as (i) improvements in battery capacity are significantly lower than the increase of power requirements of electronic components, and (ii) the capacity of batteries can be fully exploited only by properly interleaving idle and active phases.

### 24.4 Power Management Approaches for Mobile Devices

At a very high level of abstraction, a computer can be seen as a set of hardware and software components servicing user requests. Hardware components need energy to operate. Instead, software components do not consume energy by themselves, but they impact on the power consumption as they control the activity of hardware components.

Great efforts have been devoted to design and manage hardware components in a power-efficient way. The most widespread approach consists in focusing on a particular component (e.g., the hard disk, the network interface, etc.), and deploying a dedicated power manager guaranteeing that the component provides the required services, while optimizing the power spent to provide them. For example, laptop screens are usually blanked after a pre-specified inactivity interval, and are resumed when new activity is detected (e.g., a mouse movement or a key press). That is, a power manager is "attached" to the screen, monitoring its activity, and putting it in a low-power operation mode when it is not used for a while. In principle, power managers can be deployed either in hardware or in software. However, due to their inherent flexibility, software managers are usually preferred. It must be finally pointed out that — in general — care should be taken in the additional power consumption of the manager itself.

Hereafter, we survey the power management approaches presented in the literature. To the purpose of this presentation, in Section 24.4.1 we introduce the breakdowns of the power consumption of hardware components in typical mobile devices.

#### 24.4.1 Power Breakdown of Typical Mobile Devices

In the past years, several studies have highlighted the power drained by various components of laptops [LS98, US96]. Specifically, [US96] shows that the CPU, the wireless network interface, the hard disk and the display require approximately 21, 18, 18, and 36% of the total power, respectively. Similar results are also presented in [LS98]. More recently, several works confirm the large impact on the overall system consumption due to the wireless interface [ACL03, KK98], CPU [CBB+02, PS01] and hard disks [BBD00].

The power breakdown of devices such as PDAs is shown in [SBGD01]. Usually, such systems do not have hard disks, and use flash memories to store persistent data. The wireless network interface consumes about 50% of the total power, while the display and the CPU consume about 30 and 10%, respectively. The great impact of the network interface was previously highlighted also in [KK98].

Finally, the power breakdown of typical sensor nodes is highlighted in [DWBP01, RSPS02, ACF+04]. This type of computing devices drastically differ from both laptops and PDAs, and hence also the power breakdown is different. Furthermore, the power consumption may greatly depend on the specific task implemented by the sensor network [DWBP01]. Typically, the wireless network interface and the sensing...
subsystem are the most power-hungry components of a sensor node. On the contrary, the CPU accounts for a minor percentage of the power consumption.

To summarize, several hardware components of a computing device need power managers. In the past years, many researchers have focused mainly on hard disks and CPUs, as they account for a great portion of the total power consumption in laptops. More recently, increasing interest has been devoted to the networking subsystem, as it is the main source of power consumption for medium and small-size mobile devices (e.g., PDA). In the following of this section we survey power-management approaches that apply to different hardware subsystems. Then, in Sections 24.5 and 24.6, power-management approaches tailored to the networking subsystem will be discussed in depth.

### 24.4.2 General Scheme for HW Components Power Management

Benini et al. [BBD99] present a very useful scheme to understand how power management works, see Figure 24.3. To better understand Figure 24.3, let us define the concept of power-manageable component (PMC). A PMC is a hardware component that provides a well-defined kind of service. For example, hard disks, network interfaces, CPUs can be seen as power-manageable components. A fundamental requirement of a PMC is the availability of different operating modes. Each mode is characterized by a specific power consumption and performance level. For example, a hard disk shows high power consumption when disks are spinning, and data can be accessed very quickly. Instead, when disk heads are parked, the power consumption is much lower, but the access time becomes very high, since disks must be spun up again before accessing data.

In Figure 24.3, a PMC is represented as a service provider (SP). Each item in the queue (Q) is a request for an SP service. A service requester (SR) — representing, in an aggregate way, the SP users — puts items in the Queue. The power manager (PM) observes the status of the SR, Q, and SP (i.e., the status of the system), and issues commands to the SP, dynamically switching it among its operating modes. The algorithm used by the PM to decide the SP operating modes is referred to as policy. The goal of a policy is to make the SP handle items in the Q by: (i) spending the minimum possible energy, and (ii) still providing an acceptable quality of service (QoS) to users. It must be pointed out that transitions between different SP modes usually have a cost. Specifically, each transition requires a time interval during which the SP consumes energy but is not able to service any request. Furthermore, the more the power consumption of the low-power mode decreases, the more the time interval to switch to a high-performance mode increases. For each low-power mode $M$, a break-even time ($T_{BE}^M$) can be defined. When the SP is put in low-power mode $M$, it should not be switched back to the high-power mode before $T_{BE}^M$ sec. Otherwise, the energetic advantage of using the low-power mode is overwhelmed by the transition cost [BBD00]. Hence, the SP can be modeled as a server with vacations. During vacation periods, the SP operates in low-power modes and it is not able to service requests in the Queue. The vacation lengths depend on the particular mode the SP is operating in, and on the policy implemented by the PM. Specifically, for each
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power mode $M$, $T_{BE}^M$ represents the minimum vacation length. The PM may increase the vacation length, based on the observed system status. Therefore, if $d^M$ denotes the vacation length related to the operating mode $M$, we can express $d^M$ as follows:

$$d^M = T_{BE}^M + f_d(\text{policy})$$

(24.1)

where $f_d(\cdot)$ denotes the delay introduced by the selected power management policy.

It is worth noting that a typical drawback of any power management policy is a negative impact on the QoS perceived by SP users. With reference to Equation (24.1), energy saving increases with the increase of $d^M$. However, $d^M$ also impacts on the delay introduced by power management to service times, thus decreasing the QoS. For example, when a hard disk is spun down, the user must wait for a long time at the first access. Therefore, the PM design must trade-off between these contrasting requirements.

In the original model [BBD99], the system represented in Figure 24.3 is completely isolated, that is, the behavior of SR, SP, and PM neither affects nor is affected by any other computer component. Though this model has been exploited to analyze several power-saving strategies [BBD00,BD02], it is worth enriching it, to achieve a more complete characterization of power management for mobile devices. Specifically:

- The PM could observe not only the status of the SR, Q, and SP, but also the status of other computer components (i.e., interactions between different computer components could be taken into consideration).
- The PM could manage not only the SP, but also the SR, and Q. That is, not only the SP behavior can be controlled based on the requests performed by the SR, but the workload generated by the SR could be shaped in order to reduce the power consumption of the SP.

As a final remark, it must be noted that PMs considered in this chapter are sometimes referred to as external PMs. These PMs are used with SPs that allow an external controller to put them in different operating modes. External PMs are usually designed separately from SPs, and take into account the status of the entire system (at least, SR, Q, and SP) to save energy. On the other hand, internal PMs switch SPs between different operating modes based only on the internal state of the SP itself. They are usually implemented in hardware, and are designed together with the SP (i.e., they are part of the SP itself). Note that operating modes used by internal and external PMs differ. For example, hard disks by IBM define an idle mode to be used by external PMs; this idle mode is actually a wrapper for three possible idle modes, which can be set only by an internal PM, implemented in the hard-disk circuitry [BBD00]. Using internal PMs is one of the power-saving methodologies that are used in the chip design of SPs. For the sake of space, hereafter we omit considering this kind of techniques (the interested reader can refer to [BD02]).

### 24.4.2.1 Overview of Power Management Strategies

The core of any power management system is defining the behavior of PMs. Research efforts usually follow two complementary approaches. With reference to Figure 24.3, the first approach focuses on dynamically driving the SP in the various operating modes, based on the knowledge of the system status (i.e., the SP, SR, and Q status). This approach is usually referred to as dynamic power management (DPM). Solutions of this type range from simple timeout policies, to policies based on dynamically estimating the profile of requests issued by the SR. These solutions do not modify the profile of SR requests (in order to optimize the power consumption of the SP), but they dynamically react to the requests profile by selecting the appropriate mode of the SP. From this standpoint, this approach can be seen as a reactive approach. Reactive policies are surveyed in Section 24.3.

A second approach focuses on modifying the workload issued to the SP; that is, PM modifies the profile of SR requests. Policies based on this approach are aware of the impact that the workload shape has on the SP power consumption, and hence modify the workload to optimize the performance. This approach can be seen as a proactive approach. For example, some compilers modify the execution order of instructions to reduce transitions between 0s and 1s on the buses’ lines. Obviously, it must be assured that the SP provides the same results after processing either the original or the modified workload.
As the reactive and proactive approaches are orthogonal, some solutions exploit a combination of them. Hereafter, we refer to these solutions as mixed policies. Mixed policies implement algorithms that dynamically select the SP operating mode, based on the workload shape. If possible, they also modify the workload in such a way that low-power operating modes could be exploited more efficiently than with the original workload. Section 24.4.4 is devoted proactive and mixed policies.

24.4.3 Reactive Policies

Reactive policies dynamically drive the SP behavior by deciding on-line the best operating mode for the SP, given the current status of the mobile device. Before analyzing the different types of reactive policies, it is worth spending few words on how different operating modes are implemented.

24.4.3.1 Dynamic Voltage and Frequency Scaling

Dynamic voltage scaling (DVS) and dynamic frequency scaling (DFS) are techniques used to implement low-power operating modes, and hence they are the enabling technologies for dynamic power managers. Moreover, some PMs explicitly scale voltage and frequency as a power-saving technique.

The motivation behind DFS is that the power consumption of an electronic component is proportional to $V^2 \cdot f$, where $V$ is the supply voltage and $f$ is the clock frequency. Many researchers highlight that DFS alone may not be sufficient to save energy. Specifically, the time needed to perform a given task is proportional to $1/f$, making the energy spent independent of the operating frequency ($E \propto V^2$).

However, Poellabauer and Schwan [PS02] show that in some cases just arranging the operating frequency allows saving energy. Specifically, Poellabauer and Schwan [PS02] focus on dedicated CPUs periodically executing real-time event handlers. If a handler execution finishes before its deadline, the CPU remains idle till the new execution. Hence the energy spent can be expressed as $E = E_h + E_{idle}$, where $E_h$ is the energy spent to execute the handler and $E_{idle}$ is the energy spent when the CPU is idle. In this case, if the frequency is reduced in such a way that the handler execution finishes immediately before the next execution, the energy spent becomes equal to $E_h$.

The best performance, in terms of power saving, is achieved when DVS and DFS are used together. When the CMOS technology is used, clock frequency and supply voltage are strictly tied. Specifically, the supply voltage reduces by decreasing the transistors operating frequency [BB95]. Since the energy depends quadratically on $V$, the energy saving achieved in this way can be quite large [LBD02,PS01].

The most aggressive forms of DFS and DVS are achieved by completely freezing the clock (i.e., $f = 0$), or powering the circuitry down (i.e., $V = 0$). Usually, not the entire SP is frozen or powered down, but only some subsystems. The different operating modes of SPs are typically implemented in this way. For example, 802.11 WLAN cards use a sleep mode, where only synchronization-related circuitries are active, while the rest of the card is powered down. It must be pointed out that clock freezing achieves lower energy saving than powering down, because transistors still drain a static current, known as leakage current. On the other hand, transition times related to clock freezing are typically negligible, while powering up subsystems may take as long as few seconds, depending on the particular SP [BBD99].

24.4.3.2 Taxonomy and Examples of Reactive Policies

The research on Reactive Policies is a very hot topic. A possible taxonomy of proposed policies is presented in Figure 24.4 [BBD00]. We can distinguish between predictive and stochastic policies. Predictive policies estimate the (short-term) behavior of the SR, and exploit this information to decide whether it is convenient for the SP to go into low-power states. As shown in Figure 24.4, predictive policies can be further subdivided in several classes. On the other hand, stochastic policies are not based on estimates of SR future behavior. Instead, SP and SR are modeled by means of finite state machines (FSM), and the power-management policy defines the transitions between the states of the SP machine. In the following of this section we describe the main features of each power-management class shown in Figure 24.4.
24.4.3.3 Predictive Policies

The fundamental assumption behind these policies is that some correlation exists between the past history of SR requests and the near-future requests. This correlation is exploited to predict the near-future shape of the workload, and hence to decide the operating mode of the SP. Without loss of generality, to understand how policies of each class operate, we can consider a SP having only two operating modes, a high-power high-performance operating mode, and a low-power low-performance operating mode.

Timeout-Based Policies: This is the simplest type of reactive policies. Timeouts are typically used to decide when the SP must switch to the low-power operating mode. Specifically, if \( T_{TO} \) is the timeout value, the SP is forced in the low-power mode \( T_{TO} \) seconds after the last served request. An example of such techniques is the policy used by several operating systems to blank the screen. This approach is effective only if the following equation holds

\[
p(T > T_{TO} + T_{BE} \mid T \geq T_{TO}) \approx 1
\]

where \( T \) denotes the length of an idle phase, that is, the time during which the Queue remains empty. As said before, after the transition to a low-power operating mode is decided, the SP should not switch back to the high-power mode before \( T_{BE} \) sec, in order to save energy. Therefore, the probability of having an idle phase longer than \( T_{TO} + T_{BE} \), provided that it is longer than \( T_{TO} \), must be close to one; otherwise, this approach may lead to a greater power consumption than letting the SP always in the high-power mode. The main concern of timeout policies is the choice of the \( T_{TO} \) value. Typically, by increasing the timeout value \( T_{TO} \), the probability in the left-hand-side of Equation (24.2) increases. On the other hand, the SP remains in the high-power mode for \( T_{TO} \) sec after the last request, and this significantly increases power consumption.

Several works use fixed timeout values, and propose algorithms for setting the appropriate \( T_{TO} \) value. These solutions can be seen as static timeout-based policies, as they do not change the timeout value over time. Static-timeout policies have been the first class of reactive policies studied in the literature, and have been mainly applied to hard disks [DKM94,GBS+95,KMMO94]. More recently, Kravets and Krishnan [KK00] proposed to use timeout-based policies to manage the wireless network interface (see Section 24.5 for details). Today, the vast majority of policies implemented in commercial operating systems belong to

\(^3\)This is the most common case in the real world, and the discussion can be easily extended to include more general scenarios.
this class. However, several works have shown that better performance can be achieved if the $T_{TO}$ value is dynamically adjusted, based on the past history of idle phases. These policies are referred to as adaptive timeout-based policies. For example, Krishnan et al. [KLV95] maintain a list of possible timeouts, together with a list of “scores” showing how well each timeout would have performed in the past history. When an idle phase starts, the timeout with the highest score is chosen. Similarly, Helmbold et al. [HLS96] use a list of candidate timeouts and a list of corresponding scores. When an idle phase occurs, the timeout value is evaluated as the weighted sum of the candidate timeouts, using the scores as weights. Finally, Douglas et al. [DKB95] record the number of transitions to low-power operating modes that have occurred in the recent past. When this number becomes too high, it means that the $T_{TO}$ value is too short with respect to the inter-arrival times between requests (i.e., new requests arrive very soon after the SP has been put into low-power operating mode). In this case, the $T_{TO}$ value is increased. On the other hand, the $T_{TO}$ value is decreased when the number of transitions into low-power operating modes becomes too low (i.e., the SP is almost always in the high-power operating mode).

Inference-Based Policies: Two main drawbacks of timeout policies have been highlighted in the literature [BBD00]: (i) they waste power waiting for the timeout to expire; and (ii) they always pay a performance penalty when a new request arrives and the SP is operating in low-power mode. To overcome these limitations, several works try to estimate the length of the next idle phase, and manage the SP accordingly. Once an estimate is available, the SP is forced in the low-power mode if the estimate is greater than $T_{RE}$. Then, at the expiration of the estimate, it is resumed to manage the next request. The work in [SCB96] proposes two methods for predicting the length of an idle phase, both based on past idle and active phases’ lengths. The first one uses a nonlinear regression, based on the lengths of the last $k$ idle and active phases. The form of the regression equation, as well as $k$, is chosen by means of offline data analysis. The second one is based only on the length of the last active phase, say $T_{active}$. If $T_{active}$ is below a certain threshold, the next idle phase is assumed to be longer than $T_{RE}$. This policy is tailored to a particular type of workload, that is, workloads where short active phases are followed by long idle phases. Furthermore, the value of the threshold is chosen using an offline data analysis. These solutions require an a priori knowledge of the statistical characteristics of the workload, that is, they are workload dependent. As knowledge about the workload could not be available at design time, Hwang and Wu [HW97] propose a workload-independent policy. In this work, the length of the next idle phase is estimated by means of a smoothed average algorithm, similar to the one used by the Transmission Control Protocol (TCP) to estimate the Round Trip Time. Specifically, if $T_{est}^{(n)}$ is the estimate at time $n$, and $T_{idle}$ is the actual length of the last idle phase, $T_{est}$ is updated as $T_{est}^{(n+1)} ← \alpha \cdot T_{idle} + (1 - \alpha) \cdot T_{est}^{(n)}$, where $\alpha \in [0, 1]$ is the smoothing factor. Chung et al. [CBBD99] propose a workload-independent technique, tailored to hard-disk management and based on adaptive learning trees. Workload dependent and independent policies have been proposed and extensively evaluated for managing wireless network interfaces [ACGP03b, ACGP03c] (see Section 24.5).

**24.4.3.4 Stochastic Policies**

Stochastic policies model the SP and the SR as FSMs. The FSM representing the SR models the SR behavior. Hence, the meaning of its states and transitions between states depends on the specific SR. On the other hand, the SP states usually represent the different operating modes of the device, and transitions between states are driven by the PM policy. Specifically, if $P$ is the set of the SP states, $R$ is the set of the SR states, and $C$ is the set of the possible commands used by the PM to drive the SP, then the policy is represented by a function $f_p: (P \times R) \rightarrow C$. These models provide an analytical framework to define optimal power-management policies. Furthermore, tradeoffs between power saving and performance penalties are included in the framework by representing performance penalties as constraints of the optimization problem. The optimization problem can be solved offline, and provides the optimal power-management policy, that is, the policy that achieves the greatest power saving under the problem constraints [BBD00]. It must be pointed out that the policy optimality relies on the accuracy of the SR and SP models. Hence, when the policy is used to manage real workloads and SP, its performance can be worse than expected [SBGD01].
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A first class of stochastic policies uses discrete-time Markov chains to model both the SR and the SP. In this type of model the time is slotted, and the state of the system is sampled at the beginning of each slot. For example, Figure 24.5 reproduces a scheme of such a model [BBD00]. The SR is modeled as a two-state Markov chain: state 0 means “no request is issued by SR,” while state 1 means “a new request is issued by SR.” The example in Figure 24.5 represents a bursty workload: if a new request is issued during the slot $n$, another request will be issued during the slot $n+1$ with probability 0.85. Also the SP is represented by a two-state Markov chain: the SP has a low-power operating mode (off state), and a high-power operating mode (on state). Transitions between states are driven by commands issued by the PM ($s_{on}$ means “switch on” and $s_{off}$ means “switch off”). For example, let us focus on the on state, and let us assume that, at the beginning of slot $n$, the SP receives the $s_{off}$ command. Then, at the beginning of slot $n+1$, the SP will still be in the on state with probability 0.8, while it will be in the off state with probability 0.2. These probabilities model the transition times between the SP operating modes. Finally, the Power-Manager policy is an unknown function that, at the beginning of each slot, gives a command to the SP, based on the current SP and SR state. The optimization problem obtained from the system of Figure 24.5 is solved under different performance-penalty constraints by Benini et al. [BBD00]. Then, the performance-penalty versus power-consumption curve is plotted, showing that the stochastic approach provides a very useful tool for PM designers.

Chung et al. [CBB+02] highlight that the analytical approach used by Benini et al. [BBD00] relies on the assumption that the stochastic processes representing both the SR and the SP are known 

a priori, and are stationary (i.e., transition probabilities do not change over time). Unfortunately, these assumptions may be completely wrong, especially with respect to the SR. Therefore, [CBB+02] extends the previous model to the case of unknown stationary and nonstationary environments. In the former case, the parameters of the unknown stationary Markov model are estimated on-line, and then refined by monitoring the behavior of the real system. The system steady-state assumption guarantees that estimated parameters tend to the real ones. As the optimal policy depends on these parameters, it should be theoretically recomputed at each time slot. Since this approach is practically unfeasible, Chung et al. [CBB+02] compute offline optimal policies for different values of the system parameters, and then use an online interpolation technique to approximate the best policy. In the case of nonstationary environments, the technique used to estimate system parameters must be changed. To this end, [CBB+02] uses a window-based system, which provides estimates at run-time, based on the evolution of the system in the recent past. The interpolation technique is still used to compute the best policy.

All the above policies are time-slotted: at each time slot the system is observed and the PM sends a command to the SP. This can lead to power wastage, as commands might be computed too often [SBGD01]. Several works [SBGD01,QP00,QP99] overcome this drawback by using time-continuous, event-driven models, where commands are computed only when new events occur in the system. Moreover, Simunic et al. [SBGD01] highlight that using Markov chains (both in time-slotted and time-continuous models) means modeling transition times between SP and SR states by means of memoryless distributions (i.e., geometric or exponential). However, these assumptions are rarely met in real systems, resulting in poor performances in terms of power saving. To cope with this problem, in [SBGD01] two analytical approaches are proposed. Both are event-driven, and can be used with any distribution of transition times. The first
one is based on the renewal theory and models the system by a finite state machine. PM commands are computed only when the system is in a particular state of this FSM. Under these hypotheses, the optimal policy can still be derived as the solution of an optimization problem. The second approach is based on time-indexed semi-Markov decision processes (TISMDP), and still models the system by means of a FSM. It is more complex than the previous one, but can deal with more general systems, where PM commands are computed in different states of the FSM. Even in this case, the optimal policy is the solution of an optimization problem. Finally, it should be noted that both approaches require an a priori knowledge of the distribution of transition times.

24.4.4 Workload Modifications

Instead of just driving the SP in different operating modes, the PM could also manage the SR to reduce the SP power consumption. These policies can be roughly divided between proactive policies and mixed policies. Proactive policies (see, e.g., Panigrahi et al. [PCD+01] and Kandemir et al. [KVIY01]) do not exploit possible low-power operating modes of the SP. Instead, they use some knowledge about the impact of different workload shapes on power consumption. Based on this information, PMs drive SR and Q. On the other hand, mixed policies [ACGP03b,PS01] manage SR and Q in order to better exploit the use of the low-power operating modes of the controlled SP.

24.4.4.1 Proactive Policies

Proactive policies include power-aware optimizations of software components. These policies can be classified depending on when code optimization is performed: before or after compilation. Software synthesis includes all policies in which the source code is transformed before compilation. Some researchers focus on exploiting computational kernels, that is, code blocks being executed frequently [BGS94,W96]. Kernels are then specialized having in mind power consumption. An example of this technique is procedure inlining, in which function calls are substituted by the body of the functions to eliminate the overhead related to invocations. A similar approach is based on value profiling and partial evaluation. The main idea is looking for function calls with frequent parameter values, and generating specialized versions of these functions for recurring parameter values [CFE99].

Compilers can also introduce power-aware optimizations. Some authors propose algorithms for instructions selection [TMW94] or registers allocation [MOI+97]. Others work reduce the power drained by bus lines (when switching between successive instructions) by instruction reordering [STD94]. Finally, techniques that optimize the code to reduce the energy spent by memories have also been investigated [KVIY01].

Lorch and Smith [LS98] highlight that well-known techniques such as caching and prefetching can be seen as proactive policies. Li et al. [LKHA94] show that energy saving can be achieved by properly sizing the cache of hard disks. Furthermore, the benefit of prefetching on energy saving can be highlighted by considering file systems such as Coda [S93].

Proactive policies have also been proposed to optimize the battery access patterns [PCD+01,CR00]. In these papers the SP is the battery, and the main idea is exploiting the relaxation effect (see Section 24.3) to extend the battery lifetime. Panigrahi et al. [PCD+01] focus on the networking subsystem of a general operating system. It is shown that very different battery lifetimes are achieved when the activities (and, hence, the battery accesses) required to process incoming and outgoing packets are scheduled in different ways. Chiasserini and Rao [CR00] highlight that lithium polymer cells can be shaped to provide a mobile device with an array of independent cells of a reasonable size. This opportunity is exploited by dynamically scheduling the cell that supplies the computer. The scheduler lets each cell relaxing for a sufficient amount of time.

24.4.4.2 Mixed Policies

These policies are often applied to CPU scheduling. The aim is to arrange dynamically tasks in the ready queue in order to maintain the clock frequency and the supply voltage as low as possible (see
Section 24.4.3.1). This methodology has been investigated for the first time by Weiser et al. [WWDS94], and then several researchers have used it. The works in [PS01,PS02,KL00,G01,MACM00,SC00] use this approach for real-time environments. For example, [PS02] focuses on periodic tasks. When an instance of the task must be executed, a set of estimates is generated indicating the execution times at each available frequency. The clock is then set at the minimum frequency meeting the task deadline. These estimates are based on offline measurements and previous executions of the same task. Finally, execution is frozen periodically, the estimates are updated, and the clock frequency is modified, if necessary. On the other hand, Flautner, et al. [FRM01], and Lorch and Smith [LS01] consider non real-time environments, with the aim of maintaining good interactive performance while reducing the CPU power consumption. For example, [LS01] assigns soft-deadlines to non real-time tasks, and schedules the CPU using these deadlines. Soft-deadlines are assigned based on estimations of tasks execution times derived from the history of previously executed (similar) tasks.

Mixed policies have also been proposed for managing wireless network interfaces. The works in [ACGP02, ACGP03b] focus on Web applications, and propose a power saving network architecture (see Section 24.5 for details). Among others, the goal is to concentrate data transfers in big bursts, in order to fully exploit the wireless link bandwidth. When a burst is completely transferred, the network interface is shut down. In [ACGP03b] it is shown that modifying the workload leads to about 10% additional energy with respect to a policy that lets the workload unmodified. Finally, policies have been proposed that drastically modify the networking applications in order to change the workload issued to SP. Examples can be found in [J00,PEBI01].

24.4.5 Discussion

To summarize, let us draw some qualitative comparison among the presented approaches. Timeout-based policies are very simple, and can be easily implemented. However, they usually exhibit poor performance, even if timeouts are dynamically adjusted. Candidate scenarios for such solutions are systems with long inactivity periods, where approximate timeouts are sufficient to detect idle phases.

Inference-based policies are very flexible, since they can work entirely on-line, without any assumption about the statistical characteristics of the SR [ACGP03c]. Moreover, when awareness of the workload shape is available, they can be customized. For example, the work in [ACGP03b] manages a WLAN card in the presence of Web traffic, and allows a power saving of about 90% with practically negligible performance penalties. In a similar scenario, stochastic policies achieve a power saving of approximately 70%, with higher performance penalties [SBGD01]. A drawback of predictive policies is that, in many cases, they are just heuristics, and hence it is hard to fully understand their behavior.

Finally, the main advantage of the stochastic approach is that it allows developing a general analytical framework. Thus, optimal policies can be derived, and a clear understanding of the PM behavior can be achieved. On the other hand, the stochastic approach usually needs quite strong assumptions about the statistical behavior of the real environment. When these conditions are not met, stochastic policies may perform poorly [SBGD01].

Proactive policies are the only way to save power when the SP is not a PMC, that is, when it cannot operate in different modes. On the other hand, in presence of PMC, mixed policies join the advantages of both reactive and proactive approaches. For example, in [ACGP03b] a mixed policy tailored to the wireless interface is compared with a reactive policy. Both policies exploit low-power modes of the wireless interface during inactivity periods. Moreover, the mixed policy also modifies the workload of the interface by using caching and prefetching techniques. Experimental results show that the mixed policy consumes about half of the power spent by the reactive one.

24.5 Power Management in Infrastructure-Based Networks

This section introduces some power management policies for wireless interfaces in infrastructure-based wireless networks (Figure 24.1[a]). According to the classification introduced in Section 24.4.2.1, all
FIGURE 24.6 A classification of power-management policies used in infrastructure, wireless networks, based on the layer of the network architecture where they operate.

Power management policies presented below are mainly reactive policies. However, some of them include mechanisms (e.g., caching, prefetching, etc.) that modify the original traffic shape in order to reduce power consumption at the mobile device. Therefore, according to the same classification, these techniques can be regarded as mixed policies.

A further classification can be based on the layer of the network architecture where these policies operate. From this standpoint, power management policies used in infrastructure-based networks can be divided in MAC-layer and upper-layer (e.g., transport or application) policies. In addition, as shown in Figure 24.6, upper-layer policies may be either local or distributed. Local policies are implemented locally at the mobile device, while distributed policies are implemented partially at the mobile device, and partially at the access point (AP). To the best of our knowledge, medium access control (MAC)-layer strategies are always distributed policies. MAC- and upper-layer policies are not necessarily alternative policies. On the other hand, they are often used jointly.

24.5.1 MAC-Layer Policies

24.5.1.1 IEEE 802.11 Power Saving Mode (PSM)

Currently, IEEE 802.11 [802.11] (also known as Wi-Fi) is the most mature wireless technology, and Wi-Fi products are largely available on the market. Readers can refer to [C04] for a survey on general aspects of this technology. In this Section we focus on power management issues. IEEE 802.11 wireless cards can operate in two different modes: active and sleep (or doze) mode. In the active mode, the wireless interface is able to exchange data and can be in one of the following states: receive, transmit, or idle. The power consumption in the active mode is very little influenced by the specific operating state and, hence, it is typically assumed as almost constant (e.g., 750 mW for Enterasys Networks RoamAbout interfaces [KB02]). In the sleep mode, the wireless interface is not able to exchange data but its power consumption is, at least, one order of magnitude lower than in the active mode (e.g., 50 mW for Enterasys Networks RoamAbout interfaces [KB02]).

The IEEE 802.11 standard includes a power saving mode (PSM) — operating at the MAC layer — whose objective is to let the wireless interface in the active mode only for the time necessary to exchange data, and to switch it into the sleep mode as soon as there are no more data to exchange. In infrastructure-based 802.11 WLANs (e.g., in Wi-Fi hotspots) power management is achieved by exploiting the central role of the AP. According to the IEEE 802.11 terminology, mobile devices registered with the same AP are said to form a basic service set (BSS). Each mobile device belonging to the BSS has to inform the AP whether or not it is using PSM. The AP buffers data destined for mobile devices that are using PSM. Furthermore, every Beacon Interval (usually 100 msec), the AP broadcasts a special frame, called Beacon, to mobile devices...
in the BSS. Mobile devices operating in PSM are synchronized with the AP, and wake up periodically to listen to the Beacon. This special frame includes a traffic indication map (TIM) that specifies which mobile devices have frames buffered at the AP. Mobile devices indicated in the TIM remain active for the rest of the Beacon period to receive buffered frames. All the other ones go to sleep until the beginning of the next Beacon Period.

Frames buffered at the AP can be downloaded as shown in Figure 24.7. The mobile device sends a special frame, PS-Poll, to the AP using the standard distributed control function (DCF) procedure. Upon receiving a PS-Poll, the AP sends the first DATA frame to the mobile device and waits for the related ACK frame. If there are still data to be sent, the AP sets the more data bit in the DATA frame. To download the next DATA frame, the mobile device must send another PS-Poll. When the mobile device realizes that there are no more data to fetch, it puts the wireless interface in the sleep mode. As soon as the mobile device has a data frame to send it switches back to the active mode and performs the standard DCF procedure.

PSM achieves the goal of saving energy especially when the network activity is low. In [KB02, ACGP04a] it is shown that using PSM in a standard TCP/IP architecture allows saving up to 90% of the energy spent by the wireless interface. However, this result refers to a scenario where there is a single mobile device in the BSS. Since PSM relies upon the standard DCF procedure, mobile devices served by the same AP have to contend with each other to access the wireless medium and download buffered messages. Therefore, the PSM ability to save energy depends on the number of mobile devices in the BSS (e.g., in a Wi-Fi hotspot). In [ACGP04a] it is shown that with 10 mobile devices in the BSS the power saving achieved by PSM reduces to 60 to 70%.

An additional major limitation of PSM is that it implements a static power-management policy, that is, the Beacon Period remains constant, irrespectively of the network activity. This static behavior may result in significant performance degradations in some specific scenarios [KB02,ANF03], and, in some cases, may even increase the overall power consumption [ANF03]. Specifically, the effects described below have been observed. In all cases it is assumed that the AP is serving a single mobile device. Things are expected to be even worse when several mobile devices operate under the same AP.

Increase in the Round Trip Time (RTT) of a TCP connection: When using PSM the wireless interface is put in the sleep mode whenever the mobile device is not sending or receiving data. If the mobile device has data to send (e.g., a TCP SYN, or an ACK segment, or a TCP segment containing a Web request, etc.) it immediately wakes up the wireless interface. However, the wireless interface is switched back to the sleep mode as soon as data have been transmitted. When the response data arrive from the server, they

---

4The Beacon frame contains parameters for clock synchronization.
must be buffered at the AP until the next Beacon occurs. This delay increases the RTT of the connection. Specifically, the first RTT is increased by a value that depends on the time instant at which the TCP SYN segment was sent by the mobile device. Subsequent initial RTTs are rounded up to the nearest 100 msec (even if the actual RTT is 5 msec the observed RTT is in the order of 100 msec) [KB02]. This can be explained as follows. Since TCP segments addressed to the mobile device are transmitted at the beginning of the next Beacon Period, the mobile device always responds with TCP ACKs immediately after the Beacon, and the TCP connection becomes synchronized with the PSM Beacon Period.

Increase in the execution time of interactive request/response applications: Applications involving many successive request-response transactions, like file operations on a network file system (NFS), may be negatively affected by the RTT increase described earlier. NFS is based on remote procedure calls (RPCs) and issues requests in sequence, that is, the next RPC request is issued after receiving the response for the previous one. According to the above remarks, RPCs experience a delay of approximately 100 msec. If we consider the simple `ls` command to list files in a directory (NFS makes two RPCs for each file), the delay experienced in PSM may be up to 16 to 32 times greater than that experienced without power management [ANF03]. Similar considerations apply to other file and directory operations. Therefore, applications and programs containing a large number of NFS operations may experience a significant increase in their execution times [ANF03].

The above results show that the PSM sleep interval is too large especially when the connection RTT is small. In this case PSM may degrade significantly the performance of interactive request/response applications [KB02]. In addition, it may cause two paradoxical phenomena that are discussed below.

Increase in the energy consumption of interactive request/response applications: PSM may even increase the power consumption of interactive request/response applications. It may be worthwhile to recall here that the energy consumed by the wireless interface is only a fraction of the total energy consumed by the system. PSM actually reduces the energy consumed by the wireless interface but, as shown earlier, it may increase considerably the execution times. Since the total energy consumed by the system is the integral of power over time, it may happen that the energy consumed by the system in the additional execution time is greater than the energy saved by PSM [ANF03]. As mentioned earlier, in a palmtop computer the power consumption of the wireless interface is approximately 50% of the total consumption, while it is about 10% in a laptop computer [KK00,ACL03,ANF03]. In the latter case, reducing the energy consumed by the wireless interface while increasing, at the same time, the execution time of the application may result in an increase of the overall system consumption. Therefore, power management should take into consideration the overall power characteristics of the entire system.

Performance inversion: The PSM may also cause a performance inversion so that TCP applications achieve higher throughput with a slower wireless link. Since the TCP connection becomes synchronized with the PSM Beacon, at the beginning of a Beacon period the amount of data buffered at the AP is equal to the TCP window size (assuming that there is sufficient bandwidth between the server and the AP). If the AP finishes transmitting the buffered data before new data arrive from the server, the mobile device enters the sleep mode until the next Beacon, and the throughput of the TCP connection is limited to one window per Beacon period. When the TCP window size increases beyond a certain threshold, new data arrives at the AP when the AP itself is still transmitting and, hence, the wireless interface remains continuously active. The threshold value is given by the product of the wireless link bandwidth and the actual RTT between the server and the mobile device. Therefore, a lower wireless bandwidth saturates sooner and prevents the wireless interface from entering the sleep mode. This performance-inversion effect shows that when moving, for example, from IEEE 802.11b to IEEE 802.11g products, the performance of TCP applications might degrade [KB02].
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5For instance, if the actual RTT is 120 msec, then the observed RTT is 150 msec if the TCP SYN was sent 50 msec after the Beacon arrival, while it is 210 msec if the TCP SYN was sent 90 msec after the Beacon arrival.
6It is assumed that the delay between the NFS server and the AP is small with respect to the Beacon period.
From the above remarks it clearly emerges that the 100 msec sleep interval of PSM can be too large to provide good performance, especially to interactive applications that are sensitive to the RTT of the connection. In principle, the problem could be overcome by considering a shorter sleep interval. On the other hand, many network applications exhibit a bursty behavior characterized by data-transfer phases interleaved by idle periods without any network activity. For example, a Web user typically reads information for several seconds after downloading them. Although there is no network activity during idle periods, PSM wakes up the wireless interface every 100 msec resulting in a large amount of energy wastage. From this standpoint, the sleep interval of PSM is too short to minimize power consumption during long idle periods.

24.5.1.2 Adaptive PSM

The problem with IEEE 802.11 PSM is its static nature that does not allow it to adapt to the network conditions and the application requirements. Ideally, power management should maintain the wireless interface active when there are packets to transfer, and disable it during idle periods. Cisco Aironet 350 cards partially implement this policy. They appear to disable PSM (thus remaining continuously active) when more than one packet destined for the mobile device is waiting at the AP. PSM is re-enabled after approximately 800 msec without receiving a packet [ANF03]. Throughout, this protocol will be referred to as adaptive PSM. Other adaptive power-management policies are presented below.

24.5.1.3 Bounded Slowdown (BSD)

Starting from the evidence that the 100 msec PSM sleep interval is too large especially for interactive request/response applications, and too short for minimizing power consumption during long inactive periods, Krashinsky and Balakrishnan [KB02] propose the BSD protocol that dynamically adapts its behavior to the network conditions. The target of this protocol is to minimize the power consumption while guaranteeing that the RTT does not increase by more than a given percentage. To achieve this goal the wireless interface remains active for a short period after sending a request, and adaptively listens to a subset of Beacons when the network is idle. Staying in the active state reduces communication delays but increases power consumption. On the other hand, listening to fewer Beacons saves energy but may increase communication delays.

Formally, let $R$ be the RTT of the TCP connection between the mobile device and the remote server when the wireless interface is continuously active (i.e., without power management). The goal of the BSD protocol is to minimize power consumption while limiting the observed RTT to $(1 + p) \cdot R$, where $p > 0$ is a specified parameter. The protocol works as follows. After sending any packet (e.g., a request, or a TCP ACK) the mobile device maintains the wireless interface in the active mode for a time interval $T_{awake}$. Then, it enters a loop during which, at each step, performs the following actions: (i) sleeps for a period $T_{sleep}$ and (ii) wakes up and polls the AP for receiving newly arrived packets (if any). The loop is exited as soon as the mobile device has a new packet to send. When this occurs, the algorithm is restarted (on the other hand, packets received from the AP have no effect on the algorithm). At each iteration, the sleep interval $T_{sleep}$ is obtained as the time elapsed since the (last) packet was sent by the mobile device, multiplied by $p$. Since $T_{sleep}$ is the maximum additional delay introduced by the BSD protocol, the observed RTT is, at most, equal to $R + T_{sleep} = (1 + p) \cdot R$.

To implement the BSD protocol in a realistic environment, for example, in IEEE 802.11 cards, $T_{awake}$ and $T_{sleep}$ need to be synchronized with the Beacon period $T_{bp}$ ($T_{bp} = 100$ msec in IEEE 802.11 PSM). Specifically, $T_{sleep}$ must always be rounded down to a multiple of $T_{bp}$. The first time the wireless interface is put in the sleep mode $T_{sleep}$ is equal to $T_{bp}$ and, hence, the RTT might increase by, at most, $T_{bp}$. Therefore, $T_{awake}$ must be equal to $T_{bp}/p$. Figure 24.8 shows the evolution of PSM and BSD when $p = 0.5$. In this example $T_{awake} = T_{bp}/p = 100/0.5 = 200$ msec [KB02].

A simulation analysis of BSD, based on Web traffic traces is performed in [KB02]. A single mobile device communicating with the AP is considered. It is shown that, compared to PSM, BSD reduces average page retrieval times by 5 to 64%, and (at the same time) the power consumption by 1 to 14%. However, the
benefits of using BSD instead of PSM are more evident when the RTT of the TCP connection is smaller than the Beacon period (i.e., 100 msec).

The BSD protocol has some important drawbacks. Since the wireless interface may be disabled even for very long times, this policy is nice for a mobile device operating as a client in request/response applications (e.g., Web, e-mail, file transfer, etc.). It is not appropriate when the mobile device acts as a server, or in a peer-to-peer scenario. In these cases, long disconnections may prevent the mobile device from receiving packets (e.g., a service request) from other devices. Furthermore, the proposed protocol has no knowledge about the application behavior. This limits the potentialities of the protocol. Finally, to be used in Wi-Fi cards the BSD protocol requires the mobile device to be able to skip a dynamically varying number of Beacons. This may not be easy to implement in current devices.

24.5.2 Upper-Layer Policies

Both adaptive PSM and BSD are modified versions of the IEEE 802.11 PSM trying to adapt to the network activity. Therefore, these proposals cannot be used in Wi-Fi hotspots where mobile devices are equipped with fully-compliant IEEE 802.11 wireless cards. In addition, they operate at the MAC layer and, thus, have no knowledge about the application behavior. Upper-layer solutions discussed hereafter overcome these problems as they can be used, in principle, with any wireless interface. In addition, they can exploit application-specific information.

In the next section we will introduce several upper-layer policies: some of them are local policies, while some others are distributed policies.

24.5.2.1 Application-Driven Power Management

The simplest form of upper-layer power management is an application-specific policy that disables the wireless interface (i.e., put it in the doze mode) whenever there are no more data to be transferred. If we look at the typical behavior of a (nonreal-time) network application such as Web browsing — shown in Figure 24.9 — we can observe that active times, during which data transfer occur, alternate with inactive times characterized by no network activity. Furthermore, data transfers inside the same active time are separated by short idle periods called active off times. During both inactive times and active off times the wireless interface is idle. However, active off times are generated by the interaction between the mobile device and the remote server, while inactive periods are related to the user activity (they are also called user think times). Inactive times are usually much longer than active off times, and are typically greater than 1 sec [BC98]. Therefore, simply disabling the wireless interface during inactive phases can save a large amount of energy.

Based on this evidence, two simple application-layer policies are investigated in [SK97]. They are local policies and are specifically tailored to e-mail and Web-browsing applications (currently, the most popular applications for handheld devices), respectively. For e-mail applications, the wireless interface is usually in the doze mode. It wakes up periodically to check for possible messages, and remains active only for the amount of time necessary to send and receive e-mail messages to and from the mail server. For Web-browsing applications, the wireless interface is disabled after a certain period without any network activity and re-enabled when a new request is generated by the application.
Simulation results show that the power consumption can be reduced to the minimum power necessary to send and receive e-mail messages, while for web browsing the power consumption can be reduced by approximately 75% with a negligible impact on the QoS perceived by the user [SK97,ACGP04b]. However, the proposed solutions require some application modifications. Furthermore, a software module that coordinates the activity of different network applications is required: the wireless interface can be disabled only when all the applications are not transferring data, and must be enabled as soon as any application has data to transmit. Again, suspending the wireless interface for long time periods may be suitable only when the mobile device acts as a client, while it is not appropriate when the mobile device has to respond to external requests (e.g., when the mobile device acts as a server or in a peer-to-peer environment).

24.5.2.2 Self-Tuning Power Management (STPM)

Anand et al. [ANF03] propose a Self-Tuning Power Management (STPM) protocol that extends the idea of application-driven power management to any network applications. The proposed solution not only takes into account the application behavior, but also adapts to (i) the network activity; (ii) the characteristics of the wireless interface; and (iii) the system on which the protocol is running. The goal is to have a flexible power management that optimizes the power consumption, based on the energy characteristics of both the wireless interface and the entire system, while guaranteeing good performance to delay-sensitive applications. To achieve this goal, STPM switches the wireless interface between the different operation modes that are supported (active, doze, PSM), depending on several conditions. Specifically, the protocol is built upon the following design principles:

- **Power management should know the application behavior.** This is important to take appropriate decisions since different applications have different behaviors.
- **Power management should be predictive.** If it is possible to know in advance that a large number of successive data transfers will occur back-to-back it might be convenient remaining continuously active to improve performance. The wireless interface must be disabled (or put doze mode) only at the end of the overall data transfer.
- **Power management should differentiate network data transfers.** In particular, it should discriminate between foreground data transfers that are delay-sensitive, and background data transfers that are not.
- **Power management should reach a performance/energy tradeoff.** This tradeoff should depend on the context where the user's activity is carried on. If the battery of the mobile device is fully charged, a better performance could be provided at the cost of greater power consumption. If the battery is nearly exhausted performance should be sacrificed to save power.
Power management should adapt to the operating conditions. The goal of power management should be to minimize the power consumed by the entire system, not only the power consumed by the wireless interface.

Figure 24.10 shows a possible implementation of the STPM protocol as a kernel module. Applications provide the STPM module with hints about their behavior. Specifically, before each data transfer, the application specifies whether the forthcoming data transfer is a foreground or background activity and, optionally, the expected amount of data to be transferred. At the end, the application informs the STPM that the data transfer has been completed. To implement a predictive power management, STPM monitors the number of data transfers that are closely correlated in time so that they can be assumed to form a cluster of transfers, or run. STPM uses an empirical distribution of run lengths to calculate the number of expected data transfers in the current run, given the number of data transfers already observed. Based on this information, it decides whether it is convenient to remain continuously active or switching to PSM (or to doze mode).

Applications also specify the maximum additional delay (due to power management) they are willing to tolerate for incoming packets. Information about the power consumption of the mobile device (base power), as well as hints for deciding the right performance/energy tradeoff, can be provided either by the user or the operating system itself (as shown in Figure 24.10).

Finally, to take appropriate decisions, STPM needs to know the energy characteristics of the wireless interface. Wireless cards differ in the types and number of power saving modes they support, energy costs to transit from one mode to another, and transitions times. In the implementation proposed in [ANF03], STPM uses a code component that includes the energy characteristics of the specific wireless card used by the mobile device. This code component is loaded by STPM in the same way that the operating system loads the device driver for a given component.

Based on the above information, STPM decides when it is convenient to switch the wireless interface from one operational mode to another (e.g., from PSM to active, or vice versa). Assuming for simplicity that the wireless card only supports two operational modes, that is, PSM and active, STPM calculates the total costs (in terms of energy and times) of performing the data transfer in each mode. It compares the results obtained and decides to switch to the active mode if it predicts that performing the data transfer staying continuously active will both save energy and improve performance. If STPM estimates that a transition to the active mode will either reduce power consumption or improve performance but will not reach both objectives, the decision is based on information (provided by either the user or the operating system)
about the relative tradeoff between performance and energy conservation. Similarly, STPM decides to
switch back to PSM when no data transfer is in progress, and it predicts that the expected benefits of
reduced power consumption during the remaining idle period will exceed the performance and energy
costs of starting the next data transfer in the active mode (see [ANF03] for details).

In [ANF03] it is shown that, compared to PSM, STPM reduces the power consumption of a palmtop
computer operating on a distributed file system by 21% and, simultaneously, reduces the filesystem
interactive delay by 80%. In addition, the proposed solution is flexible as it is able to adapt to different
systems (e.g., laptops and palmtops) and wireless interfaces with different energy characteristics. However,
in the presence of Web-browsing applications (i.e., the most popular application, along with e-mail, for
handheld computers) it is not clear which is the performance of STPM. A major SMTP drawback is
that application clients need to be modified to provide the STPM module with specific hints about the
application behavior. Although these modifications usually consists in adding few lines of code, this aspect
prevents using legacy network applications with STPM.

24.5.2.3 Communication-Based Power Management

According to the classification provided at the beginning of Section 24.5, both application-driven power
management and STPM are local policies because the power management algorithm is confined inside the
mobile device. On the other hand, MAC-layer policies described in Section 24.5.1 implement a distributed
power management that relies on the AP to buffer incoming packets during mobile-device disconnection
periods. When using a local approach, the mobile device remains disconnected from the rest of the system
when the wireless interface is disabled. This may prevent the mobile device from receiving external packets.
Hence, the wireless interface can be disabled only when the mobile device does not expect to receive any
packet from the network (e.g., during Think Times in Web browsing applications). However, even if all
data transfers are controlled by the mobile device itself, by looking at Figure 24.9, the wireless interface
can be disabled only during Inactive Times (or User Think Times), while it must be continuously active
(or in PSM) during Active Times (when the mobile device can receive packets from the server). This
may result in power wastage especially when the server is busy and idle times between consecutive data
transfers (i.e., Active Off Times in Figure 24.9) are not short. Policies presented hereafter overcome this
problem by taking a distributed approach similar to IEEE 802.11 PSM. In addition, they are implemented
at the transport or application layer and can, thus, exploit hints from the applications.

Kravets and Krishnan [KK98,KK00] propose a communication-based power management protocol
that operates at the transport layer but allows applications to control the power management parameters.
The protocol is based on the Indirect-TCP model [BB97], that is, the TCP connection between the mobile
device and the remote server is split into two TCP connections: one from the mobile device to the AP,
and another from the AP to the remote server. Furthermore, the protocol is designed as a master–slave
protocol where the role of master is played by the mobile device. The mobile device decides when to
suspend/resume the wireless interface, and tells the AP when data transmissions can occur. Data arriving
at the AP, while the mobile device is disconnected, are buffered and delivered later, when the mobile device
reconnects.

Ideally, the wireless interface should be disabled as soon as the application enters a phase of inactivity,
that is, during user thinks times or between active off times (see Figure 24.9). However, unless the
application sends an explicit notification, the power management protocol is not able to know when the
inactivity phase exactly starts. Therefore an inactivity timer is used that is reset after each transmission
or reception. If the inactivity timer expires, the mobile device informs the AP that it is going to sleep
and disables the wireless interface. The wireless interface will be re-enabled either when the application
generates new data to send, or upon expiration of a wakeup timer. Then, the mobile device sends a
wake_up message to the AP, along with any new data, and waits for receiving buffered packets (if any).

A key role in the above protocol is played by two timing parameters, the timeout period (for the inactivity
timer) and the sleeping duration (for the wake_up timer). As highlighted in Section 24.4, if the timeout
period is too short, the wireless interface may go to sleep too early, causing an increase in the application
response time. If it is too large, the wireless interface remains active for long periods of time, thus wasting
energy unnecessarily. Similarly, if the sleeping duration is too small, the wireless interface is almost always active, thus consuming more than necessary. If it is too long, the additional delay introduced by the power management protocol may degrade the QoS perceived by the user. Clearly, the appropriate sleeping duration depends on the application. Therefore, the power management protocol should set the sleeping duration by exploiting hints provided by the application. Furthermore, if more than one application is running on the mobile device, the power management protocol must consider hints from all applications and set the timing parameters according to the more stringent requirements. Finally, the power management protocol should be adaptive by varying the timeout period and sleep duration according to the application activity. Compared to the solution based on fixed timeouts, adaptive power management improves power saving and reduces additional delays introduced by power management [KK00].

24.5.2.4 Application-Dependent Adaptive Power Management

Adaptation is the key idea also in [ACGP02,ACGP03a,ACGP03b]. These authors take an approach similar to the one in [KK00]. Specifically, they propose a policy based on the Indirect-TCP model [BB97] that (i) operates just below the application; (ii) exploits the characteristics of the application itself; and (iii) buffers at the AP packets addressed to the mobile device during disconnection periods (distributed policy). The novelty of this approach is its ability to adapt to the application behavior without requiring any modification of the application itself. Specifically, this approach can be implemented either in an application-dependent way or in an application-independent way.

The application-dependent approach is proposed in [ACGP02,ACGP03b] by developing a power management algorithm which is application specific (e.g., tailored to Web-browsing, e-mail or some other application). The AP is aware of some (off-line) statistics about the traffic profile generated by the application (e.g., in Web-browsing applications, expected number of embedded files in a web page, expected size of html and embedded files, etc.). In addition, the AP also continuously monitors the network activity in order to obtain run-time estimates of the throughput available along the connection with the remote server.

To better explain this policy in the following we will make reference to Web-browsing applications. Upon receiving a Web-page request from the mobile device, the AP derives an estimate of the main-file transfer time (i.e., the time needed to download the main html file from the remote Web server), and decides whether (or not) it is convenient for the mobile device to disconnect in the meanwhile. This decision takes into account: (i) energy and delay costs associated with suspending and resuming the wireless interface at the mobile device and (ii) maximum additional delay the application is willing to tolerate. If disconnection is convenient, the AP suggests this decision to the mobile device along with the time interval it should sleep. The mobile device suspends the wireless interface for the notified sleeping time. While the mobile device is disconnected, the AP stores the main html file and, automatically, prefetches embedded files, if any. When the mobile device reconnects, the AP delivers all the available data (main file and embedded files, if available). If more data have to be downloaded, the AP also derives an estimate for the residual transfer time. If disconnection is convenient, the AP suggests the mobile device to disconnect.

From the above description it clearly emerges that the AP dynamically generates updated estimates for the residual transfer time, and based on these estimates, suggests the mobile device either to disconnect or to remain active. Furthermore, the AP acts as an agent for the mobile device, that is, it performs some actions on behalf of the mobile device to improve power saving and reduce the delay. Specifically, it includes mechanisms for file caching and prefetching. In practice, the AP can be seen as a Web proxy with power management capabilities.

Results obtained by considering Web-browsing applications in a real environment (i.e., by using a real Web server accessed by the client through a real Internet connection) have shown that the application-dependent power management protocol is able to achieve power saving not only during inactivity periods
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7The mobile device may reconnect before the sleeping interval has expired if a new request is generated by the client-side application.
(i.e., during User Think Times) but also during the data transfer phase, that is, during the download of Web pages. Furthermore, by continuously monitoring the network connection between the AP and the Web server, it is able to dynamically adapt to network and server conditions. In [ACGP03b] it is shown that the application-dependent protocol reduces significantly the overall time during which the mobile device should be connected with respect to the application-driven protocol (this protocol switches off the wireless interface only during User Think Times). In addition, the performance of the application-dependent protocol is not far from an optimal (unfeasible) algorithm that switches on the wireless interface exactly when data becomes available at the AP, and disable it immediately after the data transfer.

### 24.5.2.5 Application-Independent Adaptive Power Management

The major drawback of the application-dependent power management protocol is that it must be tailored to a specific application. Therefore, a specific power management module is required for each network application. Furthermore, when there are more applications running on the mobile device, power management modules related to the various applications need to coordinate themselves in such way that the wireless interface is actually disabled only when all power management modules have decided to suspend it, and is re-enabled as soon any of them decides to resume it.

To overcome these difficulties an application-independent power management protocol is proposed in [ACGP03a]. This protocol autonomously becomes aware of the application’s requirements and communication pattern, and exploits this knowledge to achieve power saving. Specifically, the protocol continuously monitors the application trying to learn its behavior and adapt to it. The protocol can be used with any network application, since no hints are required from the application. Furthermore, legacy applications can be used unmodified.

To take appropriate decision about when to suspend and resume the wireless interface, the application-independent power management protocol relies on an algorithm that provides estimates of both packet inter-arrival times (i.e., time intervals between consecutive packets) and inactivity periods’ duration. The independent power management protocol relies on an algorithm that provides estimates of both packet inter-arrival times (i.e., time intervals between consecutive packets) and inactivity periods’ duration. The variable-share update algorithm [HW95], customized to the specific problem, is used to this purpose.

Basically, the Variable-Share Update algorithm works as follows (see Figure 24.11). Let \( I \) be the range of possible values for a variable \( y \) to be estimated. To predict the \( y \) value, the variable-share update algorithm relies upon a set of experts. Each expert \( x_i \) provides a (fixed) value within the range \( I \), that is, a value that \( y \) can potentially assume. The number of experts to be used, as well as their distribution among the range \( I \), are input data for the algorithm. Each expert \( x_i \) is associated with a weight \( w_i \), a real number that measures the reliability of the expert (i.e., how accurately the expert has estimated \( y \) in the past). At a given time instant, an estimate of \( y \) is achieved as the weighted sum of all experts, using the current \( w_i \) value as the weight (i.e., reliability) for the expert \( x_i \). Once the actual value of the variable \( y \) becomes known, it is compared with the estimate provided by the experts to evaluate their reliability and update the weight associated with each of them. The update policy requires two additional parameters, \( \alpha \) and \( \eta \), and a loss function \( L \). This function provides a measure of the deviation of each expert from the actual
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**Parameters:** \( \eta > 0, 0 \leq \alpha \leq 1, n \) (number of experts)

**Variables:** \( x_i \) (experts), \( w_i \) (weights), \( y \) (actual variable’s value), \( \hat{y} \) (estimated variable’s value)

**Initialization:** \( w_i = 1/n \) \( \forall i = 1, \ldots, n \)

**Prediction:**

\[
\hat{y} = \sum_{i=1}^{n} w_i x_i / \sum_{i=1}^{n} w_i
\]

**Loss Update:**

\[
w_i' \Delta w_i e^{-\eta L(y, x_i)}
\]

**Variable share:**

\[
\begin{aligned}
pool &= \sum_{i} \left[ 1 - (1 - \alpha)^{L(y, x_i)} \right] w_i' \\
w_i &= \left( 1 - \alpha \right)^{L(y, x_i)} w_i' + \frac{1}{n-1} \\
pool &= \left[ 1 - (1 - \alpha)^{L(y, x_i)} \right] w_i'
\end{aligned}
\]

**FIGURE 24.11** Variable-share update algorithm.
value of the variable, and its values must lie in [0,1]. According to [HLS96], $\alpha = 0.08$ and $\eta = 4$ are used in the application-independent protocol. Finally, $L(x_i, y) = |x_i - y|/\max_i |x_i - y|$ is used as error function (see [HW95] for details).

The variable-share update algorithm has to provide estimates for both packet inter-arrival times and inactivity periods. These variables span different range of values since inter-arrival times are typically smaller than inactivity periods. Two different sets of experts, with nonoverlapping intervals for expert values, are thus used. The first interval ranges in $[0, P_{\text{max}}]$, where $P_{\text{max}}$ is the maximum expected inter-arrival time. Idle periods greater than $P_{\text{max}}$ are assumed to belong to inactivity periods. The second interval ranges in $(P_{\text{max}}, T_{\text{max}}]$, where $T_{\text{max}}$ is the largest estimated inactivity period. This means that the mobile device will poll the AP for any incoming packets, at most, every $T_{\text{max}}$. Therefore, $T_{\text{max}}$ is also the maximum additional delay introduced by the power management protocol to the first packet of a data transfer.

The authors of [ACGP04b] evaluated the application-independent protocol in a realistic prototype system (real Internet environment) considering different applications running in the mobile device. In particular, three scenarios are considered. In the first and second scenario there is a single active network application: Web and e-mail, respectively. In the third scenario, Web and e-mail are simultaneously active. The experimental results show that the application-independent protocol is able to save a considerable amount of energy irrespectively of the specific application running in the mobile device. In the mixed-traffic (Web + e-mail) scenario the protocol reduces the overall time during which the wireless interface should be on of about 72% with respect to the case without power management. In addition, this reduction is obtained without a significant impact on the QoS perceived by the user. In the mixed-traffic scenario the average additional delay introduced by the power management protocol is, on average, 0.41 sec for downloading a Web page and 1.9 sec for checking, downloading, and uploading e-mail messages. In the other single-application scenarios analyzed the performance of the application-independent protocol are even better.

### 24.6 Power Management and Pervasive Computing

The 1990s have started the mobile computing age. Mobile users can use their cellular phone to check e-mail and browse the Internet. Travellers with portable computers can access Internet services from airports, railway stations, and other public locations. In the same period, the hardware and software progresses provided the basic elements (PDAs, wearable computers, wireless networks, devices for sensing and remote control, etc.) for implementing a new computing paradigm, pervasive or ubiquitous computing, that will further extend the users possibility to access information or communicating with other users at anytime, anywhere, and from any device [W91].

The nature of ubiquitous devices makes wireless communication the easiest solution for their interconnection. WLANs constitute the basis for these environments. However, the heterogeneity of devices to be interconnected (ranging from small sensors and actuators to multimedia PDAs) results in a large spectrum of requirements that cannot all be covered by WLANs. From one extreme, we have very simple devices for which small size, low cost, and low power consumption are the main constraints, while a high data rate is not necessary. On the other side, we have devices that need to exchange multimedia information for which a high data rate is a must. Also coverage requirements may vary significantly (from few meters to an entire building). This generates a strong push for new classes of networks, referred to as body area network (BAN) and personal area network (PAN), to cover all the pervasive-computing communication requirements [C03].

A BAN constitutes the solution for connecting devices distributed on the human body (e.g., head-mounted displays, microphones, earphones, processors, and mass storage) that form a wearable computer.

---

8The devices are often located in inaccessible places or are spread on the human body.
A BAN is a network with a transmission range of a human body, that is, 1 to 2 m. Short-range, low-power wireless communications provide an efficient solution to BAN implementation.

While a BAN is devoted to the interconnection of one-person wearable devices, a PAN enables the interconnection of the BANs of persons close to each other, and the interconnection of a BAN with the environment around it [C03]. A PAN communicating range is typically up to 10 m and, of course, wireless communications constitute the basis for PANs.

To cope with these new communication requirements, IEEE 802 Committees are currently developing standard specifications that constitute the basis for wireless communications in pervasive computing environments. Specifically, in addition to the IEEE 802.11 standards for WLANs [802.11], the IEEE 802.15 working groups [802.15] are developing the specifications for short-range wireless communications among computers, peripherals, and (wearable) consumer electronic devices [C04]. These standards provide suitable solutions for both wireless PANs and BANs. A common feature of these network technologies is the ability to self-configure: a network exists as soon as two or more devices communicate on the same physical channel. No pre-existing infrastructure is required.

In mobile computing environments, most of the connections among wireless devices are achieved via fixed infrastructure WLAN networks (see Figure 24.1[a] and Figure 24.12[a]). The drawbacks of infrastructure-based networks are the costs and time associated with purchasing and installing the infrastructure. These costs and delays may not be acceptable for dynamic environments where people and vehicles need to be temporarily interconnected in areas without a pre-existing communication infrastructure (e.g., inter-vehicular and disaster networks), or where the infrastructure cost is not justified (e.g., in-building networks, specific residential communities networks, etc.). In these cases, infrastructureless or ad hoc networks can provide a more efficient solution. An ad hoc network is a peer-to-peer network formed by a set of stations within the range of each other that dynamically configure themselves to set up a temporary network (see Figure 24.12[b]). Ad hoc networks are created, for example, when a group of people come together, and use wireless communications for some computer-based collaborative activities; this is also referred to as spontaneous networking [FAW01]. In the ad hoc configuration, no fixed controller (AP) is required, but a controller is dynamically elected among all the stations participating to the communication.

It is worth remembering that while 802.11 networks are generally implemented as infrastructure-based networks, the 802.11 standards also enable the construction of peer-to-peer WLANs. In this case, the IEEE 802.11 stations communicate directly without requiring the intervention of a centralized AP. Ad hoc networks (hereafter referred to as single-hop ad hoc networks) interconnect devices that are within the same transmission range. This limitation can be overcome by exploiting the multi-hop ad hoc (MANET) technology. In a MANET, the users’ mobile devices are the network, and they must cooperatively provide the functionality usually provided by the network infrastructure (e.g., routers, switches, servers). In a MANET, no infrastructure is required to enable information exchange among users’ mobile devices.
Nearby terminals can communicate directly by exploiting, for example, WLAN technologies. Devices that are not directly connected communicate by forwarding their traffic via a sequence of intermediate devices.

Ad hoc networks inherit the traditional problems of wireless infrastructure-based networks discussed in the previous section. To these problems, the (multi-hop) ad hoc nature and the lack of fixed infrastructure add a number of characteristics, complexities, and design constraints that are specific of ad hoc networking, such as [CMC99]; multi-hop routing, dynamically changing network topologies, etc. Among these, power management is a key issue. The lack of fixed network elements, directly connected with a power supply, increases the processing and communication load of each mobile device, and this heavily impacts on the limited power of mobile devices. This becomes even a bigger issue in MANETs where a mobile device must spend its energy to act as a router forwarding the other mobile devices’ packets [CCL03].

Hereafter, we will first discuss the power-management problem in single-hop ad hoc networks, and then we will address power-management issues in multi-hop ad hoc networks.

24.6.1 Power Management in Single-Hop Ad Hoc Networks

Currently, the widespread use of IEEE 802.11 cards makes this technology the most interesting off-the-shelf enabler for ad hoc networks [ZD04]. For this reason, hereafter, we will concentrate on power management policies applied to 802.11 technology. A more general discussion on power management for ad hoc networks can be found in [WC02,F04].

Power-management policies for IEEE 802.11 networks operate at the MAC layer with the aim to maximize the mobile device battery lifetime without affecting the behavior of the high-level protocols. Two types of policies, operating with different time scales, have been designed/investigated for 802.11 networks. The first class operates on small time scales (say milliseconds) and tries to optimize the behavior of the CSMA/CA protocol used by 802.11 by avoiding power wastage during packet transmissions. The latter class extends to infrastructureless 802.11 networks the policy developed for infrastructure-based mode (also referred to as doze mode), and periodically wake up to receive/transmit data.

24.6.1.1 Power Management During Transmission

The power-management policies belonging to this class are designed to avoid transmitting when the channel is congested, and hence there is a high collision probability [BCD01,BCG02]. Power saving is obtained by minimizing the energy required to successfully transmit a packet. This is achieved in two steps:

1. The development of an analytical model to characterize the system-parameter values (mainly the backoff parameters) that correspond to the minimum power consumption.
2. The enhancement of 802.11 backoff mechanism to tune (at run time) the backoff window size to minimize the energy required for a successful packet transmission given the current status of the network, that is, number of active mobile devices, length of the messages transmitted on the channel, etc.

As far as point (1), in [BCG02] was developed an analytical model for the energy drained by the wireless interface of a tagged mobile device to successfully transmit a packet. Specifically, the model provides a characterization of the power consumption of the tagged device by studying the system behavior in the interval (referred to as virtual transmission time) between two consecutive successful transmissions of the tagged device itself, which corresponds to a system renewal interval. As shown in Figure 24.13, the virtual transmission time can be partitioned into: idle periods, collisions, and successful transmissions. Collisions and successful transmissions can be further partitioned into two subsets depending on the tagged device involvement. This distinction is useful because the tagged-device power consumption is different in tagged collisions (i.e., collisions where the tagged device is involved) and nontagged collisions.
It can be shown that the system regenerates with respect to the starting point of a virtual transmission time. Hence, the system power efficiency, from the tagged-device wireless-interface standpoint, is the ratio between the average energy it uses to successfully transmit a message divided by the average energy it consumes in a virtual transmission time:

\[ \epsilon_{\text{energy}} = \frac{PTX \cdot \ell}{E[\text{Energy}_{\text{virtual\_transmission\_time}}]} \]

where \( \ell \) is the average time required to the tagged device to transmit a message, \( PTX \) denotes the power consumption (per time unit) of the network interface when it is in the transmit state (\( PTX \cdot \ell \) is the average energy required to the tagged device to successfully transmit the payload of a message), and \( E[\text{Energy}_{\text{virtual\_transmission\_time}}] \) is the overall energy consumed by the tagged device during a virtual transmission time, and includes all the protocol overheads (idle slots, collisions, etc.).

The optimal energy consumption for the tagged device corresponds to the maximum value of \( \epsilon_{\text{energy}} \), say \( \epsilon_{\text{MAX\_energy}} \). As \( E[\text{Energy}_{\text{virtual\_transmission\_time}}] \) depends on the current status of the network, \( \epsilon_{\text{MAX\_energy}} \) can be expressed as \( \epsilon_{\text{MAX\_energy}} = f(\text{network\_status}) \). The function \( f() \), derived in [BCG02], shows that, to achieve the minimum energy consumption, the parameters of the backoff algorithm must be dynamically updated.

In [BCD01] it is presented and evaluated a simple and effective extension of the 802.11 backoff algorithm to dynamically tune its parameters thus allowing the optimal energy consumption. This is achieved by exploiting a distributed mechanism, named asymptotically optimal backoff (AOB), which dynamically adapts the backoff window size to the current load [BCG04]. AOB guarantees that an IEEE 802.11 WLAN asymptotically (i.e., for a large number of active mobile devices) achieves its optimal behavior. The AOB mechanism adapts the backoff window to the network contention level by using two simple load estimates that can be obtained with no additional costs or overheads [BCG04].

In [BCG02] it has been shown that, for 802.11b technology, the tuning of the network interface for achieving the minimal energy consumption almost coincides with the optimal channel utilization. This behavior is associated with the energy consumption model of WLANs interface in which transmit, receive, and idle states are almost equivalent from a power consumption standpoint. This implies that, for 802.11b networks, energy savings can be achieved by optimizing at the same time also the other parameters that characterize the QoS perceived by the users, such as bandwidth, and MAC delay.

### 24.6.1.2 Power Saving Mode (PSM) in IEEE 802.11 Ad Hoc Networks

In the IEEE 802.11 standards’ terminology, ad hoc networks are named independent basic service set (IBSS). An IBSS enables two or more IEEE 802.11 mobile devices to communicate directly without requiring the intervention of a centralized AP. Synchronization (to a common clock) of mobile devices belonging to an IBSS is sufficient to receive or transmit data correctly [ACG04]. In an IBSS, no centralized controller exists and Beacon frames, which contain timing information, are managed through a distributed process. The mobile device that initializes the IBSS defines the Beacon interval. At the beginning of the Beacon interval, all mobile devices wake up and randomly contend to transmit the synchronization Beacon. Specifically, all mobile devices in the IBSS schedule the transmission of a Beacon frame at a random time just after
For power management, a fixed-length ad hoc traffic indication map (ATIM) window is associated to the IBSS. All mobile devices must stay awake for an ATIM window after each Beacon. During the ATIM window, each mobile device sends an ad hoc traffic indication map (ATIM) to every other mobile device for which it has pending traffic. Each mobile device that receives an ATIM message responds with an ATIM acknowledgment. At the end of the ATIM window, mobile devices that have neither sent nor received ATIM announcements go back to sleep. All other mobile devices remain awake throughout the remainder of the Beacon Interval, in order to send and receive the announced traffic.

Figure 24.14 shows the operations in an IBSS with two mobile devices, A and B. Two consecutive Beacon Intervals are considered in which the Beacon is issued by mobile devices A and B, respectively. In addition, in the second interval mobile device A has a message to be delivered to mobile device B. In this case, an ATIM frame and an ATIM ACK are exchanged during the ATIM window interval. At the end of this interval, mobile devices A and B remain awake to complete the data exchange.

The efficiency of IBSS power management mechanisms highly depends on the values selected for the Beacon intervals, the offered load and the length of the ATIM window. Results presented in the literature point out performance problems. Specifically, simulation results presented in [WESW98] indicate that power saving is obtained only at quite moderate loads; as offered load increases the saving declines substantially. The offered load also influences the choice of the parameter (e.g., the ATIM interval), hence the authors recommend adopting an adaptive ATIM window.

24.6.2 Power Management in Multiple-Hop Ad Hoc Networks

Multi-hop ad hoc networking introduces a new metric for measuring the power saving: the network lifetime [E02]. In an infrastructure-based wireless network, power management policies are aimed at minimizing the mobile-device power consumption. This metric is not appropriate for ad hoc networks where mobile devices must also cooperate to network operations to guarantee the network connectivity. In a MANET, a selfish mobile device that remains most of the time in the doze mode, without contributing to routing and forwarding, will maximize its battery lifetime but compromise the lifetime of the network.
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9These transmissions occur following the basic 802.11 access mechanisms (e.g., DCF). To avoid contention with data traffic, only Beacons, frames’ announcements, and acknowledgments are transmitted during the ATIM window.
On the other hand, policies aimed at maximizing the network lifetime must have a network-wide view of the problem. The idea is that, when a region is dense in terms of mobile devices, only a small number of them need to be turned on in order to forward the traffic. To achieve this, a set of mobile devices is identified which must guarantee network connectivity (to participate in packet forwarding), while the remaining mobile devices can spend most of the time in the doze mode to minimize power consumption. Mobile devices participating in packet forwarding may naturally exhaust their energy sooner, thus compromising the network connectivity. Therefore, periodically, the set of active mobile devices is recomputed by selecting alternative paths in a way that maximizes the overall network lifetime. Identifying the network's dominating sets is a typical goal of a global strategy. A dominating set is a subset of mobile devices such that each mobile device is in the set, or it has a neighbor in that set. Dominating sets, if connected, constitute the routing and forwarding backbone in the multi-hop ad hoc network. As the computation of the minimal dominating set is computationally unfeasible, in the literature several distributed algorithms exist to approximate suitable dominating sets, see for example [DB97, WL99, WDGS02, CJBM02, XHE01, XHE00].

The SPAN [CJBM02] is a distributed algorithm to construct dominating sets using local decisions to sleep, or to join the routing backbone. Mobile devices participating in the backbone are named coordinators. Coordinators are always in an active mode, while noncoordinator mobile devices are normally in the doze mode, and wake up to exchange traffic with the coordinators. Periodically, the coordinators' set is recomputed. The effectiveness of SPAN depends on the power consumption in the idle and sleep state: SPAN performance improves with the increase of the idle-to-sleep power-consumption ratio [CJBM02]. SPAN integrates with the 802.11 PSM, thus guaranteeing that noncoordinator mobile devices can receive packets that are buffered by the coordinators while they are sleeping.

The physical position of mobile devices (obtained, for example, via GPS) is used in the GAF algorithm to construct the routing and forwarding backbone. A grid structure is superposed on the network, and each mobile device is associated with a square in the grid using its physical position. Inside the square only one mobile device is in the nonsleeping mode [XHE01].

AFECA [XHE00] is an asynchronous distributed algorithm for constructing a routing backbone. Mobile devices alternate between active and sleep modes. In principle, a mobile device remains in the sleep mode for a time proportional to the number of its neighbors, thus guaranteeing, in average, a constant number of active mobile devices.

Controlling the power of the transmitting mobile device is the other main direction for power management in ad hoc networks. In wireless systems, the existence (or lack) of a link between two mobile devices mainly depends (given the acceptable bit error rate) on the transmission power and the transmission rate. By increasing the transmission power the number of feasible links is increased, but, at the same time, this increases the power consumption and the interference [E02]. Recently, several studies focused on controlling network topology by assigning per-device transmit powers that guarantee network connectivity and minimize the transmit power [NKS02, WLBW01, RRH00, F04, R04]. The algorithmic aspects of topology control problems are discussed in [LLM02].

Transmission power is highly correlated with power consumption. It determines both the amount of energy drained from the battery for each transmission, and the number of feasible links. These two effects have an opposite impact on the power consumption. By increasing the transmission power we increase the per-packet transmission cost (negative effect), but we decrease the number of hops to reach the destination (positive effect) because more and longer links become available. Finding the balance is not simple. On one hand, we have to consider the fact that signal strength at a distance $r$ from the sender has nonlinear decay, specifically $S(r) = S \cdot r^{-\alpha}$ ($\alpha \in [2,4]$), where $S$ is the amplitude of the transmitted signal [E02]. This implies that, from the transmission standpoint, to cover the sender-to-receiver distance a multi-hop path generally requires less power. On the other hand, on a multi-hop path the delay (due to the multiple hops), as well as the processing energy (to receive and locally process a packet) increase.

The trade-off between minimum transmission power, and number of hops, further complicates the design of routing algorithms. A large part of recent works on power efficiency in ad hoc networks is concentrated on routing [RM99, SL00, RRH00], where the transmitting power level is an additional variable in the routing protocol design [F01].
Power-efficient routing has been addressed from two different perspectives: (i) energy is an expensive, but not a limited resource (battery can be recharged/replaced), or (ii) the energy is finite. The former case applies to (mobile) ad hoc networks in general, while the latter is a suitable model for sensor networks. In case (i), power consumption must be minimized; typically, this translates in the following target: minimize the total power consumed per packet to forward it from source to destination. Minimizing per-packet energy does not maximize network lifetime, as residual energy of the mobile devices is not taken into consideration. On the other hand, in case (ii), the energy is a hard constraint [E02], and the maximum lifetime is the target.

Minimum-energy routings minimize the energy consumed to forward a packet from the source to the destination [LH01,RM99,GCNB03]. Similarly to proactive routing algorithms, [LH01,RM99] try to find minimum energy routes for all mobile devices; on the other hand, PARO [GCNB03] behaves as a reactive algorithm by minimizing the energy consumption of ongoing flows. In PARO, mobile devices intermediate to the source–destination pair elect themselves to forward packets, thus reducing the aggregate transmission power consumed by network devices.

On-line maximum-lifetime routing is a complex problem [LAR01]. In [CT00], for a static network with known and constant flows, the maximum lifetime routing is modeled as a linear programming problem. The solution of this model provides the upper bound on the network lifetime that is used to analyze the effectiveness of the algorithms. For a single power level, an optimal algorithm is presented; while, for the general case, the authors present an algorithm that selects routes and adjusts the corresponding power levels achieving a close to the optimal lifetime.

A balance between minimum-energy and maximum lifetime is the target of the CMMBCR policy [T01]. CMMBCR applies a conditional strategy that uses the minimum energy route, if the mobile devices residual energy is greater than a given threshold. Otherwise, a route that maximizes the minimum residual energy is selected.

### 24.6.2.1 Power Management in Sensor Networks

Sensor networks constitute basic elements of emerging pervasive environments. Sensor nodes are small devices with computing, communication, and sensing capabilities that can be used for various purposes. Typical sensing tasks could be temperature, light, sound, etc. Different kinds of “infrastructures” can be deployed to deliver the collected information from the sensing field to the place this information is elaborated. In recent years, advances in simple, low power, and efficient wireless communication equipments made wireless sensor networks the most interesting way to deliver the sensed data to the device(s) in charge to collect and elaborate them. However, due to the technologic constraints, single-hop wireless communications are often not efficient from the power consumption standpoint, and multi-hop communications are typically used to deliver the collected information. Specifically, a wireless sensor...
network is typically organized as shown in Figure 24.15. The sensor nodes are densely (and randomly) deployed inside the area in which a phenomenon is being monitored. Each sensor node delivers the collected data to one (or more) neighbor node, one hop away. By following a multi-hop communication paradigm, data are routed to the sink and through this to the user. Therefore, multi-hop ad hoc techniques constitute the basis also for wireless sensor networks. However, the special constraints imposed by the unique characteristics of sensing devices, and the application requirements, make solutions designed for multi-hop wireless networks generally not suitable for sensor networks [ASSC02]. First of all, power management is a “pervasive” issue in the overall design of a sensor network. Sensor networks utilize onboard batteries with limited energy that cannot be replenished in most application scenarios [S03]. This strongly affects the lifetime of a sensor network, and makes power awareness a critical factor in the design of sensor network protocols. Furthermore, sensor networks produce a shift in the networking paradigm from a node-centric to a data-centric view. This introduces a new dimension to power management. The aim of a sensor network is to collect information about events occurring in the sensor field. As sensor nodes are densely deployed several sensor nodes collect the same information and hence the importance of (the information collected by) each node is reduced with respect to MANET nodes. Indeed, while in MANETs the correct delivery of all data is important, the delivery of the information collected by each sensor node may tolerate a lower reliability. Moreover, while in node-centric networks the information is not manipulated inside the network (at the most packets can be discarded if resources are not available for forwarding them), in sensor networks intermediate devices — along the path from the sender (a sensor device) to the receiver (the sink) — can exploit the correlation in the observed data to reduce (via compression and aggregation) the amount of information flowing into the network, thus increasing the power efficiency. This is based on the observation that, in sensor devices, from the power consumption standpoint, processing is a much cheaper operation than transmitting [DWBP01,S03].

In a MANET only protocols operating at layer 1 to 3 of the OSI reference model participate to the operations inside the network (higher layers are active only in the sender and receiver devices); on the other hand, in a sensor network also higher layers\(^\text{10}\) contribute to power-efficient data delivery, making power management a “cross-layer” issue [CMTG04]. TinyDB [MFHH03] represents the extreme case, where almost all the networking functions are implemented at the application layer.

The interested readers can find an excellent and comprehensive coverage of sensor networks in a recent survey [ASSC02]. Hereafter, we will briefly discuss issues related to power management. Specifically, we will survey power management policies at different layers of the OSI reference model.

For Physical and Data Link layers the power efficiency questions are similar to those addressed in wireless networks: how to transmit in a power efficient way bits and frames, respectively, to devices one-hop away. These problems include identifying suitable modulation schemes, medium access control policies [VL03,YHE02], efficient FEC schemes, etc., see [ASSC02,KW03]. Of course the solutions of these problems are strongly affected by the sensor-device resources’ constraints. The proposed solutions are generally independent from the applications however, recently, some authors [VA03] proposed to apply data-centric policies also at the MAC layer. The basic idea is to exploit spatial correlation among neighboring nodes to reduce the number of transmissions at the MAC layer.

Power efficiency at network layer has several aspects in common with MANETs. Specifically, it deals with identifying paths for deliver the information (from the source to the receiver) that maximize the network lifetime. This involves the solutions of problems such as: the control of the network topology, and the selection of the paths to be used for data delivery given a network topology. Similarly to MANETs, topology control algorithms either exploit power control techniques to construct energy efficient sub-graphs of the sensor network (see Section 24.6.2), or re-organize the network in energy efficient clusters (see below).

Topology management techniques, like GAF and SPAN (see Section 24.6.2), can be applied to sensors networks for minimizing the number of devices that must be active to guarantee a connected topology.

\(^{10}\)Mainly the presentation and the application layers where compression and aggregation of data are applied to reduce redundancy in delivered data.
Furthermore, in a sensor network, additional savings can be obtained by observing that devices spend most of their time waiting for events without forwarding traffic, and hence, the network interface of active devices can remain in a sleep state for most of the time. This feature is exploited by Sparse Topology and Energy Management (STEM) \[STGM02\] to implement an energy efficient topology management scheme for sensor networks. STEM, when necessary, efficiently wakes up devices from a deep sleep state with a minimum latency. In addition, this scheme can be integrated with topology management techniques, like GAF and SPAN thus achieving compounded energy savings.

Clustering was introduced in 1980s to provide distributed control in mobile radio networks \[BEF84\]. Inside the cluster one device is in charge of coordinating the cluster activities (clusterhead). Beyond the clusterhead, inside the cluster, we have: ordinary nodes that have direct access only to this one clusterhead, and gateways, that is, nodes that can hear two or more clusterheads \[BEF84\]. As all nodes in the cluster can hear the clusterhead, all inter-cluster communications occur in (at most) two hops, while intra-cluster communications occurs through the gateway nodes. Ordinary nodes send the packets to their clusterhead that either distributes the packets inside the cluster, or (if the destination is outside the cluster) forwards them to a gateway node to be delivered to the other clusters. Only gateways and clusterheads participate in the propagation of routing control/update messages. In dense networks this significantly reduces the routing overhead, thus solving scalability problems for routing algorithms in large ad hoc networks. Several clustering algorithms have been proposed for wireless sensor networks, for example, see \[BC03\] and the references herein. On of most popular is the Low Energy Adaptive Clustering Hierarchy (LEACH). LEACH includes distributed cluster formation, local processing to reduce global communications, and randomized rotation of cluster-heads to evenly distribute the energy load among the sensor nodes in the network \[HCB00\].

The routing and forwarding of information inside a sensors network are data-centric functions through which data is disseminated to and from the sensors node. For example, the query “tell me the temperature in the region $X$” needs to be disseminated to sensor nodes of a region $X$ (see Figure 24.15). At the same time, data coming from the region $X$ have to be delivered to the user(s) issuing the query. Simple techniques such as flooding and gossiping can be used to disseminate the data inside the sensor network \[ASSC02\]. However, these techniques waste energy resources sending redundant information throughout the network. Several application-aware algorithms have been devised to efficiently disseminate information in a wireless sensor network. These algorithms are based on the publishing/subscribe paradigm. Nodes publish the available data that are then delivered only to nodes requesting them. One of the most popular approaches is Directed Diffusion \[IGE03\], which delivers data only to nodes that have expressed interest to them. Similarly, SPIN sends data to sensor nodes only if they are interested \[HKB01\]. In addition, SPIN has access to the current energy level of the node and adapts the protocol behavior on the energy remaining in the node.

Dissemination algorithms achieve additional energy savings through in-network data processing based on data aggregation (or data fusion). Data aggregation is useful when sensed data come from sensor nodes that have overlapping sensing regions, or belong to the query region $X$. By combining data values (and descriptions) at intermediate nodes, the amount of information to be delivered is minimized thus contributing to energy savings. For example, if a user queries “tell me the highest temperature in the region $X$” not all temperature samples need to be delivered, but an intermediate node needs to forward only the data related to the highest sample among those it received.

The sensor networks’ data-centric nature combined with strong resources’ limitation make TCP not suitable for the sensor network domain. Indeed, inside a sensor network, different reliability levels and different congestion control approaches may be required depending on the nature of the data to be delivered. The transport layer functionalities must be therefore designed in a power-aware fashion to achieve the requested service level, and minimize the energy consumption, at the same time. This implies the use of different policies for the forward path (from sensor nodes toward the sink) and the reverse path (from the sink toward sensor nodes).

In the forward path an event-reliability principle needs to be applied, that is, not all data need to be correctly delivered but, by exploiting spatial and temporal correlations, the transport protocol must
guarantee the correct delivery of a number of samples sufficient for correctly observing (at the user side) the monitored event. Typically, sensor networks operate under light loads, but suddenly become active in response to a detected event and this may generate congestion conditions. In [WEC03] an event-driven congestion control policy is designed to manage the congestion in the nodes-to-sink path by controlling the number of messages that notify a single event. Indeed, the transport protocol should guarantee that, when an event is detected, the user correctly receives enough information. In [SAA03] the concept of event-driven transport protocol introduced in [WEC03] is enhanced to guarantee reliable event detection with minimum energy expenditure.

The reverse path typically requires a very high reliability as data delivered toward the sensors contain critical information (e.g., queries and commands or programming instructions) delivered by the sink to control the activities of the sensor nodes. In this case more robust and power-greedy policies must be applied (see e.g., [WCK02]).

Sensor nodes in the sensing region $X$ are typically set up to achieve in a cooperative way a predefined objective (e.g., monitoring the temperature in region $X$). This is achieved by distributing tasks to be performed on the sensor nodes. Therefore a sensor network is similar to a distributed system on which, at the same time, multiple applications are running. Each application is composed by several tasks that run on different (sensor) nodes. Starting from this view of a sensor network, in [BS03] the authors propose middleware-layer algorithms to manage, in a power-efficient way, a set of applications that may differ for the energy requirements and users’ rewards. Specifically, the authors propose an admission control policy that, when an application starts, decides (given its energy costs and users’ rewards) to accept and reject it to maximize the users’ rewards. A policing mechanism is adopted, at runtime, to control that applications conform to the resource usage they declared at the admission stage.

### 24.7 Conclusions and Open Issues

In this chapter we have presented the main research trends in the field of power management for mobile and pervasive computing systems. Since mobile devices are supplied by batteries, we have first presented techniques to improve the battery capacity. We have highlighted that just relying on such improvements, without designing power management strategies, will greatly limit the use of mobile devices. Therefore, the remaining part of the chapter concentrates on power management policies. We have presented a general framework for mobile-device power management. Within this framework, several approaches have been presented which can be applied to any component of a mobile device. Since networking activities account for a significant portion of the total power consumption, we have then focused on power management policies designed for the networking subsystem.

Most of the current mobile computing environments fall into the infrastructure-based or single-hop hotspot scenario (e.g., 2.5/3G cellular networks and Wi-Fi hotspots) in which a fixed network is extended by means of a wireless last-hop to provide connectivity to mobile devices. We have surveyed the main power management policies proposed for such scenario. Specifically, we have focused on power management solutions for nonreal-time applications. To the best of our knowledge, less attention has been devoted to power management in the presence of real-time applications [CV02,CH03,MCD+03,SR03], and this is still an important open issue. Finally, we have presented power management techniques for mobile devices in single and multi-hop ad hoc networks. This networking scenario is fundamental, since it is the basis of pervasive computing environments.

In our opinion, the design of cross-layer power-management policies is a very promising direction, which should be further explored. Cross-layering can reduce the traffic on ad hoc networks by sharing information that is of interest to different layers [CMTG03]. Moreover, information collected at a particular layer (e.g., a route failure) can be exploited by several layers to tune the protocol behavior (e.g., the transport protocol can avoid sending data until a new route is found). Such cross-layer optimizations are not explicitly designed for power management, but reduce the power consumption as a side effect.
On the other hand, cross-layer power-management policies could be designed, that exploit information residing at different layers in the protocol stack to manage communications on the wireless links. We have highlighted that the most appropriate way to save power is putting the wireless interface of mobile devices in low-power operating modes whenever possible. In ad hoc networks, the decisions on when to switch the wireless interface in the different operating modes is typically based on MAC [VL03,YHE02] or routing-level information [CJBM02,HCB00]. In a cross-layer approach also information about the application behavior could be used to schedule the time intervals during which nodes are available for communications. Moreover, such an approach could be exploited also in infrastructure-based environments. So far, little attention has been devoted to such policies [VA03,ANF03].

We also believe that experimental validations of power management solutions are strongly required. Usually, performance evaluations rely just on simulations. However, simulation models tend to drastically approximate the complex physical behavior of wireless links. Therefore, experimental measurements typically show several features of network protocols that are completely unknown from simulations [ABCG04,LNT02].
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Ethernet is one of the predominant network technologies for supporting local area network (LAN) communication [71]. In recent years the proliferation of portable and laptop computers required LAN...
technology to support wireless connectivity [9,26,28,45,68]. Mobile and wireless solutions for communication have been designed to allow mobile users to access information anywhere and at anytime [45]. The well-known Internet services (as an example, WWW, e-mail) are considered the most promising killer applications pushing for wireless Internet technologies, services, and infrastructures deployment on behalf of network service providers and private customers. The integration of the Internet communication with the innovative and challenging last-mile wireless connectivity is required to support full services and protocols' integration among the two worlds. A variety of networking solutions, services, protocols, standards, technologies, and new applications have been proposed to meet the wireless Internet goals. One of the most successful technologies in recent years is based on the IEEE 802.11 Standard. The IEEE 802.11 Standard defines the Physical, the medium access control (MAC), and link layer control (LLC) sub-layers of the wireless technology that is widely deployed in today’s wireless LANs. Specifically, at the MAC layer, the IEEE 802.11 Standard defines two coordination functions: the centralized point coordination function (PCF) and the distributed coordination function (DCF). Due to the principles adopted for the design, the IEEE 802.11 DCF MAC protocol could be referenced to as “Ethernet on the air” solution for a wireless LAN.

The aim of this chapter is to illustrate the evolution in the design and the main issues originating and characterizing the protocols as the basis of the distributed, random-access implementation of the IEEE 802.11 DCF MAC protocol. In general, it is interesting to determine the motivations for a consistent redesign work and the leading role of protocols in the resolution of many peculiar issues for the wireless scenario. Basically, this chapter will introduce and analyze the problems considered in the protocol design that are determined by the wireless scenarios and, more specifically, the evolution of protocols that inherited most of the design concepts from their wired counterpart. The chapter describes the new protocol-adaptation solutions proposed to control new critical system factors and limitations such as time- and space-contention under distributed control, channel bandwidth limitation, host mobility and variable hosts density, battery energy limitation, and power control.

The chapter is structured in the following way: in Section 25.2, we introduce general concepts about the role of protocols and new protocol-design concepts for the wireless LANs and Mobile Ad Hoc Network (MANETs); in Section 25.3, we provide a short illustration of the IEEE 802.11 Standard, as the basis for successive discussions; in Section 25.4, we analyze the new assumptions to characterize the wireless scenario, at the MAC layer; in Section 25.5, we illustrate a summary of the evolution of distributed, contention-based (random-access) MAC protocols up to the skeleton of the recent IEEE 802.11 DCF design by focusing on the distributed time- and space-contention control and collision avoidance solutions; in Section 25.6, we illustrate the MAC protocol design issues devoted to the power saving; and in Section 25.7, we draw the chapter conclusions.

### 25.2 The Role of Wireless Protocols Design

Wireless medium problems and resource restrictions in wireless systems made the “anywhere and at anytime connectivity” difficult to obtain. Some of the problems to be solved include environment obstacles and interference, user mobility and dynamic network topologies, variable user-density, low channel bandwidth, frequent link failures, energy limitations, and overheads reduction. Under the protocols’ design viewpoint these problems have been dealt with at many layers in the OSI protocol stack. At the physical layer, suitable technologies for transmission, reception, and coding are required. At upper layers, protocols’ design plays an important role: protocols define the way resources are used, shared, and also protocols define the way the information is coded, fragmented, delivered, reordered, assembled, checked, and validated. Protocols also determine which services the system can support and the Quality of Service (QoS) guaranteed to the users’ applications.

It results in the opening up of a vast area of research in the investigation of the role of protocols and distributed algorithms for management of networks. New limiting constraints given by the wireless scenarios have resulted in the need for consistent research work to realize optimal tuning of the protocols
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25.2.1 Adaptive Protocols and Cross Layering

It is widely recognized that the dynamic nature of the wireless link demands fast and low-cost adaptation on the part of protocols [8,14,15,28]. As an example, due to wireless channels characteristics, mobility of users and frequent fluctuations of radio parameters may stress the adaptive behavior of protocols. Therefore, the study of tuning knobs of adaptive protocols is an important issue already in the protocol design. It is also required to understand problems such as excessive overheads, stability, and fairness problems that one might encounter with adaptive protocols.

All network layers will require the ability to adapt to variable channel conditions, perhaps implemented through some form of channel state estimation and tracking. Solutions have been proposed for an appropriate suite of adaptive, event-driven protocols that pass state-information across all the layers in an effort to cope with this variability. Little is known about this new approach in the protocol design, and considerable research is required here, although a large payoff potential is expected [13,15]. As an example, dealing with new assumptions of wireless scenarios and the effects of such new assumptions on the medium access control (MAC) protocol design, this chapter illustrates the evolutionary design perspective of the class of distributed, contention-based (random-access) MAC protocols. A distributed, contention-based MAC protocol is the basic access scheme in today's IEEE 802.11 MAC definition.

Recently, the need for adaptive behavior of protocols, based on the information exchange between the OSI protocol layers, has evolved to the idea of a collapse of the OSI layering structure for the wireless world (i.e., the cross-layering principle). Motivations and criticisms emerged that made the cross-layering principle in the design of protocols double-edged: the need for adaptive behavior of protocols based on the exchange of information among the protocol layers is quite clear and consolidated. On the other hand, a warning on the risk of unstructured and “spaghetti-design” principles for wireless scenarios, and the correlated risks for cyclic design solutions and unstable protocols, were recently discussed in the literature [49].

25.2.2 WLANs and MANETs

Wireless LANs (WLANs) are going to integrate and replace wired LANs at a fast rate because the technology solutions are becoming less expensive and acceptable under the performance viewpoint. The WLAN infrastructure is based on static access points (APs) serving and managing local (mobile) hosts. If hosts leave the WLAN area they should register to a new AP, if any.

On the other hand, new classes of wireless networks, such as the MANETs or infrastructure-less networks have no counterpart in today's networks. MANETs are composed of a set of mobile hosts (MHs), possibly connected to each other in a best-effort way, through one (single-hop) or more (multi-hop) communication links. The transmission range of an MH is limited, and the topology of the network is dynamic, such that multi-hop communication is necessary for hosts to communicate with each other. Basic assumptions in current wired networks, including the notions of a quasi-permanent fixed topology and stable links, might not apply to such new networks. The dynamic nature and topology of the MANETs challenges current MAC and routing techniques, and requires a more autonomous style of peer-to-peer (P2P) network management than today's centralized, stationary systems.
The problem of how such a network self-organizes and responds to host mobility, channel interference, and contention requires solutions. Moreover, the rapidly variable number of hosts in such a network highlights the need for a level of scalability not commonly present in most of the existing approaches to network management. For example, a burst of users with mobile devices that moves, at a given time instant, in the same meeting room may generate a sharp increase in the traffic of the corresponding WLAN. Although the number of hosts that can be connected to a WLAN may be large, wireless links will continue to have lower capacity than wired links, hence congestion is more problematic. The protocol scalability influences the QoS perceived by the users and the resources’ utilization (mainly battery energy and channel bandwidth). Since energy and bandwidth are limited resources in wireless networks, there should be a focus on protocols able to reduce their use.

By focusing on the MAC layer, the objective is to make the most effective use of the limited energy and channel spectrum available, while supporting the distributed services that adequately meet the QoS requirements of the users’ applications accessing the communication network. Accordingly, researchers will have to gain a better understanding about how to design the MAC, data link, network, and transport protocols, and their interactions, for these networks [4]. Furthermore, the multiple access technique in use on any wireless subnetwork should allow flexible and efficient internetworking with both WLANs and MANETs. In this way, MANETs could be adopted to extend the WLAN coverage areas (e.g., WLAN hot-spots) [26]. At the upper layers, protocols should allow heterogeneous systems to communicate, and permit integration between the wireless and the wired backbone network.

The success of WLANs is connected to the development of networking products that can provide wireless network access at a competitive price. A major factor in achieving this goal is the availability of appropriate networking standards. WLANs experienced an explosive growth and user demand in recent years. The IEEE 802.11 Standard (Wi-Fi) technology has become a de facto standard for the MAC layer in such networks. This fact led the research in the field of WLANs and MANETs to be mainly focused on IEEE 802.11-based MAC solutions.

25.2.2.1 The MAC level perspective

In a wireless network, given the broadcast nature of the wireless transmission, mobile hosts can access a shared channel with their wireless transmissions which may be detected by all neighbor hosts within a given range. In WLANs and MANETs, the MAC protocol is the main management component that determines the efficiency in sharing the limited communication bandwidth of the wireless channel. At the same time, it manages the congestion situations that may occur inside the network. The MAC protocol definition and tuning is essential in providing an efficient resource allocation and power saving, among competing hosts. The MAC layer definitions play an important role also for QoS, real-time services, unicast and multicast delivery, load distribution, fairness, and priority-based channel access.

Centralized MAC protocols are based on the support of a centralized coordinator, as an example, a base station or AP coordinating the channel accesses. The centralized access scheme can support QoS, priority schemes, asymmetric channel scheduling among coordinated hosts, but it may suffer system dynamics like mobility, load changes and could result in complex management and resource waste. The need for a central coordinator is a strong assumption that can be acceptable in infrastructure-based and static WLAN systems. On the other hand, it is not a reliable choice in infrastructure-less and mobile ad hoc networks.

Distributed MAC protocols realize less critical implementations, defined to work under peer-to-peer management conditions thereby resulting in easy implementation without a need for coordinating hosts. For this reason, common choices for WLANs and MANETs are based and realized by distributed MAC protocols. Unfortunately, distributed MAC protocols, have been demonstrated to suffer low scalability, low efficiency, and QoS problems, under high communication load. Among the distributed MAC protocols, two classes of protocols can be identified: reservation-based schemes and contention-based (random-access) schemes. Reservation-based schemes are realized with the assumption that hosts should agree on the order and duration of their respective channel accesses before to try any access. In centralized schemes, this policy can be easily implemented by the central coordinator, which collects requests from the wireless hosts and generates a schedule of the channel accesses. Channel access is governed by the central
coordinator by means of a polling-authorization mechanism. In distributed schemes, this policy is much more difficult to realize due to the absence of the central coordinator. Two common approaches can be adopted to realize the reservation-based access in a distributed way: the explicit reservation (i.e., the static list approach) and the implicit reservation (i.e., token-based approach). The explicit reservation approach is based on the creation of a static ordered list of hosts and the duration of their respective accesses. It can be adopted when the number of hosts and the traffic requirements are stable. Such an approach is really unpractical in wireless and mobile systems because it cannot adapt to the system dynamics, and it may result in a waste of resources. In the token-based approach, a message called token circulates and is captured in mutually exclusive way by hosts organized in a cyclic sequence. The host receiving the token owns the right to transmit for a given time after which it must pass the token to the next host in the list. This access scheme has been considered for wireless systems, but the risk to lose the token, and the need for distributed failure-tolerance and management issues, made the implementation of this choice quite complex and unpractical for wireless networks.

The distributed, random-access (or contention-based) MAC protocols have been considered as a good compromise to balance the ease of system management, resources’ utilization, and performances, in many wireless systems. The idea behind such MAC protocols is to define distributed protocols as event-based algorithms randomly spreading the accesses of hosts in an effort to obtain system stability, acceptable resources’ utilization, and performances, as the aggregate behavior of hosts. The events governing the distributed, contention-based MAC protocols are represented by the limited feedback information perceived by the network interface of every host. In next sections we provide a historical perspective of proposals based on different assumptions about the feedback information that could be exploited by hosts. The efficient implementation of distributed MAC managements in MANETs would require every MH to obtain the maximum information regarding the neighbor hosts, if any. This information could be adopted by clustering and routing protocols, and in the MAC contention control as well. As we see in the next sections, information gathering may be a complex activity in WLANs and MANETs, and it is subject to many biasing effects. The increase in the confidence level of the information obtained at the MAC layer is subject to inverse trade-offs with resources’ utilization, power control, and power saving principles.

A complete taxonomy of the possible MAC protocols and management techniques proposed in recent years for the wireless scenario is out of the scope of this chapter. In this chapter, we provide the reader with a historical perspective and a state-of-the-art illustration of examples and solutions (with some milestones) that have been proposed in the field of the distributed MAC layer protocols for wireless and mobile ad hoc networks.

### 25.3 The IEEE 802.11 Standard

In this section, we present the essential information of the IEEE 802.11 Standard for WLANs, which is required for the analysis of some problems in the congestion reaction and power saving mechanisms proposed for the Standard protocols. The IEEE Standard 802.11-1997 and successive releases specify a single MAC sublayer and three physical layer specifications: frequency hopping spread spectrum (FHSS), direct sequence spread spectrum (DSSS), and infrared (IR) [32]. The physical layer is out of the scope of this chapter. Two projects are currently ongoing to develop higher-speed PHY extensions to 802.11 operating in the 2.4-GHz band (project 802.11b, handled by TGb) and in the 5-GHz band (project 802.11a handled by TGa), see Reference 33. Many other task groups have been created to study and design solutions for many issues. As an example, the IEEE 802.11 TGe is studying MAC layer solutions oriented to MAC enhancements for QoS and access differentiation mechanisms [33].

The IEEE 802.11 WLAN is a single-hop, infrastructure network. In addition, it is emerging as one of the most promising technologies for realizing multi-hop MANETs. The current definition of the IEEE 802.11 MAC is not ideal under this viewpoint: the following sections illustrate that further analysis and enhancements are required to capture more system characteristics under the optimized protocols’ design at the MAC and LLC layers. Specifically, support for multi-hop communication, flow synchronization, power control, and power saving would require additional work at the MAC layer [88]. Anyway, the
IEEE 802.11 Standard can be considered the prototype standard definition, and the basis for prototype implementation of MANETs. It has become a reference both for practical implementations and for the research in this field. In the following section, we first provide an overview of distributed contention control management in IEEE 802.11 networks (specifically the DCF).

### 25.3.1 Distributed Foundation Wireless Medium Access Control

In the IEEE 802.11 systems considered in this chapter, the *distributed foundation wireless medium access control* (DFWMAC) Protocol includes the definition of two access schemes, coexisting in a time-interleaving super-frame structure [32]. The DCF is the basic access scheme and it is a distributed, random-access MAC protocol for asynchronous, contention-based, distributed accesses to the channel. On top of the DCF, an optional PCF is defined as the scheme to support infrastructure-based systems based on a central coordinator (i.e., AP) for centralized, contention-free accesses.

Stations can operate in both configurations, based on the different coordination function:

- **Distributed Coordination Function (ad hoc network):** The MHs exchange data like in a P2P communication, and there is no need for fixed infrastructures to be installed. The DCF is completely distributed, and the channel access is contention-based. Stations in such a configuration realize an independent basic service set (IBSS). Two or more IBSS in communication via an intermediate wireless station realize the multi-hop communication between different IBSS.

- **Point Coordination Function (infrastructure network):** The MHs communicate to APs that are part of a static distribution system (DS). An AP serves the stations in a basic service set (BSS) by implementing a centralized control of the system. The access method is similar to a reservation-based polling system and exploits the coordinator AP to determine the transmission scheduling of many MHs.

The basic access method in the IEEE 802.11 MAC protocol is the DCF that is a *carrier sense multiple access with collision avoidance* (CSMA/CA) MAC protocol. In few words, this means that an MH listens to the channel before it transmits. Since this protocol is the main focus of this work, it is separately considered in detail in the following sections.

Before taking control of the channel and transmitting, each MH in the IBSS (including the AP, if any) is associated with an amount of idle time (i.e., the Inter Frame Space (IFS)) that the MH must wait while performing a carrier sensing of the channel state. If an MH senses transmission of another station on the channel during its own IFS, it defers its own transmission. The result is that the MH with the shortest IFS is allowed to take control of the channel. The basic assumption of this access scheme is that the state of the channel is consistent for all the stations sharing the same channel. As we illustrate in next sections, this is not always guaranteed, due to hidden terminals in the space domain. At least three possible levels of priority are considered, respectively associated to three IFS intervals: in increasing order, short interframe space (SIFS), PCF interframe space (PIFS), and DCF interframe space (DIFS).

The SIFS is the shortest interframe space, and it is implicitly assigned to an MH which is expected to transmit immediately by the context of the communication process: for example, to send an acknowledgment for a received frame, or to send a frame after a polling signal is received by the AP.

The PCF is supported on the top of the DCF by exploiting the PIFS. The PIFS is the intermediate IFS (SIFS < PIFS < DIFS), and it is assigned to the Access Point (AP) only. Whenever the AP wants to take control of the channel, it waits up until the first idle PIFS time appears on the channel, and immediately transmits to take control of the channel. The AP gains control of the channel and maintains it until it leaves a DIFS of idle time to elapse on the channel (see Figure 25.1). The assumption under the PCF management is that only one AP is coordinating the channel, and that there is no contention present among the APs.

The DIFS is the longest interframe space, and it is the enabler IFS to start the DCF phase. After every transmission, all MHs under the DCF control must wait for a DIFS idle time on the channel before they start the contention for the channel (see Figure 25.1). Contention-based accesses are performed...
by peer-MHs by adopting collision avoidance and contention control schemes. This short description of interframe spaces is sufficient for the considerations that are presented in this chapter, but it is not exhaustive. Interested readers can address Reference 32 for further details.

In the next sections we concentrate our analysis on the DCF collision avoidance and contention control, which may be affected in significant way by the congestion problem due to distributed random-access characteristics. The PCF may be affected by the contention problem as well, in an indirect way. The transmission requests from the MHs to the AP are performed in DCF frames and are subject to contention-based accesses. In other words, the DCF access scheme is considered the basic access scheme in IEEE 802.11 networks, hence its optimization is a relevant research activity for both DCF and PCF access schemes.

### 25.4 Background and Wireless Assumptions for MAC Protocols

In this section, we summarize some of the assumptions and characteristics that have been considered for the design, tuning, and implementation of distributed, random-access MAC protocols in wireless scenarios. Most of the following assumptions can be considered as the new issues in the MAC protocol design, which made most the successful solutions for the wired scenarios to become unpractical for the wireless scenarios.

#### 25.4.1 Wireless Signals

Wireless signals can be used to code the information in many ways for transmission. Coding techniques are out of the scope of this chapter, and more information on this topic can be found in Reference 63. From the physical viewpoint, wireless signals are electromagnetic waves that propagate in the open space all around from their sources (like the light from a lamp). This phenomenon denotes the physical “broadcast nature” of the wireless transmission, that is, signals cannot be restricted on a wire, but they cover all the area around the transmitter. It is quite clear how this assumption is to be considered in the MAC design, which is devoted to manage the channel capture. The way the wireless signals propagate can be described in many ways by adopting propagation models. Propagation models may define the combined effects of the medium characteristics, environment obstacles, and transmission power of the signal source (the wireless transmitter). The transmission power of wireless signals ($P_{tx}$) is subject to natural decay when the signal is propagated on the medium. The more the distance $d$ from the transmitter, the lower the residual power ($P_{rx}$) for the signal being detected by a receiver (in the order of $P_{rx} = P_{tx}/d^k, k \geq 2$) (see Figure 25.2). In general, network interfaces can be managed to transmit signals with a variable transmission power $P_{tx}$. In the receiving phase, network interfaces can be summarily described by means of the receiving threshold $R_{th}$ and a carrier-sense threshold $C_{th}$ [63] (see Figure 25.2). For every transmitter–receiver pair, if the receiving power perceived for the ongoing transmission is greater than $R_{th}$, then a data communication is possible between the sender and the receiver. If the receiving power is greater than $C_{th}$ and lower $R_{th}$ it would be sufficient for detection and carrier-sensing. Signals lower than $C_{th}$ would be considered simple interference. To allow a communication (i.e., a communication link establishment) between a sender
and a receiver it would be required to increase the transmission power of the sender, or to reduce their relative distance $d$, depending on the receiver’s sensitivity thresholds. A common assumption required for most of the MAC and LLC protocols is to obtain bidirectional links: the communication must be possible on both directions, from sender to receiver and vice versa. This assumption must be considered also when heterogeneous devices, with different sensitivity thresholds, and different transmission power levels coexist in the same scenario.

A carrier sensing (CS) mechanism can be briefly described as the physical capability of the network interface to detect transmission and to send a signal to the MAC layer indicating the event: “some signal is being detected on this channel.” Reception and carrier sensing events can be detected by the network devices and can be made available to MAC protocols to support local management of the transmission.

Given any transmitter–receiver pair, the transmission (coverage) area of a wireless transmitter (see Figure 25.2) is the area where the wireless signal propagates and can be correctly detected and decoded (i.e., transmission is possible with few or no errors due to interference). It should be noted that this area depends (i) on the transmission power of the transmitter, (ii) on the propagation characteristics of the medium, (iii) on the reception threshold (sensitivity) of the receiving network interface ($R_{th}$), and (iv) on the amount of interference (noise) caused by other transmission and by environment factors [63]. Only the receiver (i.e., not the sender) knows if the transmission has been received or detected, hence the transmission area cannot be completely determined by the transmitter’s properties only.

The detection area (see Figure 25.2) of a wireless transmission device is the area outside the transmission area where the signal propagates, and where it can be detected by a carrier sensing mechanism (see below), without being necessarily decoded (i.e., $C_{th} \leq P_{rx} \leq R_{th}$). In the detection area, a mobile receiver can sense the wireless medium as busy without being able to decode the received signals. The existence of this area in the system, for each transmitter, should be considered for the evaluation of detailed carrier sensing and MAC level effects, such as exposed terminals, hidden terminals, capture effects (described in the following section) and so on.

The interference area of a wireless transmission device is defined as the area where the residual wireless signal propagates without being detected or decoded by any receiver. Interference adds noise to any ongoing transmission whose intended receivers are within the interference range. The cumulative effect of multiple interferences might add errors to the bits of information transmitted to receivers.

### 25.4.2 Collision Domains, Capture Effect

For a tagged receiver $X$, a collision domain could be defined as the set of the transmitters whose coverage areas may contain $X$ on a single shared communication channel. Two or more concurrent transmissions
in the same collision domain would cause an interference problem for the tagged receiver \( X \). Given the collision domain example shown in Figure 25.3, \( D \) can only receive \( C \), \( C \) and \( A \) can detect each other but cannot receive their respective transmissions, and \( A \) and \( B \) can receive (and detect) each other. Interference areas are not shown in Figure 25.3: it could be assumed that every host is in the interference range of each other. A collision happens on a given receiver when two or more portions of concurrent transmissions overlap each other in the time and space domains by causing decoding errors for the information received. If the received signal power of one of the colliding signals is much more greater than others, it may happen that the receiver is able to capture such a transmission anyway (e.g., \( A \) could capture \( B \)'s data while \( C \) transmits). In this case, a capture effect of signals can be exploited at the MAC layer. Otherwise, collisions of concurrent signals transmitted on the same collision domain may cause a destructive interference for detected signals on the receiver. The goals of an MAC protocol policy is to avoid such collisions and to adapt the density of transmissions, that is, the contention level. The contention level can be thought as the risk to cause a collision if a transmission is performed. In the next sections, we illustrate other problems and issues for the MAC design.

### 25.4.3 Half Duplex Channels

Once the link existence is established at the physical transmission level, the MAC protocol should manage the link properties inherited from the physical layer.

A single wireless communication device, that is, a wireless network interface (NI), can transmit and receive data in separate time windows. There is no practical way for a single NI to transmit and receive at the same time on the same wireless channel. Hence, a single wireless communication channel between any two hosts, \( A \) and \( B \) can be used only in half-duplex mode for communications, that is, to send data from \( A \) to \( B \) or vice versa, but not both ways at the same time (see Figure 25.3). In other words, an NI cannot “listen” to receive communications while it is transmitting on the same channel. This behavior could be technically possible at the hardware level (e.g., by using two NIs), but the result would be nullified because the transmitted signal would be, in most cases, much more powerful in the proximity of the device than every other received signal. This is due to the physical propagation laws for wireless signals.

### 25.4.4 Collision Detection

A collision detection (CD) technique is based on the concept that a transmitter can listen to the outcome of a channel while it is transmitting a signal on the same channel. If the transmitter hears a collision overlapping its own ongoing transmission, then it can immediately interrupt the transmission. The half-duplex characteristic of wireless channels is one of the most critical and limiting assumptions to be considered in the design of MAC protocols for the wireless scenario. As a consequence, CD techniques
based on the “listen while transmitting” concept and adopted in wired LANs MAC protocols (e.g., IEEE 802.3 and Ethernet) cannot be implemented on a single wireless channel. The only way to obtain a similar function in wireless scenarios would be by adopting a couple of network interfaces and a couple of channels: while A sends data to B on the DATA channel, if a collision is detected, B may send a jamming signal to A on the CD channel by causing an early stop in the DATA transmission.

25.4.5 Full-Duplex Links

A bidirectional full-duplex link can be obtained by adopting duplexing techniques such as time division duplex (TDD) or frequency division duplex (FDD). TDD creates a logical abstraction of a full-duplex link by splitting the transmission and reception phases over consecutive, nonoverlapped time intervals on a single half-duplex (physical) channel. The FDD technique consists of adopting two physical channels: one for transmission and one for reception. In most WLANs and MANETs, logical (bidirectional) links are commonly defined as time division duplex channels. All data transmissions and receptions have to be in the same frequency band, since there are no “bridge” hosts (or base stations) to translate the transmissions from one physical channel to another. This usually requires strict time synchronization in the system and MAC protocols to be defined accordingly [17].

In the following section, we describe the principles for distributed MAC protocols proposed for WLAN and MANET scenarios. It is worth noting that three important and leading factors determine the MAC protocol definition: time, space, and power (energy). In few words, a distributed MAC protocol should locally manage the time schedule of transmissions, depending on the variable traffic load requirements in such a way so as to avoid collisions on the receivers and to exploit to the maximum degree the spatial-reuse of the limited channel resource. On the other hand, any reduction of energy consumed for transmission and reception is another critical point for battery-based devices at the MAC layer. In background to the factors cited above the effect of the mobility of users resulting in highly dynamic collisions domains and contention levels should be considered.

25.5 Evolutionary Perspective of Distributed Contention-Based MAC

This section describes the evolution of proposals in the field of distributed, contention-based (multiple-access) MAC protocols for the wireless scenario. The list of proposals is not exhaustive due to space reasons. It is an incremental illustration of the milestones and the evolution of the protocols leading to the IEEE 802.11 DCF MAC design. Specifically, given the focus of the chapter, this perspective is oriented to the contention control and power saving issues in the distributed contention-based MAC protocol design.

25.5.1 Distributed Contention-Based MAC Protocols

The following MAC protocols have been incrementally defined to reduce the vulnerability of distributed, contention-based transmissions over the same wireless collision domain. The vulnerability of a tagged frame \( f \) being transmitted to a receiver \( Y \) could be defined as the maximum size of the time window (containing the tagged frame \( f \)) during which another frame may be transmitted on the collision domain of \( Y \), by originating a collision. Given that the structure of collision domains is dynamically determined by properties of current transmissions and topology of mobile hosts, the vulnerability problem involves both the time domain and the space domain (who transmits when? And who transmits where, in the collision domain of the candidate receiver \( Y \)?)

25.5.1.1 The Aloha MAC protocol

The pioneering MAC protocol for distributed, multiple-access wireless transmission of data frames (called packets) is the Aloha protocol [1]. In this protocol the CS concept is still not considered, that is, every MH is not assumed to “listen” to the channel before transmitting. The MAC protocol policy is simple: data in the
buffer queues is transmitted immediately, whenever it is ready. If the transmission originates a collision, CD is not possible, and the transmission attempt is completed up to the end of the data frame over half-duplex channels. After the transmission, an Acknowledgment (Ack) is sent back (e.g., on a separate channel) to ascertain a successful transmission. The transmitter waits for a maximum amount of time (Ack timeout) for the Ack. The bidirectional “Data + Ack” structure of the frame transmission is conceived to realize the abstraction of a reliable logical link layer. In case of an unsuccessful transmission (i.e., missing acknowledgment after the Ack timeout), a new transmission attempt is required till a corresponding Ack is received. In order to avoid synchronization of retransmission attempts which create new collisions, every retransmission is scheduled after a pseudo-random waiting time.

The vulnerability period for each frame (by assuming constant frame size) in the Aloha access scheme is two times the average frame size (expressed in time units) [51]. By assuming (i) independent Poisson-distributed arrivals of frames’ transmissions (with constant size) and (ii) collisions as the only source of transmission errors, the expected average channel utilization is upper bounded by only 18% of the channel capacity (i.e., the maximum channel throughput) [51]. In other words, by increasing the transmission load offered by independent MHs (load \( G \) is the frame size multiplied by the Poisson inter-arrival rate), the probability of a collision increases, and the MAC policy would not be able to provide an average channel utilization greater than 18% (see Figure 25.4). This theory result well describes the scalability limits of this MAC policy under the time vulnerability and distributed contention control viewpoint.

25.5.1.2 The Slotted-Aloha MAC protocol

The Slotted Aloha protocol is introduced to limit the vulnerability of each frame, with respect to Aloha. The new assumption is that time must be divided in frame slots (with fixed frame size), each one able to contain a frame transmission. This protocol is similar to Aloha, but a quantized synchronization of MHs is assumed such that every transmission starts only at the beginning of a frame slot. In this way, the vulnerability period is limited by the single frame slot where the transmission is performed. Analytical models demonstrate that the average channel utilization is upper bounded by 36% of the channel capacity, that is, two times the Aloha value (see Figure 25.4). This theory result shows that the scalability of this MAC policy is better than Aloha, but is still far from the optimality.

25.5.1.3 The pure CSMA MAC protocol

The carrier sense multiple access (CSMA) concept [51] has been introduced to further reduce the frame vulnerability. In the CSMA MAC, every host “listens” to the channel before transmitting: if the channel
is busy then the host defers the transmission to a later time (this is called nonpersistent carrier sensing), otherwise the host transmits immediately. The advantage of this policy is that ongoing transmissions in the range of the candidate transmitter can be detected immediately before the transmission, hence the candidate transmitter could avoid causing collisions. Unfortunately, if the propagation delays are significant with respect to the frame size, the performance of CSMA would be negatively influenced. The propagation delay temporarily hides the new transmissions to other potential transmitters, whose respective transmissions may cause collision on the intended receivers depending on the structure of collision domains. For this reason, the vulnerability of the frames is demonstrated to be two times the maximum propagation delay \(2 \tau\) of wireless signals, between any two distant transmitters. As an example, the transmission of a transmitter \(X\) starting at time \(t_x\) is exposed to the risk of collisions with possible transmissions started at time \(t_y \geq (t_x - \tau)\) by any transmitter \(Y\) (whose transmission still has not been detected by \(X\)). Similarly, the transmission from \(X\) is exposed to the risk of collision with any possible transmitter \(Z\) whose transmission will start at time \(t_z \leq (t_x + \tau)\) (i.e., before \(z\) can detect the ongoing transmission from \(X\)). The propagation delay \(\tau\) is usually considered orders of magnitude lower than the size of the typical frames [51]. This is more probable for common WLAN and MANET scenarios. The upper bound of the average CSMA throughput is defined as high as 80% of the channel capacity (see Figure 25.4).

25.5.1.4 The Slotted-CSMA MAC protocol

By applying the slot-based concept to CSMA, the Slotted-CSMA protocol is proposed as a further enhancement of CSMA [51]. A minislot is defined as the upper bound of the propagation delay between different transmitters in the system (\(\tau\)). In the Slotted-CSMA protocol, every host with a frame to transmit "listens" to the channel at the beginning of the current minislot. If the channel is busy, then it defers the transmission to later time, or else it transmits immediately at the beginning of the next minislot. The advantage of this policy is that the beginning of candidate transmissions are synchronized up to a minislot-quantized time. New transmissions originated by transmitter \(X\) are guaranteed to be detected, at worst, at the beginning of the next minislot by all the transmitters in the space proximity of \(X\). In such a way, the vulnerability of the frame is demonstrated to be reduced to a single minislot time (\(\tau\)). If the propagation delays are significant with respect to the frame size, the performance of Slotted-CSMA would degrade. The upper bound for the Slotted-CSMA throughput gives better values than the CSMA channel capacity, under the same scenarios (see Figure 25.4).

25.5.2 Collision Detection in Wireless Systems

All the MAC policies described so far are assumed to receive, directly from the intended receiver, an Ack-based feedback indication of the successful transmission. The Ack is usually provided as a short reply frame, and it can be exploited to realize the link layer concept of "reliable link" between a transmitter and a receiver.

In some systems, and in early wireless MAC proposals, Acks were sent on separate control channels. In recent solutions, the Ack transmission is piggybacked by the data receiver immediately following the end of the data reception, over the single, shared, half-duplex communication channel. In this way, at the MAC/LLC layer, the receiver could immediately exploit the contention won by the transmitter for sending the Ack frame (i.e., a new contention is not required since the shared channel has been already successfully captured by the sender).

Different policies and definitions of the MAC and LLC layers can be defined by assuming to receive the explicit motivation for unsuccessful transmissions (e.g., if a frame was received with errors, if it was subject to collision, etc.). Anyway, the LLC layer is out of the scope of this chapter. The knowledge of the reasons for the unsuccessful transmissions has been considered in the literature, and analysis has shown that the more information feedback is provided on the cause of a contention failure (i.e., collision, number of colliding MHs, bit error due to interference, etc.), the more performances and adaptive behavior can be
obtained by the MAC protocol. Unfortunately, in most scenarios, the only feedback information obtained after a transmission attempt is the existence of Ack frames within a timeout period.

As mentioned before, in wireless systems, CSMA and slotting techniques can be exploited to reduce the vulnerability of frames being transmitted. On the other hand, when the frame transmission starts, there is no easy way to detect early if a collision is occurring at the receiver MH. Under these assumptions, CSMA/CD schemes such as Ethernet and IEEE 802.3 cannot be exploited in wireless MAC protocols. In early wired LANs, researchers suggested solutions based on CSMA techniques, where the implementation of collision detection mechanisms in wireless scenarios has been investigated, for example, see References 57,55,65,69. Given the characteristics of wireless systems, the only practical way to obtain the equivalent of collision detection is the adoption of separate signalling channels and multiple NIs. This would require twice the channel bandwidth, power consumption, and NIs than other mechanisms. We see in the following sections how researchers defined new MAC policies for the wireless world that could be considered almost equivalent to the collision detection schemes, under the channel reservation and channel utilization viewpoint.

### 25.5.3 Collision Avoidance

The Aloha and CSMA MAC protocols were thought for the reduction of the vulnerability time of the distributed, contention-based frame transmissions, without recourse to CD mechanisms. The Collision Avoidance (CA) techniques have been designed in order to create the same conditions provided by CD, still using a single shared channel and a single NI. This translates in the following concept: under CA schemes, if a contention-based transmission would result in a collision to the intended receiver, then the amount of energy and channel occupancy wasted by the colliding transmissions should be as much limited as possible, like in the CD approach.

Basically, CA can be thought as a preliminary spatial reservation of the collision domain between a sender and a receiver, in order to preserve the whole successive data transmission. The preliminary spatial reservation can be performed by resolving the channel contention among multiple transmitters in the neighborhood of both the sender and the receiver. The cost of this reservation should be comparable with the cost of collisions under the CD schemes. Before of illustrating the proposals for collision avoidance, we are going to define the most representative problems to be considered at the MAC layer by introducing a little more detail on the space-contention viewpoint.

#### 25.5.3.1 Hidden and exposed terminals

The dynamic topology of wireless ad hoc networks, the adoption of shared channels for transmissions, and a carrier-sensing-based policy for the MAC protocol implementation may bring some MHs to experience the hidden terminal and the exposed terminal problems. These problems happen for an MH receiving the concurrent transmissions of at least two other neighbor MHs, respectively hidden to each other. In such scenarios, any time-overlapping of concurrent transmissions on the receiver may result in a collision that has a destructive effect. It is worth noting that collisions happen only on the receivers, and may depend on many local factors such as the threshold levels (sensitivity) for reception, the interference, and the residual energy perceived on the receiver’s network interface.

As an example, let us suppose A is within the detection area of C and vice versa, B is within the transmission area of A and vice versa, and C is outside the detection area of B (see Figure 25.5). In this scenario C senses the transmission of A, that is, it senses the channel as busy, but it cannot decode the transmissions. This condition illustrates the exposed terminal condition for C with respect to A [17]. Exposed terminals are terminals (like C) whose transmission is not allowed (e.g., by a CSMA MAC policy over C’s collision domain) due to exposure to irrelevant transmissions, (e.g., from A to B). The exposed terminals’ problem is the cause of a limitation of the possible channel reuse.

Another problem is given by hidden terminals: due to shadowing effects and limited transmission ranges, a given terminal (like B) could start a transmission toward another terminal A (B and A are within each other’s transmission area, see Figure 25.5), while A is receiving signals from a terminal C hidden
to B. This means that A cannot complete any reception due to the destructive collision of signals from the respectively hidden terminals B and C. It may happen that A could detect and isolate one of the colliding transmissions, (e.g., from B to A); in this case, we obtain a *capture effect* of transmission from B to A, despite C’s interference and collision. A discussion of details for hidden and exposed terminals and capture effect can be found in References 17 and 61.

All CSMA-based solutions are implemented by transmitters [51], while collisions happen on the receivers. This asymmetry makes the hidden terminal problem a practical counter-example showing that CSMA is not sufficient for transmitters to avoid collisions in the system. In scenarios with hidden terminals, the throughput of CSMA may fall to low channel capacity. The hidden terminal problem was discussed quite early, in 1975, by Tobagi and Kleinrock [75], who proposed the busy tone multiple access (BTMA) protocol. In BTMA, a separate signalling channel is used to send a busy tone whenever an MH detects a transmission on the data channel. In other words, information about the (local) occupancy of the channel at each receiver is forwarded by a busy tone signal to neighbor MHs. Every MH should perform a CSMA technique on the signalling channel before sending a frame. The major drawback of the BTMA is that it would require a separate channel and a couple of network interfaces to perform carrier sensing on the busy-tone channel while transmitting on the data channel.

### 25.5.3.2 The Request-to-Send and Clear-to-Send Scheme

A more convenient and simple way to limit the hidden terminal problem, among wired terminals connected to a centralized server, was suggested in the split-channel reservation multiple access protocol (SRMA) in 1976 [76]. The solution is based on the handshake of short messages Request-to-send/Clear-to-send (RTS/CTS) between senders (i.e., terminals) and receivers (i.e., the server) over three separate channels (RTS, CTS, and DATA channels, respectively). The RTS/CTS scheme was originally designed to manage the efficient transmission scheduling between senders and receivers without originating interference among hidden terminals on the server [76].

Some time later, the RTS/CTS scheme was interpreted and adopted in quite a different way with respect to SRMA. Basically, RTS/CTS signalling was performed on a single transmission channel, as originally proposed for wired LANs, in the CSMA/CA scheme by Colvin in 1983 [24]. The idea is to send a short RTS frame (by applying the CSMA MAC channel access scheme) to the intended receiver before a data transmission. If the receiver correctly receives the RTS, then it immediately responds with a CTS back to the transmitter. In this way the double successful transmission of both RTS and CTS should reserve the channel (i.e., the collision domain) around both the sender and the receiver against hidden transmitters.
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The principle of this solution, modified in opportune way, has been successively adopted, in the years following its proposal, in many protocols and standards. Collision avoidance based on RTS/CTS is an optional function included in many current IEEE 802.11 DCF implementations.

25.5.3.3 Multiple Access Collision Avoidance

RTS/CTS was first introduced in wireless systems by the multiple access collision avoidance (MACA) protocol [48]. MACA is a random-access MAC protocol proposing to limit the hidden terminal problem by taking a step back with respect to the carrier-sensing approach. In MACA, it was considered that the relevant contention is at the receiver side, not at the sender side. This fact suggested that the carrier sensing approach on the transmitter is not fully appropriate for the purpose of implementing collision avoidance. Carrier sensing at the sender would provide information about potential collisions on the sender, but not at the receiver side. Since the carrier sensing mechanism implemented on the transmitter side cannot ensure against hidden terminals, and leads to exposed terminals, the radical proposal in MACA is to ignore carrier sensing as the main indicator for driving channel accesses. The idea is to adopt a slot-based approach and to bet on the preliminary contention of two short frames, RTS and CTS, before sending the (long) DATA frame. RTS and CTS are adopted in the preliminary attempt to reserve the coverage area (i.e., the collision domain) between the sender and the receiver. In MACA, both RTS and CTS are 30 bytes long, and they contain information about the expected duration of the channel occupancy for the following data transmission. The RTS and CTS duration defines the “slot time” for quantizing transmissions.

The main critical assumption in this definition is the perfect symmetry of links, that is, both the sender and the receiver must detect and receive their respective transmissions. The transmitting MH sends the RTS to the receiver as a broadcast message. Upon reception to the RTS, if the receiver is not deferring due to a previous reservation, the receiver immediately responds with the CTS. The CTS also contains information about the expected duration of the channel occupancy. Any MH different from the sender receiving the CTS (meaning that the MH is in the critical range for the receiver) would be informed about the transmission duration, and it would enter the deferring phase for that interval. If the sender receives the CTS, it also receives the indication that the receiver is within the transmission range, and that the channel should have been reserved successfully. This indicates that the data transmission could start with a good probability to be successful.

All MHs receiving the RTS, different from the intended sender and receiver, should listen and wait to hear the CTS reply. If they are not receiving the CTS reply, they could assume they are not in the critical range of the receiver (i.e., the receiver is not exposed) and hence they could start their own transmissions by increasing in this way the spatial reuse of the channel. It is worth noting that acknowledgments after the data transmission are not expected on the sender side in MACA.

MACA is considered a first solution for terminals “exposed” with respect to the sender’s RTS. In this scheme, the advantage in the channel capture is based on a lower risk to waste channel bandwidth, if a collision occurs, than the risk given by collisions of two or more long data frames. If CTS is not received within a timeout period, the sender assumes a collision occurred and reschedules a new RTS transmission. To select the “slot time” for the new RTS transmission the sender should adopt a contention control scheme (like the Backoff protocol, see Section 25.5.3.4).

Other solutions for collision avoidance are based on reversing of the RTS/CTS handshake. In MACA by invitation (MACA-BI) [74] and in many receiver initiated multiple access (RIMA) versions [79], the RTS/CTS scheme is initiated by candidate receivers sending ready-to-receive (RTR) frames to the neighbors. In this way the collision avoidance scheme reduces the overhead required in some scenarios.

25.5.3.4 The backoff protocol

The backoff protocol is a contention control protocol that is frequently associated with contention-based collision avoidance and slotted access schemes. We anticipate here a sketched presentation, even if collision resolution and contention control protocols, and more specifically the Binary Exponential Backoff (BEB) protocol, are described in Sections 25.5.4, 25.5.5, and 25.5.5.1. Whenever a collision is detected by the sender (e.g., by a missing Ack or a missing CTS) this event can be considered as an indication of a
high contention level on the channel. A time-spreading and randomization of retransmission attempts is required to reduce the contention, that is, to reduce the collision risk due to the choice of the same slot. The backoff scheme realizes the adaptive contention reduction based on the experience of collisions after frame transmissions. For every new frame transmission, the backoff mechanism is reinitialized. The first transmission attempt will be performed in one of the next (future) slots selected with pseudo-random uniform distribution in the interval \([0, \text{CW}_\text{Size} - 1]\), where \(	ext{CW}_\text{Size}\) is the minimum value assigned to an integer \(\text{CW}\) parameter. The \(\text{CW}\) and the related slot interval \([0, \text{CW} - 1]\) are increased after each collision, up to a maximum value \(\text{CW}_\text{MAX}\). This incrementally reduces the probability that colliding hosts select another busy slot for transmission. The \(\text{CW}\) interval is reset to the minimum \(\text{CW}_\text{Size}\) after a successful transmission. In the backoff protocol defined in MACA, the \(\text{CW}\) is doubled after every collision (this is called a Binary Exponential Backoff, BEB), \(\text{CW}_\text{Size} = 2\) and \(\text{CW}_\text{MAX} = 64\).

### 25.5.3.5 MACA for Wireless

MACA for Wireless (MACAW) [6] is a modified version of MACA where additional wireless scenario's assumptions play an important role. Note that MAC protocols should deliver high network utilization together with fair access to every MH (i.e., no "one MH takes all" solution). In Reference 6 the unfairness problem of the BEB is described: local experience of collisions on one sender could make it reaching high \(\text{CW}\), while other senders could keep winning the contention within \(\text{CW}_\text{Size}\) slots. This may translate into unfair throughput levels for peer hosts at the MAC layer. The suggested solution to this problem is to insert in the frames' header the \(\text{CW}\) value: every MH receiving a frame would locally copy the \(\text{CW}\) value by obtaining a more fair access distribution density. The multiplicative increase and linear decrease (MILD) algorithm is applied to the \(\text{CW}\) parameter to avoid wild fluctuations. Also, the concept of "stream-oriented" fairness, instead of station-oriented fairness, is taken into account in Reference 6. As an example, imagine two contending stations: the first one with a single frame queue, and the second one with many frame queues associated to many different running applications. The "contention pressure" on the channel given by the MAC protocols of the two stations is the same, even if the "flows pressure" on the MAC protocols is not fair. The new idea is to adopt one backoff queue per stream with local scheduling and resolution of virtual collisions of frames within the local host. In this way the density of accesses on the channel is not the same for all the hosts, but it is a function of the virtual contention among flows inside each host. Recently, this idea has been reconsidered in the IEEE 802.11e design, leading to a distributed implementation of differentiated accesses to the channel, for flows with different priority levels. New special frames are defined in MACAW to propose new solutions for the synchronization problems and for making the receiver able to contend for bandwidth even in the presence of high congestion [6]. Some optimizations of the BEB and \(\text{CW}\)-copying algorithm have been proposed (i) based on the observation that the "copying" algorithm works well only in uniform contention scenarios and (ii) based on the assumption to know the motivation for RTS and CTS problems, if any. MACAW introduces the assumption that channel contention in wireless scenarios is location dependent, and some kind of collective cooperation should be adopted in order to allocate the media access fairly. The MAC protocol should propagate contention information, instead of assuming every MH is able to discover such information on a local basis. Finally the MAC protocol should propagate synchronization information about contention periods in order to allow every device to contend in an effective way, for example, by exploiting contention initiated on the receiver side (RRTS).

In MACAW, by following the suggestion given by Tobagi and Kleinrock [77], Appletalk [69], and the early IEEE 802.11 working groups, immediate acknowledgement is introduced after the RTS–CTS–DATA exchange of information. In this way, if RTS–CTS–DATA–ACK fails, immediate retransmission can be performed if the frame was not correctly received at the link layer, for some reason. This is assumed by the sender if the ACK is not received, even if the CTS is received. The retransmission management anticipated at the MAC/LLC layer gives great advantages with respect to a transport-layer retransmission management in wireless networks. This is because the frequent frame errors due to characteristics of the wireless scenario (mainly the high risk of bit error and interference and collisions) can be detected early.
and managed with respect to end-to-end congestion management reactions implemented at the transport layer.

The immediate ACK required from the receiver to complete the transmission sequence makes the sender to act as a receiver during the RTS–CTS–DATA–ACK transmission scheme. The solution proposed in MACA for reducing exposed terminals presents, now, a drawback for MACAW because concurrent transmitters could interfere with the reception of ACKs. This limits the spatial reuse of the channel that was obtained by the RTS/CTS policy in MACA (where a sender may transmit anyway, if it was receiving another sender’s RTS but not the corresponding CTS). It is worth noting that both MACA and MACAW are not based on the carrier sensing activity at the transmitter before the transmission of the RTS. Also, at least a double propagation-delay time of idle-channel space should be required between the time the channels becomes idle after a transmission and the time of a new RTS transmission, in order to allow for the full reception of ACKs [6].

25.5.3.6 Floor Acquisition Multiple Access

Floor acquisition multiple access (FAMA) [31,30] is a refinement of MACA and MACAW. FAMA completes the wireless adaptation of MACA and MACAW protocols to the wireless scenario by introducing (i) carrier sensing (CSMA) on both senders and receivers, before and after every transmission, in order to acquire additional information on the channel capture, (ii) nonpersistence in the CSMA access scheme (if the channel is found to be busy, a random wait is performed before a new carrier sensing), (iii) lower bound of the size for RTSs and CTSs based on worst case assumptions on the propagation delays and processing time, and (iv) RTS size shorter than CTS (called CTS dominance) to avoid hidden collisions among RTS and CTS. It is worth noting that, after MACAW, the frame transmission is considered complete when the RTS–CTS–DATA–ACK cycle is completed. The need for ACK reception on the sender to complete the handshake implies that both receiver and sender must be protected against hidden terminals (as mentioned before, the main drawback of hidden terminals is the collision that may happen on a terminal acting as a receiver).

Since CD is not practical in (single channel) wireless scenarios, in FAMA the carrier sensing approach is extended to both the sender (for RTS) and the receiver (for CTS). The sender and the receiver aim to reserve the “floor” around them, in order to protect the DATA reception on the receiver, and the ACK reception on the sender, against their respective hidden terminals. This conservative approach may give a reduction of long collisions and link layer transmission delays, hence a better utilization of scarce resources such as channel bandwidth and battery energy. The illustration of sufficient conditions to lead RTS/CTS exchange a “floor” acquisition strategy is provided (with and without carrier sensing) in Reference 30.

25.5.3.7 Analysis of collision avoidance schemes

To summarize, the RTS/CTS mechanism has many interesting features and a couple of drawbacks.

First, let us describe the interesting features of the RTS/CTS mechanism: its adoption guarantees that, in most cases, the transmission will be worthwhile because a successful RTS/CTS handshake ensures that (i) the sender successfully captured the channel in its local range of connectivity, (ii) the receiver is active, (iii) the receiver reserved the channel in its local range of connectivity (not necessarily the same area of the sender) and it is ready and able to receive data from the sender, and (iv) the RTS/CTS exchange would allow the sender and receiver to tune their transmission power in an adaptive way (hence, by saving energy and reducing interference). Recent studies have shown that the hidden terminal problem seems to have a lower practical impact than expected (at least by the amount of work on this topic) [85]. On the other hand, as a conservative approach, the RTS/CTS solution is the basis for many other research proposals. Specifically, RTS/CTS exchange could be considered as a milestone solution for MAC in wireless multi-hop scenarios such as in MANETs. Ongoing activities are based on the adoption of directional antennas to implement directional collision avoidance schemes. The idea is to adopt directional antenna beams to reserve the channel over small area sectors between the sender and the receiver. In this way, less energy can be used and more spatial reuse of channel can be obtained. Directional MAC protocols and directional collision avoidance schemes are ongoing research activities.
In ideal conditions (i.e., when the contention is low), the preliminary additional transmissions of
RTS and CTS frames, before a DATA frame, would require additional bandwidth and energy than the
amount strictly required. One possible solution to this drawback, adopted in IEEE 802.11 networks,
is to set a $\text{RTS/CTS}_\text{threshold}$ defining the lower bound of frame sizes that require the adoption of
RTS/CTS exchange. If at least one transmitter needs to send a long frame, whose size exceeds the RTS/CTS
threshold, then an RTS message would be adopted to avoid a long-collision risk. The RTS/CTS overhead
is not worthwhile if any possible collision would not be exceeding the predefined threshold. With this
scheme, the RTS/CTS goal is twofold: (i) a channel reservation is performed to limit hidden terminals and
(ii) long collisions can be avoided.

The second drawback is given by a set of worst case scenarios where the adoption of RTS/CTS would
not guarantee the successful transmission, due to collisions among RTS and CTSs, and due to the char-
acteristics of interference and propagation of wireless signals [85]. For a description of such worst case
scenarios, see, for example, References 6, 22, 31, 70 and 85. In Reference 85, the analytical and simulation-
based evaluation of the RTS/CTS solution for ad hoc networks has been performed by assuming IEEE
802.11 DCF MAC protocol. The relevant contribution in this work is given by the analytical investig-
atation of transmission ranges, detection ranges, and interference ranges (in open space) by assuming a
two-way ground reflection propagation model [63]. Another important issue being considered is the dif-
ference existing between the reception (or detection) thresholds and the interference threshold in current
wireless network interfaces [85]. The analysis showed that RTS/CTS handshake would leave a consistent
area around the receivers where potential transmitters may not receive any RTS or CTS. Such potential
transmitters would not activate their "deferring phases" (i.e., Virtual Carrier Sensing). The interference
generated by such transmitters would be sufficient to generate collisions on the receivers despite the fact
that they successfully exchanged RTS/CTS [85]. The proposed solution to enhance the RTS/CTS scheme
was the Conservative CTS-Reply (CCR) scheme: a quite simple modification of the standard RTS/CTS
solution. A conservative $\text{RTS}_\text{threshold}$ power level is defined as that level that should be reached by
the RTS signal on the receiver side in order to allow the receiver to send the CTS back [85]. With this
assumption, data exchange is activated only if the transmitter is received with high power, and if capture
effect is probable despite any possible interference.

25.5.4 Collision Resolution Protocols

The IEEE 802.11 DCF taken as a reference in this chapter is based on a slotted CSMA/CA MAC protocol.
The slot size is kept as low as possible, and it is defined as a function of (i) the maximum propagation delay
in the collision domain and (ii) the time required to switch the NI from carrier sensing to transmission
phases. While the CA scheme tries to reduce the risk of a collision caused by hidden terminals, the
contention control and collision resolution schemes (which may be considered as secondary components
of the collision avoidance) are defined in order to reduce the risk of a new collision after a previous one.

In the following we will consider only collisions caused by the selection of the same transmission slot
on behalf of more than one transmitter in the range of the receiver. We assume that collision avoidance
(RTS/CTS) is performed in background against hidden terminals.

The collisions become more probable if the number of users waiting for transmission on a given
collision domain is high, that is, if the channel contention is high. The collision resolution protocols can
be defined, similarly to the contention control protocols, to reduce the probability of collision as low as
possible, in an adaptive way, with respect to the variable load in the collision domain.

Tree-based collision resolution mechanisms have been suggested in References 16 and 78. A good
survey of such protocols can be found in References 46 and 35, and in the related bibliography. The set
of $k$ contending MHs is assumed to belong to the initial set $S_0$: every MH randomly selects one slot for
transmission among the next $R$ slots (with fixed integer value $R$), called a “round” or a “contention frame.”
Whenever the feedback information indicating a collision is perceived, all the colliding MHs randomly
split into two or more subsets. Every subset will try a new retransmission in a separate subset of $R$ slots
(i.e., separate rounds), hence by reducing the contention. Further splitting is performed after every new
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collision by originating a tree-like structure of subsets thereby giving the name to this mechanism. The main problem with tree-based schemes is to adapt parameters like the number of slots $R$ in each round, and the number of split subsets, in order to maximize the channel utilization, and to minimize the energy consumption and the collision-resolution delay. Different assumptions about the amount of information perceived by the collisions were used to define many tree-based schemes. As an example, by assuming to detect the number of colliding MHs by the residual energy detected, the round length $R$ could be tuned in an adaptive way [50,37]. In neighborhood-aware contention resolution protocol (NCR) [5], some contention resolution protocols were based on the assumption that ever MH knows the IDs of neighbors within two-hops. Such assumptions are quite strong, and in general, collision resolution schemes have not been considered as a practical choice in IEEE 802.11 WLANs and MANETs, based on the CSMA/CA with contention control protocol.

Under light load conditions, collision avoidance and collision resolution protocols achieve the same average throughput of FAMA protocols [35]. A good description and comparison of collision avoidance and collision resolution schemes such as ICRMA, RAMA, TRAMA, DQRUMA, DQRAP, and CARMA can be found in Reference 35.

### 25.5.5 Contention Control in IEEE 802.11 DCF

From previous sections the reader would have gathered sufficient background knowledge to begin the analysis of the IEEE 802.11 DCF contention control and collision reaction.

The DCF access method is based on CSMA/CA MAC protocol. This protocol requires that every station performs a carrier sensing activity to determine the state of the channel (idle or busy) before transmitting. This allows each station to start a transmission without interfering with any other ongoing transmission. If the medium is idle for an interval that exceeds the DIFS, the station executes its CA access scheme. If the medium is busy, the transmission is deferred until the ongoing transmission terminates, then after the DIFS, a CA mechanism is adopted.

The IEEE 802.11 CA mechanism is based on the (optional) RTS/CTS exchange. Positive acknowledgments are employed to ascertain a successful transmission. Immediately following the reception of the data frame, the receiver initiates the transmission of an acknowledgment frame (Ack), after a SIFS time interval (see Figure 25.1).

If a collision occurs, this event is interpreted in the backoff protocols as an indication of a high level of contention for the channel access. To react to the high contention level that caused the collision, a variable time-spreading of the scheduling of next accesses is performed. Hence, in a contention-based MAC protocol, a channel waste is caused both by collisions and by the idle periods introduced by the time-spreading of accesses (i.e., by idle slots). The reduction of the idle periods generally produces an increase in the number of collisions. Hence, to maximize the channel and energy utilization the MAC protocol should balance the tradeoff between the two conflicting costs [12,11,15,34]. Since the optimal tradeoff changes dynamically, depending on the network load, and on the number of mobile users, the MAC protocol should be made adaptive to the contention level on the channel [20,34,42].

The distributed reaction to collisions in the IEEE 802.11 CSMA/CA MAC is based on a contention control scheme realized by the BEB protocol [32,40,42]. The contention control makes the probability of collision as low as possible, in an adaptive way, with respect to the variable load in the collision domain. Backoff protocols have been already sketched with the description of the backoff protocol introduced by MACA in Section 25.5.3.4.

#### 25.5.5.1 The BEB Protocol

In this section we analyze the characteristics of the BEB protocol adopted as a contention control mechanism in the IEEE 802.11 DCF. By assuming that a collision occurred because of the selection of the same slot by at least two contending MHs, a backoff protocol is adopted to control the contention level by exploiting the frame history regarding successes or collisions [42]. Specifically, given the system assumptions, each...
user is not assumed to have any knowledge about other users’ successes or collisions, or even about the number of users in the system.

The objectives of the IEEE 802.11 backoff scheme are (i) a distribution (the most uniform as possible) of transmissions over a variable-sized time window and (ii) a small access delay under light load conditions. A station selects a random interval, named backoff interval, that is used to initialize a backoff counter. When the channel is idle, the time is measured in constant-length (Slot_Time) units indicated as “slots.” The backoff counter is decreased as long as the channel is sensed idle for a Slot_Time, it is stopped when a transmission is detected on the channel, and it is restarted when a DIFS is sensed idle on the channel. A station transmits as soon as its own backoff counter is zero. The backoff counter is an integer number of slots whose value is randomly and uniformly selected in the backoff interval \((0, CW_{-Size} - 1)\), where \(CW_{-Size}\) is a local parameter that defines the current Contention Window size in each single station.

Specifically, the backoff value is defined by the following expression [32]:

\[
\text{Backoff\_Counter}(CW_{-Size}) = \text{int}(\text{Rand}() \ast CW_{-Size})
\]

where \(\text{Rand}()\) is a function that returns pseudo-random numbers uniformly distributed in \([0..1]\). The name BEB is originated by the \(CW_{-Size}\) parameter definition, which depends on the number of unsuccessful transmissions (NUT) already performed for a given frame. In Reference 32 it is defined that the first transmission attempt for a given frame is performed by adopting \(CW_{-Size}\) equal to the minimum value \(CW_{-Size\_min}\) (by assuming low contention). After each unsuccessful (re)transmission of the same frame, the station doubles \(CW_{-Size}\) until it reaches the maximal value fixed by the standard, that is, \(CW_{-Size\_MAX}\), as follows:

\[
CW_{-Size}(NUT) = \min(CW_{-Size\_MAX}, CW_{-Size\_min} \ast 2^{NUT-1}).
\]

where \(NUT\) (default value: 1) is the counter of the transmission attempts performed for a given frame. When the transmission of a given frame is successful, then the mechanism is restarted by assigning \(NUT = 1\), even if a new frame is ready for transmission. In this way there is no “memory effect” of the contention level perceived for a given frame in successive transmissions. The \(CW_{-Size\_min} = [16, 32]\) and \(CW_{-Size\_MAX} = 1024\) in IEEE 802.11 DCF [32]. If the fixed maximum number of transmission attempts is reached, for a given frame, a “link failure” is indicated to the upper layers.

Analytical investigation of stability and characteristics of various backoff schemes have been presented in References 34,36,40, and 42.

### 25.5.5.2 Analysis of IEEE 802.11 Contention Control

The increase of the \(CW_{-Size}\) parameter value after a collision is the reaction that the 802.11 standard DCF provides to make the access mechanism adaptive to channel conditions. By analyzing the behavior of the 802.11 DCF mechanism, under various contention levels (i.e., the number of active stations with continuous transmission requirements), some problems could be identified. Figure 25.6 shows simulation data regarding the channel utilization of a standard 802.11 system under DCF control, with respect to the variable contention level, that is, the number of active stations. The parameters adopted in the simulation, presented in Table 25.1, refer to the FHSS implementation [32]. The RTS/CTS mechanism is off, and a single static collision domain is assumed to capture the contention effect.

Figure 25.6 shows simulation results indicating that the channel utilization is negatively influenced by the increase of the contention level. These results can be explained because in the IEEE 802.11 backoff algorithm, a station selects the initial size of the contention window by assuming a low level of contention in the system. This choice avoids long access delays when the load is light. Unfortunately, this choice causes efficiency problems in burst-arrival scenarios, and in congested systems, because it concentrates the accesses in a small time window by causing a high collision probability. In high-contention conditions each station reacts to the contention on the basis of the collisions so far experienced while transmitting a given frame. Every station performs its attempts blindly, with respect to the contention level, with a late
collision reaction performed (i.e., by increasing \( CW\_Size \)). The number of collisions so far experienced is reflected in the size of the \( CW\_Size \), whose value can be considered as a local estimate of the contention level. Adaptation of the \( CW\_Size \) is obtained by paying the cost of collisions, and the channel is not available for the whole time required to transmit the longest one among colliding frames. The carrier sensing mechanism protects the vulnerability of frames, but it does not give any preliminary indication about the contention level. Furthermore, after a successful transmission, the \( CW\_Size \) is collapsed to the minimum value without maintaining any knowledge of the current contention level estimate. To summarize, the IEEE 802.11 backoff mechanism has some drawbacks. The increase of the \( CW\_Size \) is obtained by paying the cost of many collisions, and each collision does not provide a significant indication of the actual contention level. Due to stochastic variability in the slot selection, collisions could occur even with few stations, so the contention indication obtained could be overestimated. After a successful transmission no state information indicating the actual contention level is maintained.

Several authors have investigated the enhancement of the IEEE 802.11 DCF MAC protocol to increase its performance when it is used in WLANs (i.e., a typical single collision domain) and MANETs (i.e., multi-hop collision domains) [2,7,60,88]. Unfortunately, in a real scenario, a station does not have an exact knowledge of the network and load configurations but, at most, can estimate it. In References 21 and 27, the tuning of the Standard’s parameters has been studied via a performance analysis. In References 8
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**Figure 25.6** Channel utilization of the IEEE 802.11 DCF under variable contention level.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contention level</td>
<td>2 to 200 stations</td>
</tr>
<tr>
<td>Nominal channel bitrate</td>
<td>2 Mb/sec</td>
</tr>
<tr>
<td>( CW_Size_min )</td>
<td>16</td>
</tr>
<tr>
<td>( CW_Size_MAX )</td>
<td>1024</td>
</tr>
<tr>
<td>Header size</td>
<td>136 ( \mu ) Sec (34 Bytes)</td>
</tr>
<tr>
<td>Payload size</td>
<td>variable (Geometric distribution)</td>
</tr>
<tr>
<td>Acknowledgment size</td>
<td>200 ( \mu ) sec (50 Bytes)</td>
</tr>
<tr>
<td>Slot Time</td>
<td>50 ( \mu ) sec</td>
</tr>
<tr>
<td>SIFS</td>
<td>28 ( \mu ) sec</td>
</tr>
<tr>
<td>DIFS</td>
<td>128 ( \mu ) sec</td>
</tr>
<tr>
<td>Propagation time</td>
<td>&lt; 1 ( \mu ) sec</td>
</tr>
</tbody>
</table>
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and 83, solutions have been proposed for achieving a more uniform distribution of the accesses in the BEB scheme. The most promising direction for improving backoff protocols is to obtain the network status through channel observation [38,41,10]. A great amount of work has been done to study the information that can be obtained by observing the system’s parameters [36,64,81]. For the IEEE 802.11 MAC protocol, some authors have proposed an adaptive control of the network congestion by investigating the number of users in the system [8,14,15]. This investigation would be time-expensive, hence difficult to obtain and subject to significant errors, especially in high contention situations [14].

In Reference 10 a simple mechanism named distributed contention control (DCC) is proposed to exploit the information obtained by the carrier sensing mechanism as a preliminary contention level estimation to be adopted in the contention control mechanism. The slot utilization observed during the carrier sensing phases (i.e., the ratio of nonempty slots observed during the backoff) has been demonstrated to be a better indicator of the contention level than the spotted collision events. In Reference 10, the slot utilization estimate is proposed to be adopted in a probabilistic mechanism (DCC) by extending the backoff protocol. The DCC mechanism defers scheduled transmissions in an adaptive way, on the basis of the local contention level estimate and local priority parameters (with no need for priority-negotiations). Implementation details of DCC, stability analysis, and performance results can be found in Reference 10.

The Asymptotically Optimal Backoff (AOB) mechanism proposed in Reference 12 tunes the backoff parameters to the network contention level by using two simple and low-cost estimates (as they are obtained by the information provided by the carrier sensing mechanism): the slot utilization, and the average size of transmitted frames. AOB is based on the results derived by exploiting the analytical model of the IEEE 802.11 protocol presented in Reference 15, and the enhancement of the DCC mechanism presented in Reference 10. In Reference 12 it was shown that, for any average length of the transmitted frames, there exists a value for the slot utilization that maximizes the protocol capacity, indicated as optimal slot utilization. In addition, in Reference 12 the analytical model presented in Reference 15 has been extended to show that the optimal value for the slot utilization is almost independent on the contention level and the network configuration (i.e., the number active stations). This fact is really important because it would relax the need to estimate the number of users in the system by simply estimating the slot utilization. Moreover, a simple definition of a tuning function that is adopted in the AOB mechanism to control the channel contention in congested scenarios is defined in Reference 12. In AOB, by exploiting a rough and low cost estimate of the average size of transmitted frames, the channel utilization converges to the optimal value when the network is congested, and no overheads are introduced in a low contention scenario. To achieve this goal, AOB schedules the frames’ transmission according to the IEEE 802.11 backoff algorithm but adds an additional level of control before a transmission is enabled. Specifically, a transmission already enabled by the standard backoff algorithm is postponed by AOB in a probabilistic way. The probability to postpone a transmission depends on the network congestion level. The postponed transmission is rescheduled as in the case of collision, that is, the transmission is delayed of a further backoff interval, as if a virtual collision occurred. This simple feedback mechanism could be implemented to extend the Standard IEEE 802.11 contention control without any additional hardware and converges to the near-to-optimal channel utilization. Additional interesting features of the AOB mechanism are definition of priority-based contention control without the need for negotiations, good stability, and good tolerance to estimation errors. More details about these points can be found in References 10 and 12.

25.5.6 Contention and Collision Avoidance in Multi-Hop Scenarios

Another MAC problem is the “self-contention” arising in IEEE 802.11 MANETs between multi-hop flows of frames that share a common area of transmission (i.e., the same collision domain). This problem has been marginally addressed at the MAC layer in the literature [89,88,2,60], and some proposals are documented at the higher layers, for example, inter-stream contention in transport [58] and routing layers [25], intra-stream contention at the link layer [29] and transport layer [25,73]. The problem is due to the unawareness of the generalized MAC protocols (e.g., like in the IEEE 802.11 DCF) with respect
to the transport layer session and multi-hop flows a MAC frame belongs to. As a result, MAC frames related to IP packets belonging to the same transport flows (both IPsender-to-IPreceiver and vice versa) may contend for the local channel resource without any synchronization by increasing the risk of mutual collisions and end-to-end delays. This problem may result in low goodput at the transport layer when multi-hop communication is implemented at the wireless MAC layer (like in MANETs).

According to Reference 89, we define a TCP stream as a sequence of IP packets routed from the transport layer IP source to IP destination. A TCP connection typically consists of a couple of streams: the data packets from the source to destination (StoD_stream) and the Ack packets from the destination to the source (DtoS_stream). Every MAC frame (e.g., $D_k$) encapsulating a (portion of) IP packet that belongs to a TCP stream is forwarded in the chain of intermediate receivers by using the RTS–CTS–DATA–ACK double handshake (the handshake is not shown for any $D_k$ and Ack$_j$, in Figure 25.7, for readability).

MAC frames are subject to two types of self-contention at the MAC layer: intra-stream and inter-stream self-contention. Intra-stream self-contention is determined by MAC frames belonging to the same TCP stream: if an intermediate receiver IR($x$) (i.e., the $x$th MH in the multi-hop chain at the MAC layer) receives a MAC frame $D_{k-1}$ by the IR($x-1$), it would need to forward that frame to the next intermediate receiver IR($x+1$) by contending for a new channel access. This new channel access for $D_k$ by IR($x$) would contend for the local channel with any frame $D_{k-1}$ and $D_{k+1}$ belonging to the same TCP stream (intra-stream) to be sent by neighbor IRs (see Figure 25.7). In most cases, the transport layer implements reliable end-to-end connections (e.g., as it happens with TCP, R-TCP, R-UDP). This implies that a DtoS_stream of acknowledgments would be usually transmitted on a reverse routing path of the StoD_stream of data frames (see Figure 25.7). Inter-stream self-contention at the host $x$ is thus determined by the Ack frames coming from IR($x+1$) to IR($x$) (Ack$_j$ in the DtoS_stream), contending with the Data frames going from IR($x-1$) to IR($x$) ($D_{k-1}$ in the StoD_stream). The lack of any synchronization mechanism at the MAC layer for the (many) opposite streams is the cause for contention problems in multi-hop communication, resulting in the increasing end-to-end delays and collision rates. Any synchronization scheme would be required to adopt dynamic scheduling policies, given the highly variable set of parameters in such scenarios (host mobility, variable transmission power, hosts topology and routing, variable loads). On the other hand, self-contention is a MAC layer problem, and a distributed access scheme such as IEEE 802.11 DCF would be devoted to solve this kind of problem by leaving untouched the upper layers, if possible [89].

In Reference 89, two solutions have been sketched: quick-exchange and fast-forward. The quick-exchange solution is designed to alleviate the inter-stream self-contention: the idea is to exploit the channel capture obtained by a StoD_stream frame $D_k$ from IR($x$) to IR($x+1$), to piggyback also possible DtoS_stream Ack$_j$ frames from IR($x+1$) to IR($x$). In this way a new channel capture is not required and once the channel is captured by the sender or the receiver, the channel is not released since both streams’ transmissions have been performed. The fast-forward solution works in the direction of favoring the multi-hop transmission of intra-stream frames: the idea is to create a hybrid MAC-layer acknowledgment frame for MAC data frames (not to be confused with transport layer Ack shown in the figure). Hybrid-Acks transmitted by IR($x$) to IR($x-1$) would work as implicit RTS toward the IR($x+1$) for the current MAC data frame. The hybrid-Ack sent by IR($x$) would be a broadcast frame (like RTS) with additional information to
identify the intended receiver of its "acknowledgment" interpretation IR(x − 1), and the intended receiver of its "RTS" interpretation IR(x + 1). Hosts receiving the hybrid-Ack would consider it as an RTS request coming from IR(x), and they would set their virtual carrier sensing accordingly. Investigation of such mechanisms and proposals are still ongoing activity [89,88,2,60].

25.6 Power Saving Protocols

Wireless networks are typically viewed as bandwidth-constrained with respect to wired networks. However, for the portion of a wireless network consisting of battery-powered MHs, a finite energy capacity may be the most significant bottleneck, and energy utilization should be considered as a primary network-control parameter [4,45,52,56,66,84]. Projections on the expected progress in battery technology show that only a 20% improvement in the battery capacity is likely to occur over the next 10 years [68]. If the battery capacity cannot be improved, it is vital that energy utilization is managed efficiently by identifying ways to use less power with no impact on the applications, on the management efficiency, and on the resources' utilization.

Base stations may typically be assumed to be power-rich, whereas the MHs they serve may be power-constrained. Thus, this asymmetry should be accounted for in the network protocol design at all levels by offloading complexity from the MHs to the base stations as much as possible. Again, the problem may be more difficult in MANETs as the entire network may be energy-constrained: protocol complexity must be uniformly distributed throughout the network and be kept as low as possible. Solutions based on the exploitation of dynamic clustering protocols based on MH resources could be adopted to differentiate the energy drain required for network management in MANETs.

The low-power concept impacts protocol design at all levels of network control, including the MAC layer [4,56,84]. Due to the characteristics of wireless transmissions and wireless devices, the radio and network interface activities are among some of the most power consuming operations to perform [56,72]. To save energy, the first idea is to minimize the "on" time of network interfaces, that is, by switching the NI in sleep mode [72]. On the other hand, in WLAN and MANET scenarios, portable devices often need to transmit and receive data frames required both by applications and by distributed and cooperative management protocols. Techniques based on synchronized sleep periods are relatively easy to define in systems where the system area is “centrally” controlled by a given base station, as in infrastructure WLANs. However, in systems relying on asynchronous, distributed control algorithms at all network layers (including the MAC), such as in MANETs, the participation in the control algorithms prohibits usage of static sleep-schedules, and hence more sophisticated methods are required.

Several studies have been carried out in order to define mechanisms, system architectures, and software strategies useful for power saving (PS) and energy conservation in wireless LANs [4,56]. Transmitter power control strategies for minimizing power consumption, mitigating interference, and increasing the channel capacity have been proposed, and the design aspects of power-sensitive wireless network architectures have been investigated [4,66,90]. The impact of network technologies and interfaces on power consumption has been investigated in depth in References 72 and 18. The power saving features of the emerging standards for wireless LANs have been analyzed in References 84 and 18.

Multidimensional tradeoffs between energy usage and various performance criteria exist. One may choose to drain more energy to decrease latency, to increase throughput, to achieve a higher level of QoS support, or to save energy by mitigating interference, or some combination thereof [11–13,15]. From an energy-usage perspective, it may be better to be a less efficient in the usage of the wireless spectrum, for example, by adopting separate signalling channels.

The adaptive behavior of the MAC protocol can best be accomplished by integrating the information provided by lower and higher levels in the protocol stack (e.g., user profile information, battery level indication, channel tracking information). Again, the MANETs and the multi-hop scenarios are considered the most challenging scenarios under these viewpoints.
In infrastructure networks and in reservation-based access schemes the power saving topic is still considered a hot topic by researchers, even if many assumptions are less critical. For this reason we will mainly illustrate the distributed approaches for power saving, and we present some of the power saving strategies at the MAC level. Specifically, we focus on the distributed, contention-based access for WLANs and MANETs, and on the CSMA/CA access mechanism adopted in the IEEE 802.11 DCF Standard [32].

25.6.1 Power Saving Solutions at the MAC Layer

Three categories of solutions for power saving and energy conservation have been considered at the MAC layer in MANETs and WLANs: transmission power control, low-power sleep management, and power-aware contention control.

Transmission power control: The idea behind power control is to use the minimum transmission power required for correct reception to the destination. Given the positive acknowledgment required to complete a frame transmission in CSMA/CA schemes, the transmission power control must be considered on both sides: sender-to-receiver and vice versa. Transmission power control strongly impacts factors such as bit error rates, achievable transmission bitrate, network topology, and host connectivity (i.e., hosts’ density related to the contention level). Solutions have been proposed to deal with power control and its influence at the link layer to determine network topology properties [43,62,82,44]. Also, network throughput can be influenced by power control because of the differences in the frequency reuse and in the spatial reuse of channels [53]. When transmitters use less power to reach the destination host, the collision domains are limited, and multiple transmissions could be performed concurrently over separate collision domains [44, 53]. Limited collision domains would allow the same channel (i.e., frequency band) to be used among multiple, separate collision domains. This is an important result in multi-hop wireless networks [53]. On the other hand, a high transmission power may contribute to maintain high signal-to-noise ratio (SNR) resulting in high bitrate coding techniques exploited on a wide-range area. The negative effect is that high transmission power would also contribute to the increase in the in-band interference among signals resulting in low signal-to-interference-and-noise ratio (SINR), low bit-rates coding techniques, and high Bit Error Rate (BER).

Low-Power sleep mode: Many wireless devices support a low-power sleep or doze mode, as the opposite of the active mode. The sleep mode is considered in the IEEE 802.11 standard as a way to reduce the energy drain of NIs. Many investigations of the wireless NI consumption have shown that a significant amount of energy consumed in a wireless host is due to the wireless NI activity. Many levels of power consumption can be identified depending on the NI’s state [18]. The active mode for NIs includes the transmission, reception, and carrier sensing phases. When the NI is in the transmission phases, the amount of energy consumed is significant (in the order of mW). In carrier sensing and in reception phases, the amount of energy consumed is lower than in the transmission phases, but it is still significant. In current devices, the transmission phases can be considered at least twice more power-consuming than the reception (and carrier sensing) phases [72,18]. In doze or sleep phases the NI’s energy consumption is limited to the minimum (both carrier sensing and radio components are switched off), and the energy drain is orders of magnitude lower than in active states [18]. These observations indicate that, in order to reduce the energy consumption by the NI, it would be useful to reduce the whole time the NI is in active state, that is, in carrier sensing, reception, or transmission phases. When communication is not expected from or to a given host, it could switch the NI into sleep mode to save energy. Unfortunately, most NIs require a significant time (many microseconds) and a significant burst of energy to switch back from sleep to active state. This is the reason why it would not be always convenient to switch the NI in idle state as soon as the channel is idle for a short time. Sleep time management has been considered in many research proposals. The main challenges are given by the need for continuous carrier sensing to realize the MAC protocol functions, and by the need to receive asynchronous frames, which could be sent while the receiver’s NI is sleeping. Keeping the NI in the doze state also limits the neighbors’ discovery and neighbors’ information maintenance at the basis of many network-management protocols. In infrastructure networks, the NIs wake up periodically to check
for buffered packets from the AP or to receive beacon frames [80, 84, 67, 70, 23, 56]. Centralized buffering schemes give the advantage that many transmissions and receptions can be clustered as consecutive ones by increasing the average duration of sleep phases and by reducing the rate of state switches [18]. Many MAC protocols for infrastructure networks have been compared under the power saving viewpoint in Reference 18. The sleep-synchronization scheme may be quite complicated in multi-hop networks as shown in the following paragraphs. Recently, solutions have been proposed to switch off the network interface of wireless devices by exploiting dynamic, cluster-based infrastructures among peer mobile hosts. Other solutions exploit information derived from the application layer (e.g., user think times in interactive applications [3]).

**Power aware Collision Avoidance and Contention Control:** A previous discussion about these topics has illustrated the need to adapt access delays and the risk of collisions. Advantages obtained by the optimal tuning of the contention control and collision avoidance under the channel utilization viewpoint could be reflected in the reduction of energy wasted on collisions and carrier sensing activities, see for example, References [11 and 18].

The **Power Aware Routing:** This topic is out of the scope of this chapter being located at the network layer. The main solutions considered at this level are based on the filtering of forwarding hosts based on the remaining energy and transmission power reduction [39]. This approach is cited in this context since it may be considered as a power saving policy in multi-hop forwarding techniques at the MAC layer and in cross-layer hybrid solutions for routing at the MAC layer (like with label-switching). Many other solutions, for example, SPAN [19], GAF [86], AFECA [87], that guarantee a substantial degree of network connectivity (at the network layer) are based on the dynamic election of coordinator hosts, and on local and global information like energy, GPS position, mobility, and connectivity (i.e., hosts density). Such choices have an effect on the MAC and physical layers since only coordinator hosts never sleep while trying to adjust their transmission power in order to maintain a fully connected network. In this way the contention for channel access can be under control because a reduced number of hosts try to forward frames in the high density areas. The problem of the “broadcast storm” in the flooding-based solutions for routing is quite similar to the “self-contention” problem of multi-hop frame-flows in wireless broadcast channels that was considered in previous sections.

### 25.6.2 The MAC Contention under the Power Saving Viewpoint

For contention-based MACs like the CSMA/CA protocols, the amount of power consumed by transmissions is negatively affected by the congestion level of the network. By increasing the congestion level, a considerable power is wasted due to collisions. To reduce the collision probability, the stations perform a variable time-spreading of accesses (e.g., by exploiting backoff protocols), which results in additional power consumption due to carrier sensing performed over additional idle periods. Hence, CSMA/CA and contention control protocols suffer a power waste caused by both transmissions resulting in a collision and the amount of carrier sensing (active channel-state detection time) introduced by the time-spreading of the accesses. It is worth noting that collisions may cause a power waste involving more than one transmitter. Some kind of transmission policy optimization could be performed by evaluating the risk (i.e., the costs/benefits ratio) of transmission attempts being performed, given the current congestion conditions and the power-consumption parameters of the system. As an example, the power saving criterion adopted in Reference 11 is based on balancing the power consumed by the network interface in the transmission (including collisions) and the reception (or idle) phases (e.g., physical carrier sensing). Since these costs change dynamically, depending on the network load, a power-saving contention control protocol must be adaptive to the congestion variations in the system. Accurate tuning of the adaptive contention-based access was designed by considering different (parameter-based) levels of energy required by the network interface’s transmission, reception, and idle (doze) states in Reference 11. The model and tuning information were adopted to implement the power-save distributed contention control (PS-DCC) mechanism in Reference 11. PS-DCC can be adopted on top of IEEE 802.11 DCF contention control by driving the
contention control to converge to the near-to-optimal network-interface power consumption. In addition, the PS-DCC power-saving strategy balances the need for high battery lifetime with the need to maximize the channel utilization and QoS perceived by the network users in IEEE 802.11 DCF systems [11,56].

### 25.6.3 Sleep-Based Solutions

Given the open broadcast nature of the wireless medium, any ongoing transmission is potentially overheard by all the neighbor hosts within the communication range. Thus all active neighbor hosts consume power by receiving frames even though the frame transmission is not addressed to them. The latter point has been faced in some cases; for example, the IEEE 802.11 networks try to reduce the amount of physical carrier sensing activity (called clear channel assessment, CCA) by exploiting a virtual carrier sensing based on network allocation vectors (NAVs) [32]. NAVs are local timers counting the time to the expected end of the ongoing transmission. If any ongoing transmission is not addressed to the receiving host, its NAV can be initialized to the duration of the ongoing transmission. If the transmission duration is long enough to consider worthwhile the transition to the sleep state, then the NI is switched off only to be reactivated when the NAV expires. The information to set the NAV timers can be obtained in frame headers and in preliminary RTS and CTS messages adopted for collision avoidance.

Many power saving protocols have been proposed for MANETs and WLANs to allow mobile hosts to switch to sleep mode, depending on the role of hosts and energy availability (e.g., power line or battery based). In infrastructure based networks, under the IEEE 802.11 PCF, the sleep mode can be exploited by demanding the base station to broadcast transmission scheduling lists. The problem here can be considered quite easy to solve because the base station can act as a central coordinator for hosts. The base station buffers the frames sent to sleeping hosts, and it periodically sends beacon frames at fixed intervals containing the information about the timeline of scheduled pending transmissions. Administrated (slave) hosts sleep most of the time, and wake up just in time to receive and send their information to the base station. This management approach based on the master–slave role of host has also been introduced in Bluetooth piconets and in cluster-based architectures for MANETs by exploiting the hosts asymmetry and by demanding administration roles to the best candidates.

Many more problems arise in the distributed sleep coordination schemes required for MANETs and multi-hop wireless networks. Usually, proposed solutions for power saving assume fully connected networks (a strong assumption for multi-hop systems) and overall synchronization of clocks. An example is given by the IEEE 802.11 timing synchronization function (TSF) in the PCF scheme and its DCF version that is presented in the next section. Another critical issue, related to the wireless scenario, is the mobility of hosts resulting in variable network topology, variable contention level, and variable channel-traffic loads. The heterogeneous characteristics of hosts in MANETs are other problems that should be considered in the design of power saving mechanisms at the MAC layer. To sum up, unpredictable mobility, multi-hop communication, difficult clock-synchronization mechanisms, and heterogeneous power supplies (power line vs. battery based) are some of the most critical design assumptions to be considered in power saving schemes for MANETs [70]. The absence of clock-synchronization mechanisms is the main problem in distributed scenarios because it would be hard to predict if and when the receiver host would be ready to receive. A sleeping host can be considered a missing host. Nonetheless, neighbor discovery in highly dynamic scenarios, with hosts mobility and sleeping policies, is even more critical. The need for asynchronous sleep-based protocols and solutions has been discussed in Reference 80.

Other solutions have been proposed for MANETs in distributed and multi-hop scenarios. In power aware multi-access protocol with signalling (PAMAS) [70] a separate signalling channel is adopted to discover and to manage the state of neighbor hosts. PAMAS is based on the MACA definition, where the collision avoidance based on RTS/CTS messages (on the signalling channel) is considered as a power saving solution. PAMAS was designed by assuming fully connected scenarios and busy tones were thought in order to stop neighbor hosts from getting involved in ongoing transmissions, hence by switching-off their network interfaces to save energy. Every host is required to solve locally the problem of the NI activation
in order to be able to receive frames when required. The proposal is to adopt a sequence of channel probes on a separate control channel to properly determine the reactivation time.

In Reference 23, different sleep patterns are defined to differentiate between hosts’ sleeping-periods based on residual energy and QoS needs. A technological solution called remote activated switch (RAS) is required to wake up the sleeping hosts by sending them a wake-up signal. In this scheme, the sleep management is passive (i.e., it is controlled by senders) instead of active, (i.e., managed by NAVs).

25.6.4 Power Control Solutions

Dealing with power control, many similar solutions appear in the literature such as SmartNode [59], power controlled multiple access (PCMA) MAC protocol [53], and many others cited in Reference 47. The common idea adopted in such schemes was called the basic power control scheme. The idea is to exploit dynamic power adjustment between the senders and the receivers by exploiting the RTS/CTS handshake as a common reference. The RTS and CTS frames are sent with the maximum nominal transmission power, and the adjustment is performed for the data transmission relative to the residual power detected by the counterpart. This approach becomes quite critical with heterogeneous devices with different nominal power levels. In Reference 47, a modification of the basic power adjustment schemes was proposed based on periodic pulses of the transmission power during the data transmission. This scheme was thought as a way to contrast the throughput degradation due to the risk of hidden terminals during the data transmission that cannot be avoided by the RTS/CTS handshake.

In Reference 54, the COMPOW protocol was proposed as a distributed policy to find the minimum COMmon POWer for transmissions leading to a sustainable degree of host connectivity and bidirectional links.

25.6.5 IEEE 802.11 Power Saving

The IEEE 802.11 Standard supports two power modes for MHs: active MHs can transmit and receive at any time, and power-saving MHs may be sleeping and wake up from time to time to check for incoming packets.

All the power saving schemes explained below are based on the PCF access scheme defined for infrastructure systems based on APs, and the DCF access scheme, referred to as the basic access scheme for ad hoc networks.

In infrastructure networks, indicated as a BSS of hosts, the existence of the AP station managing the point coordinated channel access (PCF) is assumed. The AP is in charge of monitoring the state of each MH, and a MH should always refer to the AP for registration requests, transmission requests, and state changes. The AP is in charge of the synchronization of sleep and active periods between the stations. The synchronization is achieved by means of the timing synchronization function (TSF), that is, every MH would get synchronized by the clock indicated by the AP in special frames called beacon frames. Periodically, the AP sends beacon frames to start a beacon interval. Beacon frames should be monitored by MHs, that is, they should wake up in time to receive beacons. Every beacon contains a traffic indication map (TIM) indicating the list of MH’s identifiers with buffered traffic on the AP: such MHs should stay active in order to receive the buffered traffic in the current beacon interval. For buffered broadcast frames, the AP sends a delivery TIM (DTIM) message (indicating that every MH should stay active) and immediately starts with the broadcast frames’ transmission.

In ad hoc networks, supported by the IBSS structure of hosts, the existence of the AP as a centralized coordinator cannot be assumed. This requires the power saving management to be implemented as a distributed policy. The MH initiating the IBSS assumes the role of the synchronization coordinator, and the synchronization approach is still based on beacon frames. How the IBSS is started and initialized is out of the scope of this chapter, see Reference 32 for details. Every station in the IBSS assumes to receive a beacon message within a nominal amount of time, that is, the Beacon Period proposed by the IBSS initiator. Local TSF timers are used to obtain a weak synchronization of distributed beacon intervals. At
the beginning of a beacon interval, every MH listens for beacon frames while decrementing a randomly initialized backoff counter. If the backoff counter expires before it hears any beacon frame, the MH itself sends a beacon frame indicating its local TSF timer value. In this way, if any problem occurred, the IBSS initiator can be replaced on the fly (see station B in Figure 25.8). Every MH receiving a beacon frame will compare the TSF indicated in the beacon with its local TSF timer. If the beacon-TSF value is later than the local TSF, the MH initializes its TSF timer to the beacon-TSF value. In this way, a weak synchronization scheme similar to the scheme adopted in infrastructure systems can be maintained, and local time is guaranteed to monotonically advance on every MH.

During the DCF, an MH can send a PS-poll (by contending for the channel) to the AP when it is ready to receive buffered frames. If the PS-poll is correctly received, the AP transmits the buffered frames. MHs can sleep most of the time, and periodically wake-up during short ad hoc TIM (ATIM) time-windows, that are located at the beginning of each beacon interval (see Figure 25.8). The assumption here is that all MHs in the ad hoc network would have synchronized ATIM windows, where they can exchange ATIM frames by notifying each other about buffered frames (see Figure 25.8). ATIM frames in ad hoc scenarios have the purpose to inform neighbor hosts about the pending traffic. ATIM and data frames are sent, subject to standard contention rules (i.e., the DCF CSMA/CA and BEB rules), within the ATIM window and after the ATIM window respectively. An MH receiving a unicast ATIM frame will immediately acknowledge the ATIM frame and will wait for the transmission of buffered packets after the end of the ATIM window. If the ATIM sender does not receive the Ack, it will try again later in the next ATIM window. Broadcast ATIM frames need no acknowledgment, and they can be sent under DCF contention rules at the end of the ATIM window. During the ATIM window, only RTS/CTS, Ack, Beacon, and ATIM frames can be sent.

Such a distributed power saving mode is designed for single-hop networks. In multi-hop scenarios, the global ATIM window synchronization becomes a problem because of the increasing propagation delays, clock drifts among multiple hosts, and temporary network partitions. This is even worse when the network scales to many hosts [80]. The discovery of neighbor hosts under power saving mode is not trivial because the host mobility would change the neighbors set of every host, and because during the sleeping times hosts are unable to receive and to transmit beacon messages. On the other hand, beacon messages contending for transmission over small time windows would have high collision probability.

In Reference 84, the simulation analysis of the IEEE 802.11 power saving mechanism at the MAC layer has been performed. In Reference 80, the proposal was to insert more beacons in every ATIM window, suggesting that beacons should be adopted not only for clock synchronization, but also for discovering neighbors and for self-advertising. Another proposal was to design the ATIM windows such
that overlapping awake intervals are guaranteed even with maximum clock drift and worst scenario assumptions [80]. A definition and analysis of three power-saving-oriented beaconing algorithms for IEEE 802.11 MAC have been proposed in Reference 80: dominating-awake-interval, periodically-full-awake-interval, and quorum-based protocols. The relationships among beaconing process, neighbors discovery delay, and power saving characteristics have been investigated. Some of the proposed solutions are more appropriate for highly mobile and low mobility scenarios, respectively. In general, solutions should be adaptive dealing with system mobility (both predictable and un-predictable), multi-hop communication, variable traffic loads, and weak clock synchronization.

### 25.7 Conclusion

In WLANs and MANETs the MAC protocol is the first protocol-candidate to support the management issues of mobile hosts in a highly dynamic scenario. The MAC protocols also influence the utilization of scarce resources such as the channel bandwidth and the limited battery energy.

In this chapter, we illustrated the motivations and the assumptions that were the basis of the new design, adaptation, and tuning of existing and new distributed MAC protocols for the wireless networks scenario. Some assumptions and the main problems and limiting constraints of the wireless communication channels have been sketched as a background information. The evolutionary perspective of distributed, contention-based (random-access) MAC protocols has been presented to illustrate, in incremental way, the problems considered and solutions proposed thereby leading to current IEEE 802.11 standard definition. The illustration of the time and space contention control in IEEE 802.11 DCF with a discussion of related problems and solutions has been shown. Specifically, contention problems and solutions have been illustrated for single-hop WLANs and for multi-hop MANETs. Finally, a perspective of power saving solutions to be considered at the MAC layer has been presented. Many prototype solutions have been described and referenced. Anyway, the research in this field can be considered still in preliminary phase. The design and tuning of stable, fair, low-overhead and adaptive distributed MAC protocols supporting multi-hop communication, contention control, and power saving for WLANs and MANETs still require additional research work. The aim of this chapter is to give a self-contained roadmap for orientation in this problem by illustrating the state of the art and some milestone solutions that can be considered as the background for additional research in this field.
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QoS Enhancements of the Distributed IEEE 802.11 Medium Access Control Protocol

26.1 Introduction

In recent years, the proliferation of portable computing and communication devices, such as laptops, PDAs, and cellular phones has pushed a revolution toward ubiquitous computing. As an alternative technique to last-hop wireless access, wireless local area networks (WLANs) have gained growing popularity worldwide. Being both cost-efficient and simple, WLANs provide high-bandwidth packet transmission service over the free-of-charge industrial, scientific, and medical (ISM) frequency band.

First approved in 1997, the IEEE 802.11 [Wg97] is a widely accepted and commercialized WLAN standard. It specifies the WLAN operation on the physical (PHY) and medium access control (MAC) layers. According to the IEEE 802.11 standard, a WLAN may be constructed in either of the two architectures, namely, infrastructure-based or ad hoc. An infrastructure-based network consists of one central controller or coordinator and a number of distributed mobile terminals. The controller, known as the access point...
in the standard, has the responsibility of controlling the operation of the network, such as authentication, association/disassociation, coordinating the media access among the wireless nodes, synchronization, and power management. In contrast, an ad hoc WLAN has no central coordinator/controller. All the wireless, possibly mobile, nodes are self-configured to form a network without the aid of any established infrastructure. The mobile nodes handle the necessary control and fulfill networking tasks in a distributed, peer-to-peer fashion. Due to ease of deployment and flexibility, ad hoc based WLANs have attracted great interest in both industry and academia.

Being the essential component of the IEEE 802.11 standard, a distributed contention-based MAC protocol, known as the distributed coordination function (DCF), is defined to regulate the media access procedure in an ad hoc WLAN. Using the DCF scheme, all wireless stations contend to access the wireless medium following the slotted carrier sense multiple access with collision avoidance (CSMA/CA) mechanism. Under CSMA/CA every station determines its packet transmission time instance by executing a two-stage control procedure. The station will first sense the channel idle for a fixed period of time. In order to avoid collisions, the station will defer the transmission with an extra random backoff time after the fixed time period. Retransmission of collided packets is arranged by a binary exponential backoff (BEB) algorithm.

DCF-based ad hoc WLANs have the advantage of easy deployment and they are robust against node failure and node mobility. Moreover, they are flexible enough to be extended to multi-hop communication by adding routing intelligence to mobile nodes so that packets can be delivered to destinations more than one-hop away.

However, the DCF function does not include any explicit quality of service (QoS) support. All packets, regardless of their belongings to various traffic flows requiring different QoSs or the network status, are treated and served in exactly the same manner. Thus, the packet delay and session throughput cannot be predicted. The lack of predictability and controllability largely constrain the ad hoc WLANs to best effort applications only. A possible solution to alleviate this problem is devising QoS extensions to the basic best effort MAC, which we call QoS MAC protocols. QoS MAC allows mobile terminals to access the physical channel in a differentiated and controllable manner, in order that the specific QoS requirements of individual flows are satisfied.

The design of QoS MAC for ad hoc based WLANs is a challenging task for two main reasons. First, wireless channels are time-varying and error prone. Using radio as the transmission carrier, the propagation of electromagnetic waves is strongly influenced by the surrounding environment and is limited by three major factors, namely, reflection, diffraction, and scattering. The variation of the environment due to nodal mobility and change of surroundings, combined with sources of interference, leads to a complex and time-varying communication environment. Second, the absence of the central control entity makes ad hoc WLAN QoS design even harder since most existing QoS mechanisms and algorithms, such as fair queuing and scheduling, require the support of a central controller.

In recent years, numerous research efforts have been reported in the literature to enhance DCF to enable QoS provisioning. Constrained by the nature of distribution of ad hoc WLANs, most of the QoS MAC research efforts take the design objective as soft QoS, which means that the QoS objective is satisfied in a statistical manner. For example, higher priority packets will have better chance to access the media earlier on average over the long term, but the priority for a specific packet at a specific instant is not guaranteed. In other words, soft QoS means QoS differentiation rather than QoS guarantees.

This chapter provides a taxonomy and comprehensive review of the research efforts dedicated to QoS enhancements of the IEEE 802.11 DCF. To better understand the various protocols and algorithms, we categorize the proposals based on their design objectives and specifications and illustrate each of the categories with examples.

The remainder of this chapter is organized as follows. In Section 26.2, we will briefly review the operation of the IEEE 802.11 DCF. Section 26.3 will discuss the QoS leverages that exist in DCF-like protocols and how these leverages affect the packet access priority. In Section 26.4, we will present the QoS algorithms and protocols in four categories, namely, predetermined static differentiation, dynamic priority access, distributed fair scheduling, and distributed reservation access. Section 26.5 outlines the IEEE 802.11e
EDCF, which is a QoS extension scheme in the process of standardization. Section 26.6 concludes the chapter and provides a discussion of future directions of QoS provisioning research in WLANs.

### 26.2 IEEE 802.11 Distributed Coordination Function

The IEEE 802.11 standard defines a contention-based MAC component, known as the DCF. The DCF defines three interframe space (IFS) intervals: the short IFS (SIFS), the point coordination function IFS (PIFS), and the DCF IFS (DIFS). Each of them defines a fixed time period.

The SIFS is the shortest interframe spacing and is used for the transmission of essential control frames in DCF. The PIFS is used by a node operating as an access coordinator in PCF mode to allocate priority access to the medium. It is one slot time longer than the SIFS. Nodes operating in DCF mode transmit data packets using the DIFS. It defines the fixed length of time that nodes have to wait before a random countdown procedure in order to access the channel eventually. The IEEE 802.11 DCF works as a listen-before-talk scheme, and operates in either basic access mode or RTS–CTS mode.

#### 26.2.1 Basic Access Mode

As depicted in Figure 26.1, the basic access mode is a two-way handshaking mechanism between the transmitter and the receiver, which uses the data packet and an ACK packet.

In the basic access mode, a station starts its transmission immediately after the medium is sensed to be idle for an interval of length DIFS. If the medium becomes busy during the sensing period, the station defers until an idle period of DIFS length is detected and then further counts down a random backoff period before transmission. The backoff period lasts for the product of one time slot and an integral number. This integral number is referred to as the backoff value and is uniformly chosen in the range \((0, CW - 1)\), where \(CW\) stands for a runtime parameter called the Contention Window. The backoff value decrements every slot time when the channel is sensed idle until it reaches zero. The node then starts to transmit the queued packet when the backoff value counts down to zero. Upon proper reception of one data packet, the receiver responds with an ACK message after a SIFS time period. The DATA–ACK exchange is referred to as two-way handshaking. If the channel becomes busy before the backoff reaches zero, for example, due to the transmission of other nodes, the backoff procedure stops and the backoff value is frozen. The node will wait for another idle period of DIFS length, and resume the backoff procedure with the remaining backoff value.

If two or more nodes transmit at the same time, the transmissions are destined to collide with each other. When collisions take place, the nodes involved will timeout waiting for ACK packets and execute a recovery procedure. The recovery procedure first invokes a BEB algorithm to compute a new CW value. According to the BEB algorithm, CW is initially set to \(CW_{\text{min}}\), a parameter that may be agreed upon among all operating nodes. CW is doubled every time a collision happens (implied by ACK timeout in IEEE 802.11) until it reaches the parameter \(CW_{\text{max}}\). After CW reaches \(CW_{\text{max}}\), CW will remain...
unchanged for further retransmissions. CW is reset to CW_{min} when finally the retransmission succeeds. Figure 26.2 illustrates the BEB algorithm. After generating the new CW using the BEB algorithm, the new backoff value is drawn from (0, CW − 1) using the same algorithm. The same backoff procedure applies afterwards.

The DCF basic access mechanism exchanges data using the two-way handshaking; hence the data is transmitted right after the node finishes the backoff procedure. However, since two or more nodes may happen to finish the random backoff procedure at the same time, a collision may occur and it would last for more than the length of the whole packet (packet length plus timeout) due to the lack of detection ability in the wireless nodes. So a collision will cause a large amount of resource waste. Moreover, the basic access mechanism makes no effort to deal with the “hidden terminal” problem [Bha94], which results in a large fraction of collision cases. The RTS–CTS mechanism addresses both of these problems by “acquiring the floor” before transmitting.

### 26.2.2 RTS–CTS Access Mode

The RTS–CTS access mode executes the same carrier sensing and random backoff procedure as in the basic mode. It also uses the same BEB algorithm to regulate the adjustment of the contention window. It enhances the basic access mode in two respects.

First, the RTS–CTS access mode enhances the basic mode two-way handshaking with RTS–CTS–DATA–ACK four-way handshaking (see Figure 26.3). When a node finishes the preceding carrier sensing and random countdown, instead of transmitting the data packet immediately, the node sends out a request-to-send (RTS) control packet to the intended receiver. Upon correct reception of the RTS message in an idle state, the receiver responds to the sender with a clear-to-send (CTS) control packet. After receiving the CTS message, the sender then starts transmitting the real data packet, and waits for the ACK packet as the confirmation of a successful data exchange.

Four-way handshaking decreases the chance of collision significantly since the RTS packet has much smaller length than the data packet. Even though collisions may sometimes occur, the resource wastage is minimized since collisions last only for the length of the RTS packet. Moreover, the RTS–CTS exchange can solve the hidden terminal problem. By setting the network allocation vector (NAV), which is a field of RTS/CTS control message, as the length of the ongoing packet transmission or larger, the nonintended-destination nodes, which overheard the RTS or CTS, are prevented from transmitting until the end of the current transmission. Thus the nodes within the radio transmission range of the receiver would not start transmissions that would cause collisions at the receiver of an ongoing transmission. The same benefit
FIGURE 26.3  An example of virtual carrier sense and operation of DCF in RTS/CTS mode. The first transmission is successful from node A to B. Other nodes are prohibited to transmit by virtual sensing.

applies to the transmitter since the ACK message would not be damaged by the transmission from its neighbors.

The DCF provides an efficient random access mechanism for WLANs. However, QoS is not considered in the original design. All packets, of any user or any application are treated in exactly the same manner, follow the same transmission procedure and use the same control parameters. DCF, therefore, does not support service differentiation nor does it provide QoS guarantees.

26.3 QoS Leverages of Distributed MAC Protocols

As the core mechanism of DCF function, the CSMA protocol has been proven to be an efficient distributed MAC protocol, especially under light to medium traffic load [Kle75]. However, DCF does not support any level of QoS guarantee, such as access delay bounds, or QoS differentiation, such as bandwidth sharing with weighted fairness. No matter what is the type of the head of line (HOL) packet (data or voice), a backlogged mobile node competes for a transmission opportunity by executing the same carrier sensing and backoff procedure using identical parameters. Thus, in a certain time instance, it is unpredicted which station or type of station will win the next access. Thus, if the transmission of a voice packet collides with another concurrent transmission, the contention window of the voice station will be increased. Consequently, the delay sensitive voice station will wait for a longer period before gaining access to the channel.

In order to support QoS differentiation in WLANs, it is intuitive to differentiate the parameters of DCF algorithm according to QoS requirements and fluctuation of the traffic load. Recall that mobile stations running the DCF have to sense the channel idle for a fixed time period (interframe spacing) followed by some randomly generated time period (backoff interval) before accessing the channel. The basic idea of QoS differentiation is setting divergent protocol parameters per priority class such that the waiting time of higher priority packets is shorter than that of lower priority packets. Since the distinct parameters will lead to the differentiated service quality, we refer to them as QoS leverages.

The first leverage, known as DIFS in DCF (AIFS in IEEE 802.11e EDCF, and PIFS in black burst (BB)), is the fixed length of time that the node has to sense the media as idle before backing off. With the different designs, the differentiated DIFSs will typically make QoS effects in two manners, absolute priority or relative priority.

For example, Aad and Castelluccia [Aad01a,b] proposed one distinct DIFS length for each traffic priority of total two, so that the DIFS of a low priority flow will not be less than the sum of the DIFS length and the
A large difference between DIFSs will result in capacity waste due to the channel idle state when there is very little high-priority traffic; while a small difference between DIFSs (inferring that CW is small) will lead to excessive network contention if there are a large number of competing flows of same priority. Therefore, the optimal value is largely affected by the volume of traffic load of each level. The proposal in [Ban02b] considered a different design approach for absolute priority by introducing a jamming signal between the carrier sensing period and the random backoff period. It uses two distinct DIFSs for two levels of traffic flows. The shorter DIFS, denoted by DIFSh, is used for high-priority flows, while the longer DIFS, denoted by DIFSl, which is one time slot longer than DIFSh, is used for low-priority flows. When a high-priority node tries to access the channel, it has to first sense the channel idle for a time period of DIFSh length. Afterwards, the station will jam the channel with a burst of energy for a random length of time. The backlogged low-priority flows, which have to sense the channel idle for a time period of length DIFSl, will sense the jamming signal and backoff. Thus a high-priority flow will always be able to access the channel before the low-priority flows (see Figure 26.5).

The IEEE 802.11e enhanced DCF (EDCF) [Wg99] is an example of using the differentiated DIFSs (called AIFSs in EDCF) for relative priority differentiation. The length difference between two AIFSs is an integer number of time slots, with the shortest AIFS equal to DIFS in DCF. Since the long AIFS is usually less than the sum of the short AIFS plus the contention window (see Figure 26.6), the packet using the short AIFS has a greater chance to gain an earlier transmission opportunity than a packet using the long AIFS. However, such privilege is not guaranteed for any specific access instance.

Besides, there are three QoS leverages affecting the backoff procedure, that is, the contention window boundary values, CWmin and CWmax, and the contention window enlargement factor, which is fixed as two for DCF. As described in Section 26.2, CWmin is the initial contention window value. The enlargement factor regulates the rate of contention window enlargement when a collision happens – the contention window will be increased by the time as enlargement factor for each consecutive collision until it reaches CWmax. Further QoS differentiation can be achieved using both the DIFS and backoff parameter leverages than by using the DIFS leverage alone.

If two flows with the same DIFS compete with each other for a transmission opportunity, the high-priority flow should have smaller CWmin, smaller CWmax, and smaller enlargement factor. During the
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FIGURE 26.6 The IEEE 802.11 EDCF uses differentiated AIFS.

competition for a given transmission opportunity, the high priority flow will more likely choose a smaller backoff counter and finish the backoff earlier. Upon a collision, the contention windows of both flows will be increased approximately proportional to the enlargement factor. Thus, the higher priority flow will have a smaller contention window for the next competition. Note that the differentiation on backoff parameters can only provide statistical QoS differentiation, but no QoS bound. In contrast, the proposal in [Vai00], instead of regulating the backoff value indirectly through the three backoff parameter, calculates and assigns the backoff value directly according to the “finish tag,” calculated by using a distributed self-clocked fair queuing (SCFQ) transmission algorithm.

The persistence factor is another optional QoS leverage. Ozugur et al. [Ozu02,Ozu99,Ozu98] tried to address fairness mechanisms in multi-hop WLAN networks using a combination of $p$-persistent CSMA and DCF. In the proposal, which can also be used to provide service differentiation in single-hop WLANs, a station sends the RTS packet with probability $p$ after the backoff period, or backs off again with probability $1 - p$ using the same contention window size. We refer to the probability $p$ as persistence factor. It is obvious that a station using a large value $p$ will retain higher access priority. Ozugur et al. discussed two methods, the connection-based media access method and the time-based balanced media access method, to calculate the persistence factor value for every link so that fairness can be maintained between flows.

Lastly, some proposals, such as [Sob99,Ban02b], attach an extra priority-based contention resolution stage on the end of carrier sensing. In specific, these proposals use jamming signals of differentiated length as the QoS leverage. It is helpful to think of the length of the jamming signal as the “negative” of the backoff interval since longer jamming signals correspond to higher access priority. The operation of a MAC protocol using jamming signals is typically as follows. After sensing the channel idle for a period of length DIFS, the mobile station will send a burst of jamming signals onto the channel. Afterwards, the mobile station will listen to the channel. If the channel is sensed busy, then the station will quit the competition and try for the next round. Otherwise, the station will continue with its access protocol until it gets access to the channel or quits. For QoS purposes, the length of the jamming signal should reflect the priority of the HOL packet in the queue. The well-known BB MAC protocol [Sob99] is one example of using differentiated jamming signals.

26.4 QoS Enhancement Proposals

The Quality of Service has been one of the major concerns of distributed MAC protocol design for WLANs since the early 1990s. In [Bha94], the unfairness property of a distributed multiple access protocol, multiple
access collision avoidance (MACA), was discussed in detail. Since then, researchers have made a lot effort to extend and enhance CSMA/CA-based MAC protocols so that they can meet various QoS objectives in a distributed manner.

In this section, we present and discuss these QoS enhancement algorithms and protocols. According to the different QoS objectives (as the group name implies), we categorize them into four groups as shown in Table 26.1. In the rest of this section, they are explained in detail with examples.

For the sake of clarity and simplicity, we assume each station carries only one flow of a certain priority/type. Thus, the words “station” and “flow” will be used interchangeably. Little modification in algorithm description would be made when multiple flows are present in one station. Interested readers can refer to the corresponding references.

### 26.4.1 Predetermined Static Differentiation

Proposals in this category are relatively simple and fundamental compared to those of other categories. The major contribution of these researches is mostly on the illustration and evaluation of the effect of the QoS leverages discussed in Section 26.3, either individually or with multiple leverages combined together. The research does not define any quantitative QoS objectives nor employ any traffic isolation mechanism. Thus, the traffic load fluctuation of one flow will cause changes on the QoS that other flows experience. In most cases, the QoS performance is illustrated by measuring the output metrics under a heterogeneous traffic load.

In [Den99], Deng et al. proposed a protocol enhancement with two priority classes. Therein, the high priority source stations choose the backoff value from the interval $[0, 2^{i+1} - 1]$ while low priority source stations choose the backoff value from the interval $[2^i, 2^{i+2} - 1]$, where $i$ is the number of consecutive times a station attempts to send a frame. Thus, the initial backoff values are in disjoint intervals. It is worthy to note that more priority levels can be obtained by modifying the backoff algorithms in a similar way [Den00].

Likewise, Kang and Mutka [Kan01b] proposed three formulas to calculate the backoff interval length for three traffic priorities. A high priority node chooses the backoff interval from the range $[0, A - 1]$, where $A$ is a fixed integer. A medium priority node uses the original BEB algorithm to maintain the contention window value. However, it chooses the backoff value from $[A, A + [CW/B]]$ instead of $[0, CW - 1]$, where $CW$ is the current contention window and $B$ is another fixed integer. A low priority node also operates the original BEB algorithm, and it chooses the backoff value from $[A, A + CW]$. The research in [Kan01b] evaluated the QoS performance when $A = 8$, and $B = 3$. All proposals above use different backoff values to achieve differentiated service. Other research efforts taking a similar approach include [Ver01, Bar01].

The predetermined differentiated parameter approach cannot lead to quantitatively controllable QoS differentiation among flows as the traffic load fluctuation of one flow will affect the QoS experienced by other flows, since there is no traffic isolation mechanism involved. Moreover, static CW sizes cannot balance the tradeoff between collisions and the excess waiting time. To solve these difficulties, a practical QoS scheme should take into account the following three issues:

1. A quantitative definition of the QoS

<table>
<thead>
<tr>
<th>Categories</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predetermined static differentiation</td>
<td>[Den99, Den00, Kan01b, Ver01, Bar01]</td>
</tr>
<tr>
<td>Distributed priority access</td>
<td>BB [Sob99], DPS [Kan01a]</td>
</tr>
<tr>
<td>Distributed fair packet scheduling</td>
<td>DFS [Vai00], DWFQ [Ban02a], FS-FCR [Kwo03]</td>
</tr>
<tr>
<td>Distributed reservation access</td>
<td>DBASE [She01b], GAMA [Mut97]</td>
</tr>
</tbody>
</table>
objectives; (2) as the traffic load fluctuates, the QoS leverages should be dynamically calculated and adjusted so as to maintain the QoS objectives; (3) some traffic isolation mechanism, such as multiple output queues, can help prevent a change of traffic load of one class from causing a violation of the QoS objectives of other classes. In the following three sections, we take a close look at some examples that attempt to incorporate the aspects above.

26.4.2 Distributed Priority Access

An important QoS objective of DCF-like protocols is the support of distributed prioritized access. For example, a real-time voice packet should have higher access priority to the channel compared with a best-effort data packet. As another example in the earliest deadline first (EDF) paradigm, the packets are scheduled to be served in an increasing order of packet delivery deadline. The challenge is to satisfy such requirements in a distributed contention-based infrastructureless environment, viz. ad hoc WLANs. In the following paragraphs, we discuss how BB [Sob99] provides two-level priority access and how distributed priority scheduling (DPS) [Kan01a] implements EDF scheduling, both in a distributed manner.

The BB protocol was proposed to provide two-level priority channel access to voice and data flows in an ad hoc network. The BB scheme employs two QoS leverages: the IFS and the attached jamming signal after carrier sensing. Consider the example in Figure 26.7. Stations A and B are two backlogged voice stations, and station D is a backlogged data station. Stations A and B sense the idle channel for a fixed period of time of length PIFS. After this, both A and B will send a jamming signal pulse, whose length is proportional to the queuing time of the HOL packet in the respective station. In our case, the jamming signal from station A is longer than that from station B. Meanwhile, the data station accesses the channel using the standard DCF procedure. Since voice stations have a short IFS, in Figure 26.7, station D will sense the jamming signal during the sensing period DIFS. After finishing sending their jamming signals, the voice stations A and B once again sense the channel. Station A senses the channel as busy and therefore backs off for the next transmission opportunity, while station B senses the channel as idle for the sensing period of one time slot and thus begins transmission.

The BB mechanism provides QoS differentiation in two respects. First, voice packets always have absolute priority over the data packets, since a data station will be blocked by the BB signal sent by voice stations after the PIFS sensing period. Second, the differentiated lengths of the jamming signals provide a further level of priority differentiation among voice packets, with voice packets that have been waiting longer having higher priority.
In [Kan01a], Kanodia et al. proposed a distributed priority scheme called DPS to realize centralized EDF in a distributed manner. EDF schedules packets in increasing order of priority indices, where, typically, the priority index of a packet is calculated as the sum of the packet’s arrival time and its delay bound.

In order to decentralize the EDF scheme, two issues have to be addressed explicitly, that is, the packet priority information sharing and a mapping function from scheduling order to the backoff parameters. In an infrastructureless WLAN, the priority index of a packet must become known to the dispersed wireless nodes. Therefore, an information collection and sharing mechanism has to be employed in order that nodes can determine, in a collaborative manner, the next packet that would be transmitted in a (hypothetical) centralized and ideal dynamic priority scheduler. DPS solves the priority information sharing issue by exploiting the broadcast nature of a wireless channel. Specifically, a node broadcasts the priority information by piggybacking the priority index of the HOL packet on the RTS/CTS/DATA/ACK dialogue, while other nodes will store the overheard priority information locally in a scheduling table.

Figure 26.8 shows an example of DPS priority information broadcasting. Assume node 1 gains the channel access opportunity for the next packet transmission to node 3. First, the priority index of the current HOL packet at node 1 will be piggybacked on the RTS message. If the RTS is received correctly, node 3 will respond with a CTS packet on which the same priority message will be attached. The neighboring node 9 overhears the RTS/CTS dialogue and inserts the HOL packet priority index into its scheduling table. Afterwards, node 1 starts to transmit the data packet to node 3, and node 3 finishes the dialogue by sending back an ACK packet. Again, the priority information of the next HOL packet in node 1 will be broadcast. This time, the HOL packet would be the packet following the current data packet since it is expected that the current packet will be transmitted properly. The priority information on the ACK has another usage of canceling the entry for the currently transmitted packet, such as the transition from the third table to the fourth table in Figure 26.8.
As well, the DPS scheme comprises an algorithm of mapping priority information to the appropriate backoff interval, which reflects the packet priority. In the DPS scheme a node calculates a packet’s backoff interval as follows:

\[
f(l, r) = \begin{cases} 
\text{Unif}[0, 2^{l\alpha CW_{\text{min}} - 1}], & r = 1, \quad l < m \\
\alpha CW_{\text{min}} + \text{Unif}[0, \gamma CW_{\text{min}} - 1], & r > 1, \quad l = 0 \\
\text{Unif}[0, 2^{l\gamma CW_{\text{min}} - 1}], & r > 1, \quad l \geq 1 
\end{cases}
\]

where \( r \) is the rank of the node’s packet in its own scheduling table, \( m \) is the maximal number of attempts before the packet is discarded, \( l \) \((0 < l < m)\) represents the number of retransmission attempts, and \( \alpha \) and \( \gamma \) are two static parameters.

It should be noted that the DPS scheme implicitly assumes all network nodes are synchronized so that the priority indices will be consistent. However, this is not a feasible assumption in a multi-hop network. A solution to this problem is to calculate the priority index as the delay bound minus the queuing delay. The new priority index bears the same logic in indicating the priority of the packet; that is, the smaller the value is, the higher the priority. If the value becomes negative, the packet should be discarded.

### 26.4.3 Distributed Fair Scheduling

Another approach to QoS provisioning in WLANs is distributed fair scheduling (DFS). The objective of fair scheduling can be described by an idealized fluid flow model as defined in Equation (26.2). Therein, \( r_i \) denotes the bandwidth used by flow \( i \) and \( \phi_i \) denotes the weight of the flow; that is, the service share of each flow should be proportional to the flow weight during any period of time. It has been proven that fair scheduling provides end-to-end delay bounds for any well-behaved traffic flows [Par93].

\[
\frac{r_i}{\phi_i} = \frac{r_j}{\phi_j} \quad \forall i, \quad \forall j
\]

(26.2)

There is a critical difference between fair scheduling in a wired network and that in a single-hop ad hoc WLAN. For the former, the fairness model applies to multiple flows of a single node, while for the latter the fairness paradigm applies to the flows of multiple nodes since these flows share the same bandwidth. In other words, WLAN fairness scheduling tries to allocate bandwidth among flows belonging to dispersed nodes in the network, complying with the fairness objective defined in Equation (26.2). The distribution of flows makes the design of a fair scheduling algorithm in WLANs a challenging task.

We first remark that none of the existing packet scheduling algorithms can be directly deployed in ad hoc WLAN to achieve fair scheduling due to the lack of a centralized coordinator for the distributed flows. As the priority information sharing is essential to the DPS schemes, the sharing of the service share/progress information of individual flows is a critical aspect of the distributed implementation of fair scheduling. This is because the goal of a distributed implementation of fair scheduling paradigm is to make the same service order decisions as a hypothetical centralized scheduler would. The service progress information varies with the schemes in terms of the specific contents, such as the finish tag in [Vai00,Kwo03], the service label in [Ban02a], and the successful/collided transmissions and idle period in [Qia02]. Also, the service progress information sharing mechanisms differ in terms of the methods of information acquisition and dissemination, such as constantly monitoring the network activities [Qia02], or piggybacking the information on data or control packets [Vai00,Kwo03,Ban02a]. Next, we discuss two distributed fair scheduling proposals.
Distributed fair scheduling was proposed by Vaidya in [Vai00]. Most of the centralized scheduling algorithms, such as weighted fair queuing (WFQ), need to know whether other flows are backlogged or not in real-time. The real-time flow backlog status update will generate a large amount of traffic load to the network. In order to eliminate such overhead, DFS chooses to emulate the self-clocked fair queuing (SCFQ) scheduling model. SCFQ only requires a minimal amount of status information sharing, which is the finish tag of the last transmitted packet. The reader interested in the details of the SCFQ algorithm should consult the reference [Ban02a].

The DFS scheme is a SCFQ implementation based on the IEEE 802.11 MAC. The key idea has three aspects (1) calculate the packet finish tag as the centralized SCFQ scheduler does; (2) piggyback the finish tag on the control packet and data packet, while other nodes retrieve the finish tag from the overheard control/data packet, and update their virtual time; (3) translate the finish tag of the packet into the backoff interval value, so that the packet with the smaller finish tag will have a smaller interval value and therefore be served earlier. The actual channel access should follow the original DCF function defined in the IEEE 802.11 standard. Below is a brief summary of how these ideas are implemented in DFS.

Each node $i$ maintains a local virtual clock $v_i(t)$, where $t$ is the actual time and $v_i(0) = 0$. Let $P^k_i$ represent the $k$th packet arriving at node $i$.

- Each transmitted packet is tagged with its finish tag.
- When node $i$ either overhears or transmits a packet with finish tag $Z$ at time $t$, it sets its virtual clock $v_i$ equal to $\max(v_i(t), Z)$.
- The start and finish tags for a packet are only calculated when the packet becomes the HOL packet of the node. Assume packet $P^k_i$ reaches the front of node $i$. The packet is stamped with start tag $S^k_i$, calculated as $S^k_i = v_i(f^k_i)$, where $f^k_i$ denotes the real time when packet $P^k_i$ reaches the front of the $i$th flow. The finish tag, $F^k_i$, is calculated as in Equation (26.3). Note that $L^k_i$ is the length of packet $P^k_i$ and the scaling factor in Equation (26.3) is not an essential component of the SCFQ algorithm itself. A well-chosen value will help the translation procedure as shown below.

$$F^k_i = S^k_i + \text{Scaling}_\text{Factor} \times \frac{L^k_i}{\phi_i}$$

$$= v_i(f^k_i) + \text{Scaling}_\text{Factor} \times \frac{L^k_i}{\phi_i} \quad (26.3)$$

- The objective of the next step is to choose a backoff interval such that a packet with a smaller finish tag will ideally be assigned a smaller backoff interval. This step is performed at time $f^k_i$, that is, when the packet becomes the first packet in the queue. Specifically, node $i$ picks a backoff value $B_i$ for packet $P^k_i$ as a function of $F^k_i$ and the current virtual time $v_i(f^k_i)$, as $B_i = \lfloor F^k_i - v_i(f^k_i) \rfloor$ slots. Now, replacing $F^k_i$ with Equation (26.3), the above expression reduces to $B_i = \lfloor \text{Scaling}_\text{Factor} \times \frac{L^k_i}{\phi_i} \rfloor$. Finally, to reduce the probability of collisions, $B_i$ above is randomized as $B_i = \text{rand}(0.9, 1.1)^* B_i$.

The DFS can achieve long-term weighted fairness among the nodes in the network, while short-term fairness will be violated occasionally due to the randomization at the last step and the possible collisions.

Distributed weighted fair queuing (DWFQ) is a heuristic distributed fairness scheduling scheme proposed by Banchs in [Ban02a]. DWFQ is similar to DFS in several respects. First, both schemes are based on the DCF contention-based algorithm. Second, based on the overheard and local service share information, the nodes compute the random backoff interval parameter locally in order to achieve the service ratios among flows defined in Equation (26.2).
On the other hand, DWFQ has a few characteristics deviated from DFS. Instead of emulating the existing centralized scheduling scheme, SCFQ, in DFS, DWFQ takes the feedback-control-based approach. In DWFQ, a node compares its service progress with others, and adjusts its backoff parameters accordingly. As an inherent property of the feedback control paradigm, the adjustment is always based on past information, which leads to a gross implementation of fair scheduling. Moreover, instead of calculating a backoff interval, DWFQ controls the backoff time indirectly through the contention window. In other words, a DWFQ node calculates its contention window value based on comparison of its service share and other nodes’ shares, and then the backoff interval is generated from the contention window value. The service share of node $i$ is represented by the normalized service rate, calculated as $L_i = \gamma_i/\phi_i$, where $\gamma_i$ is the estimated (moving average) bandwidth experienced by flow $i$ and $\phi_i$ is its weight. The operation of the DWFQ algorithm is as follows:

- Node $i$ updates its estimated throughput $\gamma_i$ whenever a new packet is transmitted using a smoothing algorithm as
  \[ \gamma_i^{\text{new}} = (1 - e^{-t_i/K}) \frac{l_i}{t_i} + e^{-t_i/K} \gamma_i^{\text{old}} \] (26.4)
  where $l_i$ is the packet length and $t_i$ is time interval since the last transmission, and $K$ is a constant.

- With the above definition of the normalized service rate, $L_i$, the resource distribution expressed in Equation (26.4) can be achieved by imposing the condition that $L_i$ should have the same value for all flows, that is, $L_i = L \forall i$.

- Every packet in DWFQ will have its flow’s service rate label $L_i$, piggybacked with its transmission. Other stations in the WLAN domain can retrieve the corresponding label from the packet. CW adjustment is based on comparing the local rate, $L_{\text{own}}$, and the observed rate of every other station, $L_{\text{rcv}}$. It is calculated recursively for every $L$ value received. Let $p$ denote the CW scaling factor. Then for each observed packet:

  If ($L_{\text{own}} > L_{\text{rcv}}$) then $p = (1 + \delta_1)p$
  Else If (queue_empty) then $p = (1 + \delta_1)p$
  Else $p = (1 - \delta_1)p$
  $p = \min\{p, 1\}$
  $CW = p \cdot CW_{\text{802.11}}$

  where $\delta_1 = 0.01 \times |(L_{\text{own}} - L_{\text{rcv}}/L_{\text{own}} + L_{\text{rcv}})|$ and $CW_{\text{802.11}}$ refers to the CW size maintained by the station from the BEB algorithm.

Although the specific formulas and parameters are somehow arbitrary, the outline of the algorithm above reflects its design objectives. First, if the local service rate is higher than the overheard service rate, then the CW scaling factor is increased, which will slow down the local transmission rate. Second, if the local service rate is lower because the queue is empty, the scaling factor is also increased. Third, if the local service rate is lower and the queue is not empty, the scaling factor is decreased.

### 26.4.4 Distributed Reservation-Based Access

The algorithms discussed earlier only provide soft (statistical) QoS due to the stochastic nature of the contention-based access operations. It is never guaranteed that a packet of high priority or with a smaller finish tag (requiring earlier service) will gain the next transmission opportunity against a packet of low priority or with a larger finish tag. The algorithm also does not guarantee timely medium access within the delay bound. The ideal access order is preserved in a statistical manner.
Reservation-based algorithms [Mui97,She01b] try to provide delay-bounded transmission service to real-time applications in a distributed manner. When a new real-time flow arrives, the flow will first reserve its access opportunities by sending a “join the transmission group” request. Requests are granted with transmission slot(s) or transmission sequence number if there is enough resources are still available. Afterwards, the transmission opportunity is secured for the duration of the flow. Since the group transmission repetition interval is bounded by a predetermined value, the access delay and bandwidth will be bounded for any group-member flow. The basic operation of reservation-based algorithms is outlined below:

- Time axis is segmented into recurring cycles. Each cycle contains a contention period and a group-transmission period, during which one or more stations transmit real-time packets without collisions.
- There is a limit on the length of the group-transmission period, which translates to a bounded time interval between occurrences of a transmission period.
- A new flow competes for the right to be added to the transmission group by executing a CSMA/CA-based access procedure and appending the join request on an RTS message.
- The destination will decide whether enough resources are available for the new flow. If this is the case, a CTS will be sent back by the destination, appended with the grant information.
- In a single-hop network, both RTS and CTS messages will be heard by all the stations. Since the resource request and grant details are included in the RTS and CTS message, every station can track all the flows and the resource availability. As an option, the first station of each transmission group can broadcast its knowledge about the traffic flows and their resource reservation at the beginning of every group transmission period to ensure that every station has the same view of the network status.
- Once a station is a member of the transmission group, it is able to transmit a collision-free real-time packet during each cycle. As long as a station has data to send, it maintains its position, which is represented by a sequence ID (SID) in the group. In some cases, a station also maintains the total number of active stations, referred to as AN.
- During the group transmission period, every station should listen to the channel in order to track the group transmission progress. Each station will know when to transmit its next packet by comparing its own SID with the current progress. The station also knows whether a flow has finished its session and quit the transmission group by detecting idles for the timeout period. In the latter case, the SID number of every station after the finished flow should be adjusted.

The basic operation provides delay-bounded service to synchronous real-time traffic flows with homogeneous traffic characteristics, such as packet arrival rate. However, it behaves awkwardly if the traffic volume fluctuates with time, such as with variable bit rate (VBR) flows.

The DBASE [She01b] proposes a set of bandwidth allocation/sharing mechanisms to solve this problem. For allocation purposes, every station declares its bandwidth requirement for the next cycle in every transmitted MAC packet. If the required bandwidth is smaller than or equal to the average bandwidth (a preset threshold value corresponding to traffic type), the bandwidth is granted. On the other hand, if the required bandwidth is greater than the average bandwidth, only average bandwidth will be granted. Note that some stations may have bandwidth requirement lower than average bandwidth for the next cycle due to traffic fluctuation. Furthermore, some flows may finish transmission and quit the transmission group, which is detected by a series of idle slots exceeding a timeout. Spare resources will be tracked by all stations, and is shared by stations which have greater-than-average bandwidth requirements in a fair manner.

Although the reservation-based distributed QoS MAC protocols have the ability to guarantee delaybounded service to synchronized packet flows, the performance of such protocols will deteriorate in an error-prone wireless communication environment. For example, in the DBASE protocol, a station
determines its next transmission opportunity according to its SID, which is contained in the reservation frame (RF) generated and broadcast by the contention free period generator (CFPG) at the beginning of each cycle. Any failure of reception of the RF by a mobile station will be misunderstood as the absence of CFPG. In consequence, the corresponding node will regard itself as the CFPG. The conflicted RFS might rise in the network, which may lead to the violated transmission sequences.

26.5 IEEE 802.11e EDCF

The IEEE 802.11 working group has long recognized the need of a QoS MAC for future QoS provisioning in WLANs. A standard draft, known as IEEE 802.11e [Wg03], has been under serious investigation and consideration.

The enhanced distribution coordination function (EDCF) is a QoS extension to the DCF function. Under EDCF, each node operates up to four prioritized queues in order to provide differentiated QoS to the different flows of traffic. These independent queues, as illustrated in Figure 26.9, also called virtual stations in the IEEE 802.11e standard, execute the same random access procedure as a DCF node, but with differentiated, access category (AC) specific parameters. Using AC-specific parameters, EDCF can provide the differentiated QoS to various data flows.

In EDCF, there are three AC-specific parameters. The first is the arbitration interframe space (AIFS). The AIFS is the counterpart of the DIFS in DCF, and its length is a function of the access category, having the form as $AIFS = DIFS + k \times \text{slot\_time}$, where $k \in [0, 7]$. Also, EDCF uses AC-specific $CW_{\text{min}}$ and $CW_{\text{max}}$ to regulate the backoff and retransmission procedure. The contention window is originally set to $CW_{\text{min}}$. Upon the occurrence of packet collision, $CW$ is calculated as

$$CW[AC] = (CW[AC] + 1) \times 2 - 1$$  \hspace{1cm} (26.5)

Enlargement of the CW is limited by $CW_{\text{max}}$. So if the new CW calculated using Equation (26.5) is greater than $CW_{\text{max}}$, the new CW would be $CW_{\text{max}}$.

![FIGURE 26.9 The virtual structure of EDCF nodes.](image)
During the operation of WLANs, the value of AIFS, CW\textsubscript{min} and CW\textsubscript{max} are announced by the QoS access point (QAP) via periodically broadcasted beacon frames. The QAP can also adaptively tune these EDCF parameters based on the network traffic conditions.

In EDCF, packets are delivered through multiple virtual stations within one node, and each virtual station instance is parameterized with AC-specific parameters. A virtual station independently contends for a transmission opportunity as follows. It first senses the channel being idle for an AIFS. After for the idle period as AIFS, the virtual station sets a backoff counter to a random number drawn from the interval \([0, CW]\). If the channel is determined busy before the counter reaches zero, the backoff has to wait for the channel being idle for an AIFS again, before continuing to count down the backoff value. Upon a transmission collision, CW is enlarged as stated above and a new backoff value is generated randomly from \([0, CW]\) again. If the counters of two or more parallel virtual stations in a single station reach zero at the same time, a scheduler inside the station avoids the virtual collision. The scheduler grants the transmission opportunity to the virtual station with highest priority, out of the virtual stations that virtually collided within the station. All other virtual stations will invoke another random backoff procedure. Yet collisions may occur between transmissions by different physical nodes.

The EDCF provides prioritized channel access by running the separate virtual stations in one physical station. Each virtual station follows the same random access procedure but with differentiated parameters. With well-designed mapping mechanisms from application data flows to MAC layer traffic categories, integration of data traffic of different QoS characteristics is feasible.

The EDCF is a compound QoS differentiation platform for WLANs, which is not bounded to any specific QoS paradigm, as stated in Section 26.4. In other words, EDCF is a building block to a complete QoS (soft or absolute) provisioning framework. Some research [Gri02, Man02, Rom02, Rom03, Xu03] has been conducted to investigate the performance of QoS support under EDCF. The simulation results in [Gri02, Man02, Rom02, Rom03] have illustrated the QoS differentiation effect of EDCF under various traffic conditions. The analytical evaluation in [Xu03] shows that the performance of certain flows are affected by a number of factors, including priority class of the flow, priority classes of other flows, parameters of each priority class, and the traffic load of other flows.

### 26.6 Summary

This chapter discusses QoS issues in ad hoc WLANs, with emphasis on QoS-based MAC algorithms and protocols. Existing ad hoc WLANs do not provide QoS packet delivery at any level. Typically, an ad hoc WLAN uses the IEEE 802.11 DCF to control the media access operations of the distributed wireless nodes. DCF is a discrete-time version of CSMA/CA protocol and serves efficiently in ad hoc WLANs without the help of a centralized controller. Moreover, DCF treats all packets in exactly the same manner, without distinguishing the packet service requirement, by enforcing the identically-parameterized carrier sensing and backoff procedure. Therefore, in any time scale, the network bandwidth is shared by all flows in a statistically fair manner. However, the lack of controllability and QoS differentiation renders DCF inefficient for QoS provisioning.

As a critical part to QoS provisioning in WLANs, QoS MAC design has to address two major and unique characteristics: the intrinsically error-prone and time-varying wireless communication environment, and the absence of the central controller. Specifically, the former factor leads to the unreliable delivery of data/control packets and the latter factor makes existing centralized QoS algorithms, such as weighted fairness scheduling, not applicable in a distributed ad hoc WLANs.

Despite of these challenges, a number of research studies have been conducted to enhance IEEE 802.11 DCF with QoS capability. This chapter reviews such studies beginning with highlighting a number of QoS leverages, that is, differentiable CSMA/CA parameters, discussing the usage and impact of each of these leverages. Based on their QoS objectives, we classify QoS-enhancement proposals into four
categories, namely, predetermined static differentiation, distributed priority access, distributed weighted fair scheduling, and distributed reservation access. Each of the categories is discussed in detail with examples.

As has been discussed in the chapter, the design of MAC protocol for ad hoc WLANs that provide QoS guarantees is very challenging. Indeed, none of the existing schemes can achieve such a goal. Although distributed reservation access proposals claim the capability of providing delay-bound service to real-time traffic, the implicit assumptions of reliable wireless links and perfect information exchange is impractical in real life. Therefore, most of research efforts have taken the approach soft QoS, which means that the QoS objective is satisfied in a statistical manner. That is, higher priority packets will have better chance to access the media earlier on average over the long term, but the priority for a specific packet at a specific instant is not guaranteed.

It is, therefore, our view that future research in QoS-based MAC design in ad hoc WLANs should concentrate on architectures, algorithms, and mechanisms that enable QoS guarantees as opposed to relative QoS differentiation. This will facilitate the deployment of wireless multimedia services over WLANs and help provide seamless integration of wireless cellular and wireless local networks.

References


27

QoS Support in Mobile Ad Hoc Networks

27.1 Introduction
Since the Internet was introduced to the general public at the beginning of the 1990s, its traffic has been rapidly increasing with an explosively fast growth of its users. As we already know, the current Internet was implemented to offer what is called “best effort” service, in which all data is treated equally without any reservations or priority levels. With the growth of the Internet and its emergence with the multimedia applications, it has become necessary to change this approach. Since real time applications are delay sensitive and need more bandwidth, they should be treated in a different fashion. Increasing the network resources is not the solution; the solution is how to use it in a more efficient manner. Unfortunately, most of the present Internet services are still unable to provide the required communication quality. Therefore, the next item on the Internet’s agenda is to add the features and characteristics that were missing from its original design such as the provision of the quality of service (QoS) [1,2].

In the last 10 years, wireless technology, as a new trend in the communication industry, has reached most locations on the face of the earth. This convergence between the wireless networks and the Internet makes new challenges for the Internet evolution as well as the wireless networks. As it is already known, the wireless network is not able to achieve performance similar to that of the wired network because of the bandwidth, quality, and power limitations, which face that technology. QoS parameters for typical applications are bandwidth, packet delay, packet loss rate, and jitter. Bandwidth is the most obvious
difference between the wired and the wireless domains, the wireless being much slower than the wired one. The wireless network typically experiences longer delays than the wired. The wireless link is easily affected by fading and interference so it is considered to be poor and unreliable with its quality changing with time. Wireless communication is also affected by the fact that the mobile units run by batteries. Therefore, delivering hard QoS guarantees in the wireless networks is very difficult [3,4].

Quality of service [1–4], with respect to computer networks, is a set of service requirements provided to certain traffic by the network to meet the satisfaction of the user of that traffic. QoS requires a capability in the network to be able to treat some selected traffic with better or different service than what other traffic receives. The QoS mechanism does not create an additional bandwidth for the selected network, instead, it uses the available bandwidth in a way that the network can provide the maximum requested QoS with the maximum bandwidth available for that traffic during the session. The network traffic is selected based on classification of packets so that some packet flows can be treated better than the others.

In the Internet networks, the only service model traditionally provided was the best-effort service. This was acceptable when the connectivity and data delivery were the main targets. The continuous growth of Internet services, including the convergence of real time application like voice over IP (VoIP) and multimedia, QoS is required to guarantee their operation. Simply increasing the available bandwidth will not be enough to meet every application requirements, since the Internet traffic increases in proportion to bandwidth as fast as it is added. Assuming that the network’s bandwidth capacity is sufficient. However, it is a well-known reality that the Internet delays are a common occurrence. Applications like multimedia or ones involving live interaction cannot tolerate large delays. The nature of these new applications place additional demands on the network. To meet these demands, the network must be enhanced with new technologies that can offer the capabilities to provide or control its quality of services.

Recently, because of the rising popularity of real-time applications and potential commercial needed of MANETs, QoS support has become an unavoidable task in this kind of network. Its dynamic nature not only makes the routing fundamentally different from the fixed networks, but also its QoS support. The major challenge facing the QoS support in MANETs is the quality of the networks is varying with time. Therefore, providing the traditional QoS models, integrated services (IntServ) and differentiated Services (DiffServ), is insufficient. They require accurate link state and topology information, which is so difficult to maintain in this time varying and low capacity resource environments. However, QoS of MANET should benefit from the concepts and features of the existing models in order to come up with a model that can satisfy such networks. In this section, we review the current research on QoS support in MANETs. This includes; QoS models, resource reservations signaling, QoS routing, and some other related works.

27.2 The QoS Models in IP Networks

The IETF has defined different IP QoS mechanisms or architectures [1]. The most prominent among them are the IntServ [5] and the DiffServ [6]. These services differ in their QoS strictness, which describes how tightly the service can be bound by specific bandwidth, delay, jitter, and loss characteristics. This section briefly examines these mechanisms with focus on the wireless and mobile applications.

27.2.1 Integrated Services

The philosophy behind IntServ [1,5] is that routers must be able to reserve resources for individual flows to provide QoS guarantees to end-users. The IntServ QoS control framework supports two additional classes of services besides “best effort”:

- **Guaranteed service** provides quantitative and hard guarantees such as no packet loss from data buffers to ensure loss-less transmission and upper bound end-to-end delay and jitter. This service is useful for hard time real-time applications that are intolerant of any datagram arriving after their playback time.
- Controlled load service promises performance as good as in an unloaded datagram network but it provides no quantitative assurance. This service is intended to support a broad class of applications that are highly sensitive to overloaded conditions.

Both services must ensure that adequate bandwidth and packet processing resources are available to satisfy the level of service requested. This must be accomplished through active admission control. In the IntServ, the most needed component is the signaling protocol, which is used to set up and tear down reservations. Resource ReSerVation Protocol (RSVP) [7] is used by the IntServ as a signaling protocol. To achieve its goals, IntServ requires per-flow state to be maintained throughout the network. Unfortunately, the best-known problem with the per-flow approach is its poor scalability because it incurs huge storage and processing overhead at routers in the presence of thousands of flows. Also it is well-known that reservations need to be regularly refreshed, which consumes valuable resources, especially in bandwidth scarce environments such as the wireless. Other problems are that the call admission procedures and the routing scheduling schemes are complex and rely heavily on the per-flow state.

27.2.2 Differentiated Services

DiffServ [1,6], on the other hand, aggregate multiple flows with similar traffic characteristics and performance requirements into a few classes. This approach pushes complex decision making to the edges routers or Ingress routers, which results less processing load on core routers and thus, faster operation. According to this mechanism, QoS information is carried in-band within the packet in the type of service (TOS) field in IPv4 header or differentiated service (DS) field in IPv6. Classification, rate shaping, and policing are done at the edge routers and packets are mapped onto service levels through static service level agreements. Per-hop queuing and scheduling behaviors, or simply per-hop behaviors (PHBs), are defined through which number of edge-to-edge services might be built. Two service models have been proposed [1,6]:

- Assured service is intended for customers that need reliable services from the service providers. The customers themselves are responsible for deciding how their applications share the amount of bandwidth allocated.
- Premium service provides low-delay and low-jitter service, and is suitable for Internet telephony, video-conferencing, and creating virtual lease lines for virtual private networks (VPNs).

DiffServ appears to be a good solution to part of the QoS problem as it removes the per-flow state and scheduling that leads to scalability problems in the IntServ architecture. Therefore, it is simpler than the IntServ and does not require end-to-end signaling. However, it provides only static QoS configuration, typically through service level agreements, as there is no signaling of the negotiation of QoS. Also, it cannot guarantee the end-to-end QoS.

27.2.3 IntServ Over DiffServ

It would be very interesting to study this framework for IntServ operation in the future over DiffServ networks [8]. This solution tries to conjugate benefits of both the IntServ and the DiffServ approaches to QoS provisioning. In fact, it achieves scalability due to the DiffServ aggregation in the core network, while keeping the advantages of end-to-end signaling by employing the IntServ reservation in the edges of the network. The reference architecture includes DiffServ region in the middle of two IntServ regions. The advantage of this solution is that it allows hop-by-hop call admission and per-flow reservation at the edge of the network where low densities make this the most practical way to achieve good-quality guarantees. In the core of the network, the scalable solution of DiffServ scheduling can be used where hard guarantees in QoS can be made on the basis of more probabilistic judgments. This approach has been proposed by the integrated services over specific link layer (ISSLL) working group at the IETF.

In this architecture, at the edge routers, all policy related processing such as classification, metering, marking, etc., would take place. Resource provisioning at the edge cloud would be done with RSVP and
IntServ. At the core, DiffServ might be used to keep the number of traffic aggregates at a manageable level. The basic philosophy of the architecture is to remove as many computation intensive functions as possible from the backbone routers and push these functions toward the edge routers. That way, the core routers would be free to do high-speed forwarding of the packets and they would remain simple to manage.

The mapping at the edge router (ER) between the RSVP-based reservations and the DiffServ priority levels is the basic requirement and assumption in this approach. The ER is the router placed at the boundary between the IntServ access network and the DiffServ core. Differently from core routers, it is RSVP aware and stores per-flow states. Nevertheless, it is capable of managing packets both on a micro-flow basis and on an aggregate basis. The choice between the two possibilities depends on the role of the ER. When it acts as ingress ER, that is, for packets from the originating IntServ network to the DiffServ core it forwards packets in an aggregate fashion on the outgoing interface, while it still handles micro-flows on the incoming interface. Instead, when it behaves as egress ER, that is, for packets from the DiffServ core to the destination IntServ network, it is able to distinguish micro-flows on the outgoing interface. Note, however, that the distinction between ingress and egress edge router depends only on the direction of the data stream. This means that the same ER may be ingress ER for a flow and egress ER for another one in the opposite direction.

27.2.4 Multi-Protocol Label Switching

In the conventional IP routing, the packets are forwarded independently in each router. Its forwarding algorithm is quite slow because of the processing time of the IP header. Also its route selection is based on the shortest path algorithm. This restricts the capabilities to manage the resources of the network.

Multi-protocol label switching (MPLS) [9] as a new technology tries to overcome the problems of traditional IP routing. MPLS was originally presented as a way of improving the forwarding speed of routers, but it has capabilities that enable an operator to provide service differentiation. MPLS is a combination of switching and routing. It combines some of the features of ATM with IP and the basic idea is that routers perform flow classification, tunneling, and QoS marking at the edge of the domain, while switches do high-speed forwarding in the core. MPLS introduces the concept of connection-oriented into the Internet. The MPLS nodes will route based on topology not traffic and they will set-up flows on an end-to-end basis rather than hop-by-hop, which is done by IP protocol. The key idea is that control plane is separated from forwarding plane and forwarding is based on label swapping, which replaces the incoming label with a new outgoing label on each packet. MPLS is inherently more scalable than VC-based technologies and because label swapping is so general, forwarding can take place over circuits, LANs and nonbroadcast multiple access networks like ATM. Indeed, MPLS is becoming widely used as a network management or traffic engineering mechanism.

In an MPLS domain, a label is assigned to each packet at the ingress node of the domain. Then the packet is forwarded according to the label until it is received at the egress node of the domain. That means, the full IP header analysis is done only once at the ingress node, which simplifies and accelerates the routing process. Each label can be associated with a forwarding equivalence class (FEC), which means a group of packets that can be treated in the same manner. The binding between a label and an FEC is distributed by label distribution protocol (LDP) [10]. IETF defines three LDP: LDP, CR-LDP [11], and RSVP-TE [12], which will be described later.

The MPLS supports two types of route selection: hop-by-hop and explicit routing. The strength of MPLS is in provisioning of traffic engineering [13,14]. The use of explicit routes as an example, gives the ability to manage the network resources and support new services.

27.2.5 Related Issues

The QoS mechanisms typically manage the router behavior at the network layer in order to achieve the requested quality. This might work well if the link behaved well or if the packets might not experience any significant impact on the delay, jitter, or loss. However, this is not true with the wireless link layer. Low
signal-to-noise ratio (SNR), burst errors, link fading, and interference are the main sources that lead to data loss and increase the error rates in the wireless links. To overcome this problem, radio links employ both forward and backward error correction schemes. For example, forward error correction (FEC) and automatic repeat request (ARQ). Also interleaving the bits of the packets can be used to overcome the burst errors and fading problems. However, all these techniques may cause delay problems for real-time applications [4].

The design principles that state the interaction between the link layer and the higher layers should be respected. Higher layers should not communicate directly with the link layer and the protocols should not be designed to the requirements or capabilities of the link layer. Application and transport layer protocols should not have "wireless aware" releases. Nevertheless, the error correction techniques should be used wherever possible and the errors should be corrected as much as possible within the delay budget. Furthermore, network providers should assume that a significant proportion of any delay budget should be reserved for use within a wireless link [4].

Regarding the impact of the mobility on the QoS of an existing connection, it is important to discuss two key issues [4]. First, that the requested QoS is made available to a connection during its lifetime with a high probability, in the absence of network failure, when a network accepts the connection to a fixed endpoint. This cannot be said for the mobile environment when the connection changes frequently. The second issue is, that during the route recovery there is a period of time which the end-to-end connection data path is incomplete. The extent to which this disruption affects the application performance depends on the nature of the application and the period of the disruption.

27.3 The QoS Models in Ad Hoc Networks

A flexible QoS model for MANET (FQMM) [15] is the first QoS model designed especially for MANET. It takes the characteristics of MANETs into account and combines the advantages of both the IntServ and DiffServ. FQMM defines three types of nodes: an ingress node that sends data, an egress node that is a destination, and an interior node that forwards data to other nodes. Obviously, each node may have multiple roles. The provisioning in FQMM to allocate and determine the resources at the mobile nodes, is a hybrid IntServ (per-flow) and DiffServ (per-class) scheme. Therefore, the traffic of the highest priority is given per-flow treatment, while other traffic is given per-class differentiation. The traffic conditioner, to mark, discard, and shape the packets is based on the traffic profile, and is placed on the ingress node. FQMM assumes that the smaller proportion of the traffic belongs to the highest priority class. Therefore, the scalability problem of IntServ is not an issue in FQMM. However, the DiffServ problem still exists because making a dynamically negotiated traffic profile is very difficult.

27.4 The QoS Signaling

The QoS signaling is used to set up, tear down, and renegotiate flows, and reserve and release resources in the networks [4]. It is useful for coordinating traffic handling techniques like shaping, policing, and marking. Signaling is important to configure uniform successful end-to-end QoS service handling across the network. True end-to-end QoS requires that all the network elements like switches, routers, and firewalls appropriately support QoS. The coordination of these components is done by QoS signaling. Therefore, QoS signaling information must be carried, interpreted, and processed by all the networks elements. Using the scarce resources in an efficient manner while maintaining strong service guarantees, assumes that some reservation signaling will be required for real-time applications.

The signaling can be fall into two types [4]: in-band signaling, when it is carried with the data, and out-band signaling, where it is separated from the data in explicit control packets. The in-band signaling ensures that the information is always carried to each router that the data may visit, which is useful when routes change frequently, as in mobile networks. However, the important point here is the fact that it requires an overhead, which in some application may reach 10%. Out-band signaling, as used in the
telephone networks, is more easily transported to devices not directly involved in data transmission, as in admission control servers. The signaling may be soft in which case, the reservation needs to be refreshed frequently. This makes it resilient to node failures. Conversely, a hard-state protocol can minimize the amount of signaling. However, care needs to be taken to remove the reservation that is no longer required.

27.4.1 Resource ReSerVation Protocol

The Resource ReSerVation Protocol (RSVP) [1,4,7] is a mechanism for signaling QoS across the network. It is a key element of both IntServ and ISSLL approaches, which were described earlier. RSVP is an out-band signaling system that operates in a soft-state mode. It is also possible to operate it in a near-hard-state mode across any section of a network. Two types of messages, PATH and RESV, are used in RSVP to set up resource reservation states on the nodes along the path between the sender and the receiver. The PATH messages are generated by the sender and propagated through the network to the receiver, gathering information about the network. Each node that processes the message records the flow identifier and the address of the previous RSVP-enable IP router. Once this message reaches the intended receiver, the receiver responds with a RESV message, which actually chooses the required QoS and establishes the reservation. Therefore, RSVP is known as a receiver-initiated resource reservation. This message is propagated back along the path that stored in the selected PATH message. If the sufficient resources are available, a soft reservation state is established in the router. Otherwise, an error message is generated and sent back to the receiver.

In RSVP, maintaining a reservation when the MN moves between regions is a challenge. A scheme is needed to define how smooth this transition should be since it affects the QoS reservation. The disruption of service significantly impacts the QoS. In the presence of micro-mobility, the situation will get worse. Efforts are underway to enhance the RSVP protocol in the mobile networks for transporting real-time applications. According to the original RSVP signaling protocol, it cannot be applied directly in the MANETs because it is not aware of mobility. When the MN moves and then the topology changes, the prior reservations are no longer available. The impact of mobility in the last-hop mobile IP networks has been investigated and resolved by RSVP Tunnel [16], mobile RSVP (MRSVP) [17], and hierarchical MRSVP (HMRSVP) [18]. However, these techniques are not suitable for the MANETs due to the different concepts.

The RSVP Tunnel is proposed in Reference 16 to resolve the RSVP messages invisibility problem. The idea is to establish nested RSVP sessions between the entry and the exit points of the tunnel. RSVP messages, without encapsulation, may be sent to establish a QoS quarantined communication path between the tunnel entry and exit points. Thus, all routers on the path of tunnel can reserve the desired resources for the receiver if sufficient resources are available. Using this nested RSVP session, RSVP Tunnel can actually resolve the invisibility problem of the RSVP signaling in the presence of IP-in-IP encapsulation. Although RSVP Tunnel has resolved the first problem stated earlier, the second problem regarding the lack of resource reservations during mobile movements still exists. To obtain good service guarantees, the MN needs to make advanced reservations at all locations that it may visit during the reservation session. This is called the MRSVP.

Talukdar et al. [17] proposed MRSVP to achieve the desired QoS, for the real time application in the IntServ networks, that requested by the MN regardless its mobility. The MRSVP proposal suggests making reservations in advance at all locations where the MN is expected to visit during the session. The MN will make an active reservation to its current location and passive reservations to each location in its mobility specification (MSPEC). The MSPEC indicates the set locations where the MN may visit in the near future. The difference between the active and the passive reservation is that in active reservation data flows through the path where the resources are reserved while in passive reservations, the resources are reserved but no data from the session flows through the path. Whenever the MN moves from one location to another, the active reservation from the sender to its previous location will be tuned to a passive reservation and the passive reservation to its new location will be tuned into an active reservation.
In this way, the needed resources in the new region can be retrieved quickly because it is already reserved. Although the seamless handover for the QoS guarantees can be retained using MRSVP, it wastes too much bandwidth in making advance resource reservations. This excessive resource waste may degrade system performance significantly.

The hierarchical MRSVP [18] is proposed to integrate RSVP with the mobile IP registration protocol and make advance resources only when the handover delay tends to be long. HMRSVP adopts the hierarchical mobile IP concept and makes advance reservation only when the MN visits an overlapped area of the boundary cells of two regions. Therefore, the setup time for the resources reservation path for an intra-region handover becomes short.

### 27.4.2 The INSIGNIA

The first signaling protocol designed especially to deliver real-time applications in the MANETs is INSIGNIA [19,20]. It is a lightweight protocol in terms of bandwidth consuming because it is in-band signaling, which supports fast flow reservation and restoration. The signaling control information is carried in the IP option of every packet, which is called INSIGNIA option. Since it is per-flow based protocol, like RSVP, each flow state is managed over an end-to-end session in response to topology and end-to-end QoS condition and in soft-state method. The wireless flow management model at the mobile node includes a packet forwarding module, a routing module, an INSIGNIA module, an admission control module, a packet scheduling module, and a medium access controller module as shown in Figure 27.1. In this figure the position and the function of INSIGNIA in this model is illustrated as well. Coordinating with the admission control module, INSIGNIA allocates bandwidth to the flow if the resource requirement can be satisfied. Otherwise, if the required resources are not available, the flow will be degraded to best-effort service. For fast responding to the topology changes and end-to-end QoS conditions, INSIGNIA uses QoS reports to inform the source node of the status of the real-time flows. The destination node actively monitors the received flows and calculates QoS statistical results such as loss rate, delay, and throughput, etc. The reports are sent to the source node periodically. By using this kind of feedback information, the source node can take corresponding actions to adapt the flows to observed network conditions.

Coordinating with other network components, INSIGNIA is an effective signaling protocol and can efficiently deliver real-time applications in MANETs. However, since the flow state information should be kept in the mobile nodes, the scalability problem may hinder its deployment in future similar to RSVP.
Also, in some cases, it is hard to implement some functionality with in-band signaling. For example, when the established data flow is unidirectional from the source to the destination, sending the feedback control messages back to the source with in-band signaling with the session of the flow is impossible.

### 27.5 The QoS Routing Protocols

Many authors have addressed, as mentioned earlier, the routing issues in MANETS from best-effort service point of view. Although, these protocols attempt to minimize the control and database maintenance overhead, they do not meet real-time QoS requirements. We believe that the routing protocols have to be adopted to tackle the delay and bandwidth constrains of real-time applications in MANET. At the same time the buffer and signaling overhead should be managed in a proper way to optimize the resource utilization. In general, the notion of QoS has been proposed to capture the qualitatively or quantitatively defined performance contract between the service provider and the user applications. The QoS requirement of a connection is given as a set of constraints. The basic function of QoS routing is to find a network path that satisfies the given constraints [21,22]. In addition, most QoS routing algorithms consider the optimization of resource utilization. The problem of QoS routing is difficult because multiple constraints often make the routing problem intractable and the dynamics of network state makes it difficult to gather up-to-date information in a large network. Moreover, the QoS routing protocols should work together with resources management to establish paths through the network that meet end-to-end QoS requirements. Therefore, the QoS routing is an essential part of the QoS architecture. Before any connection established or any resources reserved, a feasible path between a source–destination pair should be discovered. QoS routing is a routing mechanism under which paths for flows are determined on the basis of some knowledge of resources available in the network as well as the QoS requirements of the flows itself. QoS routing is difficult in MANETs because of the following reasons [23,24]:

- The QoS routing overhead is too high, in these already limited bandwidth environments, the MN should have a mechanism to store and update the link state information. Therefore, balancing the benefit of QoS routing against the bandwidth consumption is needed.
- Maintaining the precise link state information is very difficult because of the dynamic nature of the MANETS.
- Establishing a feasible path does not mean the required QoS should be ensured. The reserved resources may not be guaranteed because of the mobility caused route disconnection and power reduction of the MN. Therefore, QoS routing should rapidly find a feasible new route to recover the service.

Although, QoS routing in MANETs is relatively scarce due to the above reasons, some promising works have been done and show a good performance. Below we introduce CEDAR, ticket-based probing, QoS over AODV, bandwidth routing, and trigger-based distributed routing as examples to illustrate how to deal with the above difficulties.

#### 27.5.1 Core-Extracted Distributed Ad Hoc Routing

The core-extracted distributed ad hoc routing (CEDAR) [25] protocol has been proposed as a QoS routing protocol for networks consisting of tens to hundreds of nodes. CEDAR dynamically establishes a core of the network, and then incrementally propagates link state of stable high bandwidth links to the nodes of the core. Route computation is on-demand and is performed by core hosts using local state only. CEDAR does not compute optimal routes because of the minimalist approach to state management, but the trade-off of robustness and adaptation for optimality is believed to be well justified in ad-hoc networks. Following is a brief description of the three key components of CEDAR:

- **Core Extraction**: CEDAR does core extraction in order to extract a subset of nodes in the network that would be the only one that performs state management and route computation. The core
extraction is done dynamically by approximating a minimum dominating set of the ad hoc network using only local computation and local state. Each host in the core then establishes a virtual link (via a tunnel) to nearby core hosts (within the third neighborhood in the ad hoc network). Each core host maintains the local topology of the hosts in its domain and also performs route computation on behalf of these hosts. The core computation and core management upon change in the network topology are purely local computations to enable the core to adapt efficiently to the dynamics of the network.

- **Link State Propagation**: While it is possible to execute ad hoc routing algorithms using only local topology information at the core nodes, QoS routing in CEDAR is achieved by propagating the bandwidth availability information of stable links in the core. The basic idea is that the information about stable high-bandwidth links can be made known to nodes far away in the network, while information about dynamic links or low bandwidth links should remain local. The propagation of link-state is achieved through slow-moving “increase” waves (which denote increase of bandwidth) and fast-moving “decrease” waves (which denote decrease of bandwidth). The key questions to answer in link state propagation are: When should an increase/decrease wave be initiated? How far should a wave propagate? How fast should a wave propagate?

- **Route Computation**: Route computation first establishes a core path from the domain of the source to the domain of the destination. This initial phase involves probing on the core and the resultant core path is cached for future use. The core path provides the directionality of the route from the source to the destination. Using this directional information, CEDAR iteratively tries to find a partial route from the source to the domain of the farthest possible node in the core path (which then becomes the source for the next iteration) which can satisfy the requested bandwidth, using only local information. Effectively, the computed route is a concatenation of the shortest–widest (the least hop path among the maximum bandwidth paths) paths found locally using the core path as the guideline or a failure as reported. Upon a link failure, CEDAR initially attempts to recompute an admissible route at the point of failure. As long term solution, source-initiated recomputation is used.

### 27.5.2 Ticket-Based Probing

The authors in [26] developed a generic distributed QoS routing framework based on selective probing. Using this framework, they proposed a distributed multi-path QoS routing scheme for MANET, called **ticket-based probing**, which is designed to work with imprecise state information. It allows the dynamic trade-off between routing performance and overhead. For ad-hoc networks, they devised a source-initiated routing algorithm and a destination-initiated routing algorithm for the bandwidth-constrained routing problem. These algorithms do not require global state or topology information and use only the local state maintained at every node. Imprecise state information can be tolerated and multiple paths are searched simultaneously to find the most feasible and the best path.

The basic idea of this scheme is that the tickets are utilized to limit the number of the candidate paths during the route discovery. A ticket is the permission to search a single path. When a source needs a path to reach the destination, it first issues a routing message, called a probe, to the destination. A probe is required to carry at least one ticket, but it may consist of more. Therefore, the maximum number of the searched paths is bounded by the tickets issued by the source. At the intermediate node, a probe with more than one ticket is allowed to split into multiple tickets. Then, based on its available state information, it decides whether the received probe should split and to which neighbors the probe(s) should be forwarded. Once the destination node receives the probe message, a possible path is found.

In ticket-based probing scheme, three-level path redundancy is utilized in case of route failures. The path redundancy scheme establishes multiple routes for the same connection. For the highest level of redundancy, resources are reserved along multiple paths and every packet is routed along each path. In the second level, resources are reserved along multiple paths; however, only one is used as the primary
path while the rest serve as backup. In the third level, resources are only reserved on the primary path even multiple path are selected.

27.5.3 The QoS over AODV

The ad hoc on-demand distance vector (AODV) [27] routing protocol has been introduced for best-effort routing in MANET. AODV builds routes using a route request/route reply query cycle. When the source needs to find a path to reach a new destination, it broadcasts a RREQ packet across the network. Nodes receiving this packet update their information for the source node and set up backward pointers to the source node in the route tables. In addition to the source node's IP address, current sequence number, and broadcast ID, the RREQ also contains the most recent sequence number for the destination of which the source node is aware. A node receiving the RREQ may send a route reply (RREP) if it is either the destination or has a route to the destination with corresponding sequence number greater than or equal to that contained in the RREQ. If this is the case, it sends a RREP back to the source. Otherwise, it rebroadcasts the RREQ. Nodes keep track of the RREQs source IP address and broadcast ID. If they receive a RREQ, which they have already processed, they discard the RREQ and do not forward it.

As the RREP propagates back to the source, nodes set up forward pointers to the destination. Once the source node receives the RREP, it may begin to forward data packets to the destination. If the source later receives a RREP containing a greater sequence number or contains the same sequence number with a smaller hop-count, it may update its routing information for that destination and begin using the better route.

To provide QoS support, a minimal set of QoS extensions has been specified for the RREQ and RREP messages [26]. Specifically, a mobile node may specify one of the two services: a maximum delay and minimum bandwidth. Before broadcasting RREQ or unicasting RREP, node must be capable to meet the QoS constraints. When the node detects that the required QoS is no longer available, it must send an ICMP QoS_LOST message pack to the source. This protocol, which is called E-AODV, addresses the bandwidth and delay guarantee requirements. However, its reactive nature does not help minimize the service disruptions due to nodal motility.

27.5.4 Bandwidth Protocol

In Reference 28, the authors proposed an algorithm for bandwidth calculation and reservation based on the destination sequenced distance vector (DSDV) routing algorithm for multimedia support in multihop wireless networks. The proposed bandwidth routing scheme depends on the use of a CDMA over TMDA medium access scheme. The transmission scale is organized as frames, each containing a fixed number of time slots, and a global clock or time synchronized mechanism is used. The path bandwidth between a source and destination is defined as the number of free time slots between them. Bandwidth calculation needs information about the available bandwidth on each link along the path as well as resolving the scheduling of free slots. Since this problem is an NP-problem, a heuristic approach is needed, which is detailed in Reference 29. The purpose of the proposed QoS routing protocol is to derive a route to satisfy bandwidth requirement for QoS constraint. At a source node, the bandwidth information can be used to accept a new call or delay it. In addition, the authors introduced the "standby" routing method to support fast rerouting when a path is broken. When the primary path fails, the secondary route becomes the primary and another secondary is discovered.

27.5.5 Trigger-Based Distributed Routing

In Reference 30, the authors presented an on-demand and yet proactive routing algorithm, called trigger-based distributed routing (TDR), to deal with the link failures due to nodal mobility in MANETs. They try to provide real-time QoS support while keeping the network overhead low. Thus, the flow state for each session is maintained in distribution fashion at active nodes. In case of imminent link failure in the active route, alternate route searching overhead is kept limited by localizing the reroute queries to within
certain neighbors of the node along of the source–destination active route. For cost efficiency, rerouting is attempted from the location of an imminent link failure, which is donated as intermediate node initiated rerouting (INIR). If INIR fails to keep the flow state disruption to a minimum, rerouting is attempted from the source node, which is termed as source initiated rerouting (SIRR). The TDR scheme keeps the size of the nodal database small by maintaining only the local neighbored information. In addition, it makes use of selective forwarding of routing requests based on GPS information. However, GPS information requires additional communication among the nodes.

From the network point of view, the TDR scheme is an on-demand algorithm, as the rerouting routine is triggered as an active node based on the level and trend of variation of its receiving power from the downstream active node. Hence the name of "trigger-based" routing. On the other hand, from the user application point of view, it is a proactive algorithm as, ideally, the traffic experiences no break in the logical route during the session, thus making it suitable for dealing with real-time traffic. TDR also is "distributed" in the sense that any active node participating in a session can make its own routing decision.

### 27.6 Related Work

Recently, providing a desirable QoS in MANETs became an important design objective. It has been studied and investigated by different researchers and several proposals have been published to address how the QoS can be supported in MANETs. Nevertheless, QoS support in MANETs still remains an open problem. In Reference 31, the authors introduce a new definition of QoS for MANET. This definition, instead of being able to guarantee hard QoS, is based on the adaptation of the application to the network quality while the routing process is going on. They suggested a cross-layer QoS model based on this definition to support adaptively and optimization across multiple layers of the protocol.

Since an efficient resource discovery method is needed to support QoS in MANETs, the authors in Reference 32 proposed a framework that can provide a unified solution to the discovery of resources and QoS-aware selection of resources providers. The key entities of this framework are a set of self-organized discovery agents. These agents manage the directory information of resources using hash indexing. They also dynamically partition the network into domains and collect intra- and inter-domain QoS information to select appropriate providers. They also monitor QoS information continuously and predict path QoS on behalf of other nodes to reduce overall cost and improve accuracy.

Moreover, since the resource reservation is one of the important QoS issues, the concept of neighborhood reservation (NR) is proposed in Reference 33. When a QoS flow reserves bandwidth in a node, the corresponding bandwidth reservation will be done in all its neighborhood nodes simultaneously. This may reduce the impact of channel contention at the target node by its surrounding nodes. However, the authors assumed that all nodes are motionless, which it is not an acceptable assumption in the MANET.

Sometimes packets are replicated along predetermined multiple paths to the destination to seek communication reliability. Alternatively, data traffic is distributed along disjoint or meshed multiple paths — called selective forwarding. In Reference 34, the authors studied the resource usage in these schemes; packet replication and selective forwarding. They have shown that packet by packet throughput with packet replication is higher than that in selective forwarding. This is because sending a packet along multiple error-prone paths, rather than along a chosen route, surely increases the chance of successful arrival of at least a copy of the packet. However, for successfully routing of a message, packet replication has substantially high network resource requirements such as channel bandwidth and battery power. Therefore, they observed that meshed multiple path routing with selective forwarding has the overall superior performance.

### 27.7 Summary

Due to user mobility, battery power limitations and wireless link characteristics in the MANET, end-to-end connections are frequently interrupted and they need to be rerouted in the network while preserving
their QoS requirements. Therefore, the existence of a route between the source-destination pair is not guaranteed and then the MANET becomes a challenging task. However, providing the QoS in MANETs is necessary because the convergence between the wireless networks and the multimedia applications. This chapter has presented the current researches related to providing QoS support in MANETs. We have presented the traditional QoS models in computer networks with focus on the wireless and mobile applications. We have then described the first QoS model designed especially for MANET. Also, we have discussed the proposed protocols and algorithms for signaling and QoS routing components.

The QoS protocols for MANETs should be scalable and capable of efficiently utilizing scarce network resources. Therefore, because of the bandwidth and power limitations in MANET, minimizing network and QoS overheads should be a key objective for most network researchers and designers. In addition, the topology changes could also affect the available bandwidth and resources' reservations. Therefore, minimizing the influence of the host mobility should be considered to support and provide the QoS in MANETs.
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28.1 Introduction and Background

We are witnessing an unprecedented demand for wireless networks to support both data and real-time multimedia traffic. While best-effort service suffices for datagram traffic, the usability of real-time multimedia applications is vastly improved if the underlying network can provide adequate quality of service (QoS) guarantees.

Indeed, QoS provisioning for wireless networks is becoming more important by the day. Cellular phones are now ubiquitous all over the world. Because the physical infrastructure costs of wireless networks are so much less expensive than those of wired networks, in many developing countries, the wireless coverage, in area and population, is greater than the wired coverage. With more users, there is a growing demand for more services. People want to access services like email, instant messaging, web browsing, and even video streaming and video conferencing, as well as the more common services like telephony and paging, from anywhere or while on the move.
Many cell phone handsets and network providers in the United States can provide users access to telephony, paging, instant messaging, and trivial web browsing on the same device. Some new phones add the ability to do more complex web browsing by combining a small PDA with a phone handset. And users that have more powerful computers equipped with wireless network access want to use the same, possibly high-bandwidth, applications they are accustomed to using with wired network access, such as video conferencing and other real-time networked applications.

QoS provisioning in single-class traffic wireless networks is a more complicated task than it is for wired networks due to physical constraints, bandwidth constraints, and user mobility. Clearly, providing QoS guarantees to users of wireless networks that handle different types or classes of service is an even more complex task, and it is currently a busy research area [8].

Some well-known QoS measures, such as delay, bandwidth, jitter, and error rate, are important in both wired and wireless networks. The chance that a new connection request will be denied, the call blocking probability (CBP), is an important QoS measure in wireless networks due to limited bandwidth. And the chance that an in-progress connection will be forcibly terminated by the network, the call dropping probability (CDP), is important due to user mobility. In [32], Kalyanasundaram proposes a hierarchical classification of QoS measures:

- **Packet level**: QoS at this level includes packet dropping probability, maximum packet delay, and maximum jitter.
- **Call level**: At this level several authors consider only CBP and CDP. We consider that supplied bandwidth also belongs at this level.
- **Class level**: QoS at this level describes the requirements for and relationships between the call-level QoS for different classes of traffic.

Whether traffic is classified according to its call-level and packet-level QoS needs, or according to the price paid for service, or by some other means, class-level QoS will describe the prioritization between the different classes of traffic.

The main goal of this chapter is to provide an extensive survey of call-level and class-level QoS provisioning in cellular and low earth orbiting (LEO) satellite networks. We consider the end-user needs in relation to the service providers’ needs, that is, minimizing the CDP and CBP while keeping the bandwidth utilization as high as possible. And, we consider the end-user needs with respect to each other, within and between traffic classes, that is, making our algorithms fair. The following two chapters in this book, namely Chapter 26 titled: QoS Enhancements of the Distributed IEEE 80211 Medium Access Control Protocol and Chapter 27 titled QoS Support in Mobile Ad Hoc Networks are addressing two other important aspects of QoS provisioning in wireless networks. Specifically, Chapter 26 discusses enhancements to the IEEE standard 80211 MAC protocol to enable it to provide some elements of QoS at the MAC layer. The original version of IEEE 80211 was notorious for lacking in the areas of fairness and QoS provisioning. Later enhancements have addressed this deficiency to various degrees. Chapter 27 addressed a companion problem — namely that of providing QoS support in mobile ad hoc networks (MANETs). Unlike cellular and satellite networks that constitute the main topic of our chapter, MANET is a rapidly deployable network that does not rely on a preexisting infrastructure. As such, MANET finds applications to search and rescue operation, law enforcement efforts and on-the-fly collaborative environments, for example, multimedia classrooms where the participating students, equipped with laptops, self-organize into a short-lives MANET for the purpose of exchanging class notes or other teaching related material.

### 28.1.1 Admission Control

Admission control and bandwidth allocation schemes can offer wireline networks the ability to provide their users with such guarantees. Due to host mobility, scarcity of bandwidth, and an assortment of channel impairments, the QoS provisioning problem is far more challenging in wireless networks than in their wireline counterparts. For example, a mobile host may be admitted into the network in a cell where its needs can easily be met, but the mobile host may eventually move to a cell that has little or no resources...
to offer. Since the user’s itinerary and the availability of resources in various cells is usually not known in advance, global QoS guarantees are very hard to provide [1,3,10,18,19,27,28,31–33,37,44,48,49,52].

Admission control refers to the task of deciding if a connection should be admitted into, and supported by, the network. Admission control is necessary for real-time, continuous media connections since the amount of resources requested by these connections may not match the level of resources available at the time of connection setup [45,46,49]. Admitting a connection into the network is tantamount to a contract between the network and the connection: on one hand the network guarantees that a certain level of resources will be maintained for the duration of the connection. On the other hand, the connection is expected not to request additional resources over and above those negotiated at connection setup. The agreed-upon amount of resources that the network guarantees to a connection is commonly referred to as QoS. Traditional QoS parameters include bandwidth, end-to-end delay, and jitter. However, there are some QoS parameters that are specific to wireless networks.

It is typical in most admission schemes to deny service to a new connection whose requests for resources cannot be met by the network. In such a case, the connection is said to be blocked. In cellular networks, an important QoS parameter is the CBP, denoting the likelihood that a new connection request will be denied admission into the network. A similar situation arises when an established connection in one cell attempts to migrate into a neighboring cell (i.e., a handoff is attempted). If the new cell cannot support the level of resources required by the connection, the handoff is denied and the connection is dropped. The CDP expresses the likelihood that an existing connection will be forcibly terminated during a handoff between cells due to a lack of resources in the target cell. The CBP and CDP together offer a good indication of a network’s quality of service in the face of mobility. An additional important consideration is the degree to which the network makes effective use of bandwidth — unquestionably its most scarce resource. This parameter, referred to as bandwidth utilization, expresses the ratio between the amount of bandwidth used by various applications admitted into the network and either the total bandwidth requested or the total bandwidth available, whichever is smaller. Keeping the CBP and CDP low, while at the same time maximizing bandwidth utilization is one of the most challenging tasks facing protocol designers [38,39,44].

28.1.2 Multimedia Connections

The traditional admission control process outlined earlier is, in many cases, too conservative and pessimistic. Indeed, multimedia applications are known to be able to tolerate and adapt to transient fluctuations in QoS [11,47,51]. This adaptation is typically achieved by the use of an adjustable-rate codec or by employing hierarchical encoding of voice and video streams [11]. The codec, along with appropriate buffering before play-out, can allow applications to gracefully adapt to temporary bandwidth fluctuations with little or no perceived degradation in overall quality. The graceful adaptation of applications to transient fluctuations in QoS is fundamental in wireless networks, where QoS provisioning is a very challenging task. As we shall demonstrate in this chapter, the additional flexibility afforded by this ability to adapt can be exploited by protocol designers to significantly improve the overall performance of wireless systems.

As we briefly mentioned, once a connection is admitted into the network, resources must be allocated, at the negotiated level, for the duration of the connection. It is important to realize that in a cellular network where the user may move through the network traversing a sequence of cells, this commitment cannot be only local to the cell in which the connection originated. If the connection is to be maintained after the user crosses the boundary between neighboring cells (i.e., after a handoff), the network must guarantee an appropriate level of resources in each new cell that the user traverses. Without detailed knowledge about the intended destination of each connection, honoring this commitment is a very difficult task [12,15,16,26,30,34,35,55].

While the strategies of enqueuing handoff requests and that of rearranging channels, especially in dynamic channel allocation environments, are worthwhile and can reduce the CDP, in this chapter we only

---

1We will follow common practice and refer to connections as “calls.”
survey QoS provisioning schemes that reserve resources in cells on behalf of mobile hosts in anticipation of their arrival. Being simple and natural the resource reservation problem has recently received well-deserved attention. We refer the reader to References 44 and 49 for surveys of recent literature.

There are, essentially, two approaches to resource reservation: with fixed reservation a certain percentage of the available resources in a cell are permanently reserved for handoff connections; by contrast, with statistical reservation resources are reserved using a heuristic approach. These heuristic approaches range from allocating the maximum of the resource requirements of all connections in neighboring cells, to reserving only a fraction of this amount [35,44].

The remainder of the chapter is organized as follows. Section 28.2 reviews well classic QoS provisioning strategies in cellular and LEO satellite networks. Section 28.3 discusses the details of two recent borrowing-based QoS provisioning schemes in cellular networks. Specifically, we take a close look at a rate-based borrowing scheme and at a max–min fair borrowing scheme. Next, Section 28.4 presents a recent predictive handoff management and call admission control scheme for QoS provisioning in LEO satellite networks. Finally, Section 28.5 offers concluding remarks and offers direction for further research.

**28.2 The QoS Provisioning — Standard Strategies**

The main goal of this section is to review standard QoS provisioning strategies in both cellular and LEO satellite networks.

**28.2.1 Cellular Networks**

Figure 28.1 illustrates the cellular system model we adopt in this chapter. The geographic area of interest is assumed to be tiled by a collection of regular hexagons referred to as cells [6,7,9,12,13,17,38]. The wireless communication in a cell is supported by a base station (BS). In turn, the BSs are connected to each other by wireline links. Several BSs are connected to a mobile switching center (MSC) that acts as a gateway from the cellular network to existing wireline networks, the Internet and the PSTN. In addition, with the active participation of the mobile hosts and the MSC, the BSs are instrumental in initiating and finalizing handoffs [12,13,38]. The mobile hosts in a cell communicate directly with the corresponding BS that has the responsibility of handling all demands for service originating in the cell. In particular, the BS is in charge of negotiating QoS parameters, of performing admission control, and of reserving resources for ongoing connections. This could mean denying access to new connections in order to provide an acceptable level of service to active connections. Every new connection would like to be accepted regardless of the current demand. The BS must be able to manage the load efficiently to permit continual cellular network traffic. Thus, an efficient load balancing strategy should be an important part of the communication technology used in a network. When a MH moves out of the range of one BS and into the area served by a neighboring BS, it is called a handoff or handover.

![Figure 28.1 Architecture of a cellular network.](image)
Because of cochannel interference, the entire frequency spectrum assigned to a network cannot be used in each and every cell. There has been much research [43] into how to allocate channels among the cells in order to maximize the available bandwidth for user requests. The simplest is the fixed channel allocation, in which all the channels of the spectrum are distributed statically to the BSs in a pattern that reduces or prevents cochannel interference. Importantly, each cell has a fixed number of channels to accommodate new and handoff calls [1]. In dynamic channel assignment schemes, channels are assigned to cells as they are needed [2]. Flexible channel assignment schemes are hybrids of fixed and dynamic assignment, where a set of channels is distributed statically and the rest of the channels are kept in a pool to be distributed as the need arises [2,12,17]. Dynamic channel assignment will clearly outperform fixed assignment in times when a few cells are highly loaded, because highly loaded fixed assignment cells will exhaust all their available bandwidth with no method to obtain more. However fixed assignment will perform better under uniformly high load conditions, unless the dynamic assignment scheme can produce the optimal configuration of fixed assignment as it progresses.

Many dynamic channel assignment schemes are complex and require a central controller. But in References 6 and 50, a distributed dynamic allocation scheme is proposed. A BS makes its channel assignment decisions itself, after conferring with neighboring BSs that are within cochannel interference distance of it. In Reference 17, a most interesting borrowing scheme is proposed. A fixed channel assignment is made initially, then heavily loaded cells may borrow free channels from their neighbors when needed.

To provide greater frequency utilization, cells may be divided into concentric regions. In the region closest to the BS, channels can be used at low power without interfering with the same channels being used in the central regions of neighboring cells. Although these types of schemes increase the available bandwidth, they are complex to manage and introduce an imbalance between resources available for calls depending on the region in which they originate. In Reference 47, an algorithm is proposed to solve the problem that fewer channels are available in the region farthest from the BS, and create a uniform CBP across an entire cell. Dividing a cell into regions also introduces the possibility of handoff being necessary when an MH moves from the inner to the outer region of a cell.

Handoff is a problem for QoS provisioning because the new region or cell that an MH is entering may not have the resources available to grant the same level of QoS that the hosts had originally negotiated or may not be able to continue the host’s call at all. And as cells become smaller (as in micro- and pico-cellular networks), handoffs will occur much more frequently. Handoff detection is in itself a research issue. As an MH moves away from one BS and toward a neighboring BS, the signal from one will get progressively weaker and from the other progressively stronger, until in some overlap area, they become equal for a time. But other things, such as terrain, can also affect signal strength.

Reducing the CDP, or the handoff failure rate, is more important than reducing the CBP, because we assume that it is more disturbing to users to have an ongoing call cut off, than to have a call attempt denied. Dynamic and flexible channel allocation schemes aid in lowering the CDP because channels can be allocated or borrowed when handoffs arrive and find no available bandwidth. A common technique for reducing dropped calls is to reserve some portion of the bandwidth in a cell for use only by handoffs [15,44,57]. The simplest method of bandwidth or channel reservation is static, where a fixed set of channels, or fixed percentage of a cell’s bandwidth, is set aside for handoffs. Selecting the amount of bandwidth to reserve is a trade-off between the CBP and CDP — the larger the reservation, the less bandwidth available for new calls. Dynamic or adaptive reservation uses information about the network or the MHs to vary the amount of reserved bandwidth with the current conditions in order to reach the most optimal balance between CBP and CDP.

In Reference 57, the traffic statistics of neighboring cells are polled to determine how much bandwidth should be reserved for handoffs. Knowledge or prediction of the mobility characteristics (i.e., speed and direction) of the MHs can improve adaptive bandwidth reservation schemes. In Reference 15, the authors use traffic history to predict MH behavior, assuming that MHs entering a cell from the same direction as other MHs have done in the past will likely go in the same direction as their predecessors and at a similar speed, because of roads. The shadow cluster concept, introduced in Reference 35, refers to the group of cells surrounding a MHs current cell, which has the highest probability of being visited
by the MH in the near future. This region of influence for each MH is calculated based on the probable call duration and reports sent by the MH to the BS containing position, speed, and heading information. Aljadhai and Znati [3] propose a scheme based on the shadow cluster concept, but which uses historical information about an MHs movement to compute probabilities for its future movements, rather than relying on the MHs to report. This method is of course less precise, but likely more feasible. Aljadhai and Znati [3] also extend the algorithms in Reference 35 to apply to multiple classes of traffic.

Call admission control schemes help a BS decide whether or not to grant service to a connection request. They are like bandwidth reservation, in that by using information about network conditions, they may deny a connection request even though the call may be serviceable in the short term, in order to leave resources available for demands expected later. Agarwal et al. [2] propose an admission control method that assumes single-class traffic requiring one channel per MH. The area at the perimeter of a cell is designated as the handoff zone, and the area just inside that is the pre-handoff zone. In this scheme, a new call is assigned a channel only if no MHs are in the cell's handoff zone and if the number of MHs in the pre-handoff zone is less than the number of available channels. In Reference 38, neighboring cells periodically exchange information about their state. When a new call request arrives, a cell uses its knowledge about its neighborhood to decide whether or not to admit the new call, with the goal of limiting the CDP to a given value. This scheme has been criticized for its complexity [16]. A hybrid of the weighted sum scheme and the probability index scheme [48] has been shown to compare favorably to a static bandwidth reservation scheme and to the scheme in Reference 38. The weighed sum scheme makes admission decisions based on the weighed sum of the number of ongoing calls in the neighboring cells, with the weight based on the distance between the cell and its neighbor. The probability index scheme estimates the dropping probability for the new call and compares it to a threshold value in order to make an admission decision. Recent work by Sadeghi and Knightly [52] proposes an admission control scheme called the Virtual Bottleneck Cell, which forms cells into clusters and avoids resource control at the user level in order to be highly scalable.

Most of the schemes we have discussed so far consider just single-class traffic, using one channel or bandwidth unit per call. A few researchers have proposed generic algorithms and models for multi-class traffic of n types [10,26,37]. Others have modeled systems where each call may request different QoS, but traffic is mainly classified based on whether it is real-time or nonreal-time [18,32,39,44]. Das [18] makes just this distinction in a framework he proposes for QoS at the packet and at the call level. The same classification is made by Naghshineh [39], where an end-to-end QoS provisioning framework is proposed. These researchers suggest that some real-time applications have the ability to adapt themselves to fluctuations in the QoS. For example, video can be sent in layers of quality, so that if supplied bandwidth is reduced, layers can be dropped and the video quality lowered, without suffering a loss in the continuity of the video stream. Nonreal-time applications, such as email or ftp, cannot tolerate loss, but are able to tolerate significant changes in supplied bandwidth.

Later in this chapter we will describe the algorithms proposed in Reference 44 in detail. At this point, we note briefly that it is assumed that traffic falls into two classes, Class I designating real-time and Class II designating nonreal-time, and that successful handoffs are more important to Class I users than Class II. The schemes in Reference 44 specify that for a Class I connection to be accepted in a cell, bandwidth must be available to be reserved for it in the neighboring cells. In one scheme, a fixed amount is reserved in a cell depending on the number of connections requesting a reservation. In another version, the amount reserved is equal to the maximum of all the current reservation requests for the cell. When a new connection is attempted in a cell, the connection class, the desired bandwidth, and the minimum acceptable bandwidth are specified. If the desired bandwidth cannot be granted, the connection is blocked. Class I calls are blocked if reservations cannot be made for them. For handoff connection requests, only Class I connections have the cell's reserved bandwidth at their disposal. A Class I handoff must be granted at least its minimum bandwidth, and reservations must be made for it in neighboring cells, or it is dropped. A Class II handoff will succeed if there is at least one unit of bandwidth available for it.
28.2.2 The LEO Satellite Networks

Due to various economic constraints, terrestrial wireless networks provide communication services with a limited geographic coverage. Recently, in response to increasing demands for truly global coverage needed by personal communication services (PCS), a number of LEO satellites have been deployed [13,14,23,30]. Being deployed at low altitudes ranging from 500 km to about 2000 km above the surface of the Earth, LEO satellites feature low propagation delays and low power requirements, allowing hand-held devices to interface directly with a LEO system. It is anticipated that LEO satellite systems will feature low cost-per-minute utilization charges, making them ideally suited to support PCS [20–22,29,31,40–42].

The LEO satellites rotate around the Earth at constant speed. Thus, in order to provide continuous coverage to MHs in a geographical area, a larger number of LEO satellites are required. The coverage area of a satellite — a circular area of the surface of the Earth — is referred to as its footprint. By using an antenna with a honeycomb arrangement of spotbeams, the satellite footprint can be partitioned into slightly overlapping circular individual cells, sometimes referred to as spotbeams. A spotbeam controller can be considered similar to a ground-based cellular system's BS. But unlike a cellular BS, a LEO satellite is moving at a very high velocity. Because LEO satellites are deployed at low-altitude, Kepler's third law implies that these satellites must traverse their orbits at very high speed. Thus, in LEO systems a connection established in one of the cells of the satellite's footprint is likely to experience a large number of handoffs during its lifetime as it crosses over into several spotbeams (Figure 28.2). Consequently, LEO satellite systems require sophisticated handoff management and call admission control protocols.

A handoff of a connection from spotbeam to spotbeam is an intra-satellite handoff, and one from satellite to satellite is an inter-satellite handoff [4,13,53,56,58]. Handoff management is a key part of QoS provisioning in LEO satellite networks. While providing significant advantages over their terrestrial counterparts, LEO satellite networks present protocol designers with an array of daunting challenges, including handoff, mobility, and location management [21,22,40,45,46].

The LEO satellite networks are expected to support real-time interactive multimedia traffic and must be able, therefore, to provide their users with QoS guarantees. One of the important QoS parameters is the CDP, which quantifies the likelihood that an on-going connection will be force-terminated due to an unsuccessful handoff attempt.

In order to analyze the problem of intra-satellite handoffs, it is common practice to model a satellite network like a cellular network in which the MHs are all moving in straight lines in the same direction from spotbeam to spotbeam at a constant speed that is equal to the satellite's orbital velocity [21,22]. Some researchers are applying the techniques designed for cellular systems directly, albeit with a loss in efficiency, because the specific characteristics of the LEO networks are not considered. Del Re et al. [21] proposes a dynamic channel allocation scheme and applies the handoff queuing technique.

FIGURE 28.2 The footprint of a LEO satellite subdivided into spotbeams.
The need for mobility prediction does not exist in the satellite model because the motion of the MHs
is defined by the motion of the satellites. This simplifies some of the cellular schemes, or provides them
better performance through exploiting the knowledge of the speed and direction of the MHs. For example,
in Reference 32, the channel-sharing scheme is applied to satellite networks. In this scheme, each adjacent
pair of cells, \(\{n, n+1\}\), forms a meta-cell that has a set of channels assigned to it, thus allowing some
users to go from cell \(n\) to \(n+1\) carrying the same channels with them. A fixed channel allocation scheme
partitions the channels according to the correct reuse distances, then a call admission scheme determines
which channels to assign a connection request from a MH in order to improve its chances of carrying
them through its next spotbeam handoff. Applied to a land-based cellular network, the scheme from
Reference 32 is much more complex.

Many researchers have developed resource reservation techniques that use the knowledge of the MH
mobility to improve their efficiency [13,14,24,54].

### 28.3 Novel QoS Provisioning Schemes in Cellular Networks

As discussed earlier, much of the work in QoS for cellular networks has considered only single-class
traffic, ignoring the more complex multi-class traffic case. But in light of the current and expected future
demands for wireless networks, it is essential to create QoS provisioning schemes that address networks
carrying a mixture of traffic classes. Multimedia applications are known to be able to tolerate and adapt to
transient fluctuations in QoS [11,51]. This adaptation is typically achieved by the use of an adjustable-rate
codec or by employing hierarchical encoding of voice and video streams [11]. In this section we review
two schemes first proposed in References 25 and 36 that take advantage of the adaptability of some the
classes of traffic in order to improve the QoS provided by the network in terms of CBP and CDP while
maintaining good resource utilization.

It is well-known [17,18] that it is more far acceptable to deny a new connection request than to
terminate an in-progress connection. The numerous strategies proposed to lower the CDP include channel
rearrangement, handoff queuing, and channel reservation. Channel rearrangement and handoff queuing,
techniques are effective; however the schemes proposed in References 25 and 36 fall into the category of
reservation schemes. There are, essentially, two approaches to resource reservation:

- **fixed reservation**: Where a certain percentage of the available resources in a cell are permanently
  reserved for handoff connections.
- **statistical reservation**: Where resources are reserved using a heuristic approach. These approaches
  range from allocating the maximum of the resource requirements of all connections in neighboring
  cells, to reserving only a fraction of this amount [35,44].

Each of our schemes combines a resource reservation scheme with a companion fair borrowing scheme.

In order to set the stage for the description of the algorithms in References 25 and 36, we now review the
bandwidth allocation and reservation schemes proposed in Reference 44 in more detail. We chose these
schemes as a benchmark since they are arguably better than other comparable bandwidth allocation and
reservation schemes found in the literature [44].

When an MH requests a new connection in a given cell, it provides the following parameters:

- The desired class of traffic (either I or II)
- The desired amount of bandwidth for the connection
- The minimum acceptable amount of bandwidth, that is the smallest amount of bandwidth that the
  source requires in order to maintain acceptable quality, for example, the smallest encoding rate of
  its codec

One of the significant features of the call admission control and bandwidth reservation schemes in
Reference 44 is that in order to admit the connection, bandwidth must be allocated in the originating
cell and, at the same time, bandwidth must be reserved for the connection in all the neighboring cells.
Specifically, for a new connection to be admitted in a cell, the cell must be able to allocate the connection with its desired bandwidth. For Class I connections, the call will be blocked unless the desired bandwidth can be allocated to it in the original cell, and some bandwidth can be reserved for it in each of its six neighboring cells.

During a handoff, an established Class I connection is dropped if its minimum bandwidth requirement cannot be met in the new cell or if appropriate reservations cannot be made on its behalf in the new set of neighboring cells. However, Class II traffic has no minimum bandwidth requirement in the case of a handoff, and a call will be continued if there is any free bandwidth available in the new cell.

The schemes presented in Reference 44 use statistical reservation techniques based on the number of connections in neighboring cells, the size of the connections in neighboring cells, the predicted movement of MHs, and combinations of these factors. It is worth noting that the reservation schemes in Reference 44 keep the dropping probability for Class I connections very low, since the MH should find bandwidth reserved for it, regardless of the cell to which it moves. But bandwidth may be wasted in the neighboring cells (the host can only move to one neighbor), and the blocking probability in those cells may increase because unused bandwidth is being kept in reserve. In general, the schemes described in Reference 44 favor minimizing the CDP at the expense of the CBP and give Class I traffic precedence over Class II traffic.

It is clear that keeping a small pool of bandwidth always reserved for handoffs, as in Reference 44, yields low CDP. However, in the schemes of References 25 and 36, the size of the reserved pool is not determined by requests from neighboring cells, but is fixed at a certain percentage of the total amount of bandwidth available in the cell. We found that this produced results similar to the best results reported in Reference 44, without the overhead of communication between neighboring BSs to request and release reservations. It was also reported in Reference 48 that simple fixed reservation can outperform more complex statistical techniques. To further reduce the CDP in our scheme, we treat the reserved pool very carefully. We do not allow bandwidth from the reserved pool to be allocated to incoming handoffs unless the bandwidth is needed to meet the minimum bandwidth requirements of the connection. Like Oliviera et al. [44], our scheme gives precedence to Class I connections; Class II traffic does not make use of the reserved bandwidth.

### 28.3.1 Our Simulation Model

In order to evaluate the performance of the QoS provisioning schemes discussed in this section we have designed and implemented a sophisticated simulator for cellular networks. Written in Java, it simulates a set of cells networked together with direct communication from a cell to any of its neighbors, or from a cell to the network controller. Traffic is introduced to each cell in the form of MH objects which have some predefined characteristics pertaining to movement (i.e., speed and direction) and QoS needs (i.e., service class, required bandwidth, connection duration, etc.). The MHs communicate with the cells, negotiating QoS for new connections, and attempting handoffs when needed. The cells collect statistics about the service they are providing, and the MHs collect statistics about the service they are receiving.

To fairly compare and contrast the schemes in this section with other schemes from the literature, we have used the traffic types and characteristics given in Reference 44 as input to our simulations, and modeled traffic behavior just as described there, with the exception of the handoffs. In Reference 44, a handoff occurs during a connection with some given probability, and that probability decreases exponentially with each successive handoff during the connection. We have chosen a different approach that seems more realistic. We give each MH a speed characteristic specifying the amount of time that will be spent in each cell during a call. Thus, longer calls are likely to experience more handoffs than shorter ones.

As in Reference 44, the traffic offered to the cellular system is assumed to belong to two classes:

1. **Class I traffic** — real-time multimedia traffic, such as interactive voice and video applications
2. **Class II traffic** — nonreal-time data traffic, such as email or ftp
Table 28.1 shows the exact characteristics of the traffic used in our simulations. Each of the six types occurs with equal probability. This set represents an estimation of what the traffic mix in a future multimedia wireless network will look like Reference 44.

### 28.3.2 El-Kadi’s Rate-Based Bandwidth Borrowing Scheme

El-Kadi et al. [25] proposed a rate-based scheme, henceforth referred to as EBS, that attempts to allocate the desired bandwidth to every multimedia connection originating in a cell or being handed off to that cell. The novelty of EBS is that in case of insufficient bandwidth, in order not to deny service to a requesting connection (new or handoff), bandwidth will be borrowed, on a temporary basis, from existing connections. EBS guarantees that no connection will give up more than its *fair share* of bandwidth, in the sense that the amount of bandwidth borrowed from a connection is proportional to its tolerance to bandwidth loss.

The EBS has the following interesting features:

1. It guarantees that the bandwidth allocated to a real-time connection never drops below the minimum bandwidth requirement specified by the connection at call setup time. This is very critical to ensuring that the corresponding application can still function at an acceptable level.
2. It guarantees that if bandwidth is borrowed from a connection, it is borrowed in small increments, allowing time for application-level adaptation.
3. It is *fair* in the sense that if bandwidth is borrowed from one connection, it is also borrowed from the existing connections. Specifically, if borrowing is necessary in order to accommodate a requesting connection (new or handoff), every existing connection will give up bandwidth in proportion to its tolerance to bandwidth loss. This motivated us to refer to our scheme as *rate-based* fair.
4. Finally, the borrowed bandwidth is returned to the connections as soon as possible. Thus, the degradation in the QoS is transient and limited to a minimum.

#### 28.3.2.1 Cell and Connection Parameters

Each cell maintains a pool of bandwidth reserved for Class I handoffs which, initially, represents \( r \) percent of the total bandwidth. At setup time, each connection specifies to the cell in which it originates a maximum bandwidth \( M \) (termed the *desired bandwidth*) and a minimum bandwidth \( m \) as illustrated in Figure 28.3. The difference between these two values is the bandwidth loss tolerance (BLT) of the connection. Thus,

\[
\text{BLT} = M - m,
\]

we note that for constant bit rate (CBR) connections \( M = m \), indicating no BLT and, thus, \( \text{BLT} = 0 \).

Each cell maintains a local parameter, \( f \) (\( 0 \leq f \leq 1 \)), which represents the fraction of the BLT that a connection may have to give up, in the worst case. This fraction is the actual borrowable bandwidth (ABB) of the connection. Thus,

\[
\text{ABB} = f \times \text{BLT} = f (M - m).
\]
By accepting a new call, the cell agrees that the supplied bandwidth will not fall below a certain level that we call the minimum expected (MEX) bandwidth that the connection is guaranteed to receive during its stay in its starting cell. By definition, MEX = M − ABB. It is worth noting that MEX ≥ m. Simple computation shows that MEX is a weighted average of M and m in the sense that

MEX = (1 − f) · M + f · m.

To prevent borrowing from producing noticeable changes in a connection’s QoS, we introduce another cell parameter, λ. The ABB is divided into λ shares, each share being equal to (M − m)/λ. This provides the basis for a method of borrowing bandwidth gradually from a set of connections whose allocated resources may be quite different. A cell is said to be operating at level L (0 ≤ L ≤ λ), when all its ongoing connections have had L (or more) shares borrowed from them.

It is important to note, however, that it is possible for a connection to be missing more than L shares after a handoff, due to the sacrifices made to prevent call dropping. However, our scheme attempts to restore bandwidth to handoff connections as soon as it becomes available.

### 28.3.2.2 Fairness of EBS

We now introduce a further connection parameter that we call adaptivity (AD), which underlies the EBS. Specifically, for a given connection, AD is the ratio between the connection’s bandwidth loss tolerance and the maximum bandwidth that the connection can use.

\[
AD = \frac{\text{bandwidth_loss_tolerance}}{\text{desired_bandwidth}} = \frac{M - m}{M}.
\]  

(28.1)

It is worth noting that the higher the AD the more adaptive the connection, and the lower the probability of a forced termination in case of a handoff. Notice, again, that for CBR connections the adaptivity is 0. Consider an arbitrary cell operating at level L. Recall that this implies that every connection in the cell has given up L of its shares. Consider an arbitrary connection C with desired and minimum bandwidth M and m, respectively. Since the cell operates at level L connection C must have lost L of its shares operating at an effective bandwidth of

\[
M - L \times \frac{\text{ABB}}{\lambda}.
\]
The loss ratio (LR) of connection \( C \) is the ratio between the amount of bandwidth borrowed from \( C \) and the maximum bandwidth \( M \) specified by \( C \) at setup time. In other words

\[
LR = \frac{L \times (\text{ABB}/\lambda)}{M}.
\]  

(28.2)

Direct manipulations of Equation (28.2) reveal that

\[
LR = \frac{L \cdot f}{\lambda} \times \frac{M - m}{M} = \frac{L \cdot f}{\lambda} \times \text{AD},
\]  

(28.3)

since for a given cell, and a given point in time, \( Lf/\lambda \) is a constant, Equation (28.3) shows that the connection will give up an amount of bandwidth proportional to its adaptivity.

Let \( C' \) be an arbitrary connection in the same cell as \( C \), and let \( LR(C) \) and \( LR(C') \) be the corresponding loss ratios. Then Equation (28.3) allows us to write

\[
\frac{LR(C)}{LR(C')} = \frac{(Lf/\lambda) \times \text{AD}(C)}{(Lf/\lambda) \times \text{AD}(C')} = \frac{\text{AD}(C)}{\text{AD}(C')}.
\]

Thus, the ratio of the loss ratios of two connections is invariant to \( L \) and is only a function of the adaptivity of the connections. This is the sense in which we consider EBS to be fair.

### 28.3.2.3 New Call Admission Protocol

When a new call requests admission into the network in a cell operating at level \( L \), the cell first attempts to provide the connection with an amount of bandwidth equal to its desired bandwidth minus \( L \) shares of its ABB, that is

\[
M - L \cdot \frac{\text{ABB}}{\lambda} = \left(1 - \frac{L \cdot f}{\lambda}\right) \cdot M + \frac{L \cdot f}{\lambda} \cdot m.
\]  

(28.4)

If the amount of bandwidth specified in Equation (28.4) exceeds the amount of bandwidth available, the cell tests to see if the call could be admitted if the cell progressed to level \( L + 1 \). If transition to level \( L + 1 \) will provide enough bandwidth to admit the call, the bandwidth is borrowed, the level is incremented, and the call is admitted; otherwise, the call is blocked. When the cell is operating at level \( L = \lambda \), no more borrowing is allowed. It is important to note that EBS never borrows from CBR connections or from connections that have already lost more than \( L \) shares.

Every time bandwidth becomes available in a cell due to a connection releasing its bandwidth allocation, the cell will attempt to make a transition to the next lower level. As a result, the available bandwidth is returned to the connections that have lost bandwidth due to borrowing. All fluctuations in a connection’s allocated bandwidth are gradual as only one share can be borrowed or returned at a time.

### 28.3.2.4 Handoff Management

The handoff admission policies differentiate between Classes I and II connections. The reserved bandwidth is used only for Class I connections, which are admitted only if their minimum bandwidth needs can be met. When a Class I connection requests admission into a cell as a handoff, the cell checks to see if the minimum bandwidth requirement can be met with the sum of the available free and reserved bandwidth in the cell. If such is the case, the call is admitted into the cell and given bandwidth from the free bandwidth pool only if it is needed to reach its minimum requirement. If the minimum cannot be met using the free and reserved bandwidth, the cell tests to see if scaling to level \( L + 1 \) would free up enough bandwidth to admit the call. If so, the cell scales the other calls in the cell and provides the handoff call with bandwidth according to the guidelines described above.
On the other hand, Class II traffic will only be dropped if there is no free bandwidth left in the cell at all. The reserved pool is not available to these connections, because, as in Reference 44, we assume that Class II traffic is able and willing to incur a possibly substantial fluctuation in service rather than be disconnected. Calls that have suffered a lowering of bandwidth due to a handoff will eventually be brought back to a reasonable level as their new cell has free bandwidth to give them. This is in sharp contrast to the schemes presented in Reference 44, which have no facility to improve connections that have been degraded due to a handoff.

### 28.3.2.5 How Well Does a Handoff Do?

Recall that a handoff Class I connection may be cut down to its minimum in order to avoid dropping the call. In addition, EBS specifically disallows borrowing from connections that are below the cell level $L$. When bandwidth becomes available, EBS attempts to bring all Class I connections to the cell level $L$. In particular, this means that handoff connections are expected to recover from a bandwidth loss incurred at handoff time.

Figure 28.4 is illustrating this recovery process by plotting the bandwidth allocated to a Class I handoff connection over time. At time 0 the connection is admitted into the cell at its minimum acceptable level. In roughly 35 time units (sec, in our simulation) the bandwidth has been replenished to the cell level. That the connection has reached the cell level $L$ is evident from the fact that the connection is borrowed\(^2\) from.

### 28.3.2.6 Simulation Results

In order to evaluate the performance of EBS, we implemented and simulated two other schemes for comparison. First, we implemented a request-based statistical reservation scheme from Reference 44, termed the uniform and bandwidth-based model. According to this scheme, when reservations are made on behalf of a connection in neighboring cells, an equal amount of bandwidth is reserved in each neighboring cell, with no consideration of the most likely cell to which the host might travel. A cell does not reserve the sum of all the bandwidth it is asked to reserve, but just the largest of all the current requests.

We also simulated a simple scheme that reserves 5\% of the total bandwidth in each cell for handoffs. New calls are admitted into the network if their desired bandwidth can be met, otherwise they are blocked. Class I handoffs are admitted if at least their minimum bandwidth requirements can be met. They are

---

\(^2\)In Figure 28.4 this shows as a small decrease in bandwidth.
only given enough bandwidth from the reserved pool to meet their minimum if there is too little free bandwidth available. Class II handoffs are admitted if there is any free bandwidth in the cell.

To simulate EBS, we used a fixed reservation pool representing 5% of the total bandwidth. We set $f$ to 0.5, thus permitting borrowing up to half of the BLT. And we set $\lambda$ to 10, so that each call had 10 shares to give.

For the results shown in the coming figures, the speed of the MHs was set to a host spending from 1 to 15 min in a cell, with an average of 5 min per cell. Each cell had 30 Mbps of bandwidth. The network was a hexagonal grid of size $6 \times 6$ consisting of 36 cells. Traffic was provided to each cell at the level being measured.

Figure 28.5 compares the values of bandwidth utilization for the request-based reservation scheme from Reference 44, for a fixed reservation scheme with $r = 5\%$, and for EBS with $r = 5\%, \lambda = 10$, and $f = 0.5$, so that at most half of a call’s BLT can be borrowed. For the fixed reservation scheme and the rate-based borrowing scheme, at the maximum connection rate, the bandwidth utilization comes close to equaling the bandwidth outside of the reserved pool. The results for the request-based reservation scheme are worse than for the other two, because we did not implement a cap on the size of the reserved pool.

Figure 28.6 and Figure 28.7 show, respectively, the CDP for Class I traffic alone and for Classes I and II traffic combined. EBS outperforms the other two schemes in both cases. In fact, the dropping probability for Class I connections is very close to zero. The motivation, of course, for favoring Class I connections by giving them exclusive use of the handoff reserves, is that real-time connections would suffer an actual loss by being dropped. We assume that a Class II application, although inconvenienced by being dropped, would be able to resume its transmission at a later time, without any significant loss. Despite this, Class II traffic fares significantly better under EBS than under the others; it is especially important that EBS returns bandwidth to connections that have suffered cuts during a handoff.

Next, Figure 28.8 and Figure 28.9 illustrate, respectively, the CBP for Class I traffic alone and for Classes I and II traffic combined. They demonstrate how borrowing allows a significant improvement in the CBP while also improving the dropping probability. As with CDP, the combined traffic also fares worse than Class I traffic alone in terms of CBP. However this is not due to any bias in the algorithms, but rather to the characteristics of the traffic being simulated. The Class II traffic requires more bandwidth on average.
28.3.3 A Max–Min Fair Bandwidth Borrowing Scheme

The second scheme we review is also a reservation and borrowing scheme, but it is based on max–min fairness, rather than the proportional, rate-based fairness described earlier. This scheme, proposed by Malla et al. [36], will be referred to henceforth as MBS. Max–min fairness is reviewed in the following section.

28.3.3.1 Max–Min Fairness

When the amount of bandwidth requested by the connections in a cell exceeds the total bandwidth available in the cell, it is unavoidable that some of the connections will receive less than their desired
amount of bandwidth. It is, however, important that the bandwidth allocation be fair in some sense. One of the best-known fair allocation schemes is the classic max–min fairness. An allocation is max–min fair if there is no way to give more bandwidth to a connection without decreasing the allocation of a connection of lesser or equal bandwidth [5].

For an illustration, consider a cell that has a total of 20 units of bandwidth. At some point there are four active connections A, B, C, and D using, respectively, 5, 4, 3, and 2 units of bandwidth. Referring to Figure 28.10, assume that a new connection E, requesting 7 units, has been accepted into the cell. Clearly, the total amount of bandwidth requested by these connections is 21 units, exceeding the capacity of the cell. How should the bandwidth be partitioned between the connections in a fair manner?

The key idea in max–min fairness is that if \( n \) connections need to partition \( b \) units of bandwidth, then each is guaranteed its equal share of \( b/n \) units. Connections that require at most their equal share
are granted their desired bandwidth and are referred to as satisfied. For definiteness, assume that of the \( n \) connections, \( m \) are satisfied and the total bandwidth requested by the \( m \) satisfied connections is \( S \) units. The residual bandwidth, \( R = mb/n - S \), is partitioned among the remaining connections, each receiving \( R/(n - m) \) units.

Notice that, in the current example, the addition of the new connection \( E \) brings the total number of connections to 5, and consequently, each is guaranteed 4 units of bandwidth. As illustrated in Figure 28.11, connections B, C, and D are satisfied, while connections A and E are not. Since connections C and D are requesting less than their equal share, there are 3 units of residual bandwidth. As shown in Figure 28.12, the residual bandwidth is now partitioned between the unsatisfied connections A and E, each receiving 1.5 units of additional bandwidth. With this new allocation, connection A becomes satisfied, leaving E as the only unsatisfied connection.

Finally, the residual 0.5 units of bandwidth are now given to connection E. The final max–min fair bandwidth allocation is shown in Figure 28.13. Notice that connections A, B, C, and D are satisfied and that the only unsatisfied connection is the relatively bandwidth-intensive connection E.

As illustrated by the example above, max–min fairness attempts to maximize the bandwidth allocation to the connections requesting the least amount of bandwidth. The max–min algorithm considers that each connection is entitled to an equal share of the limited bandwidth. Some connections request less bandwidth than others. In the end, connections with a low bandwidth demand receive their desired amount of
bandwidth, thus becoming satisfied, while the remainder of the bandwidth is equally apportioned among the unsatisfied connections.

### 28.3.3.2 The MBS Scheme

Similar to the EBS scheme discussed in Section 28.3.2, MBS keeps a pool of bandwidth reserved for handoffs. This reserved pool is used for Class I handoffs only, with the assumption that real-time connections have more stringent QoS requirements than Class II connections. It has been shown already that this reservation technique significantly reduces the CDP without adversely affecting the CBP. In order to also improve the CBP, our scheme allows for the temporary borrowing of bandwidth from existing connections in order to accommodate new and handoff connections.

The parameters that must be specified in a connection request are the connection class and the desired, minimum and expected levels of bandwidth. The expected amount falls between the desired and the minimum and represents a comfortable working level for the application. In fact, in MBS, the expected bandwidth is guaranteed to a connection while it remains in its initial cell. The difference between the desired and expected amounts of a connection is the ABB, and the cell may borrow some of this bandwidth from an existing connection in order to accommodate other incoming connections.

A new connection, whether Class I or II, is accepted into a cell only if its expected bandwidth is less than or equal to the total bandwidth of the cell (not including the reserved handoff pool) divided by the number of connections in the cell. This requirement is actually a key feature of MBS, because it can cause a
new connection to be blocked even if there is enough bandwidth for it in the cell, in order not to give it an
unfairly large amount of bandwidth. If all the connections in a cell are functioning at their desired levels,
and a new connection can also be accommodated at its desired level, it is simply admitted. If a connection
cannot be given its expected amount using all the borrowable and free bandwidth in the cell, it is rejected.
However, if it can be accommodated at its expected level, then the sum of the borrowable amounts of each
connection plus any free bandwidth in the cell is divided equally among all the connections. Specifically,
the equal share in a cell is determined by the formula below:

\[
\text{Connections} = \text{active Connections} + 1
\]

\[
\text{EqualShare} = \frac{\text{total Bandwidth}}{\text{connections}}
\]

If a new mobile user requests a connection, the cell will accept or deny the connection based on the
following algorithm:

if (expected bandwidth of new user <= equalShare)
    if (expected bandwidth of new user <= borrowable bandwidth of all users)
        accept connection
    else
        block call
else
    block call

Handoff management differs for Classes I and II connections. In the case of Class II connections, we
assume that they want to be continued, even if the bandwidth allocated is very small, since they do not
have stringent QoS requirements. Therefore, Class II handoffs are not dropped as long as there is some free
bandwidth in the new cell; clearly, their stated minimum may not be honored. The reserved bandwidth
pool is for the exclusive use of Class I handoffs, and not available to Class II connections. However, a
Class I handoff is only given bandwidth from the reserved pool if its minimum cannot be met using the
borrowable and free bandwidth in the cell.

When a connection terminates, the freed bandwidth is used first to replenish the reserved pool, with
the leftover allocated to connections that are functioning below their expected level. Finally, any residual
bandwidth is distributed in a max–min fair manner among the connections that are functioning below
their desired level.

28.3.3.3 Simulation Results
The simulation environment used for MBS is exactly the same one used for EBS. In fact, the two algorithms
were compared against each other directly in a simulator subjecting both to exactly the same traffic.

Figure 28.14 and Figure 28.15 show, respectively, the CDP for Class I traffic alone, and for Classes I
and II traffic, combined. The results show that the max–min scheme outperforms the other scheme in both
cases. By blocking slightly more bandwidth-intensive connections, MBS makes more bandwidth available
to both new and handoff connections. Somewhat surprisingly, the more strict call admission regimen
of MBS does not adversely impact the overall CBP, as illustrated in Figure 28.16 and Figure 28.17. We
note here that the significant difference in performance between MBS and EBS can be partially attributed
to the traffic mix assumed in the simulation model. This mix features connections whose bandwidth
requirements differ dramatically. However, this is anticipated to be a realistic scenario in future wireless
multimedia networks [44].

It is important to note that all the desirable characteristics of MBS do not adversely impact the network
bandwidth utilization. This is shown in Figure 28.18.
FIGURE 28.14 Call dropping probabilities for Class I traffic.

FIGURE 28.15 Call dropping probabilities for Classes I and II traffic combined.

FIGURE 28.16 Call blocking probabilities for Class I traffic.
28.4 The QoS Provisioning in LEO Satellite Networks

Due to the high velocity of LEO satellites, in LEO systems, a connection established in one of the cells of a satellite’s footprint is likely to experience a large number of handoffs during its lifetime as it passes through several spotbeams. Consequently, LEO satellite systems require sophisticated handoff management and call admission control protocols. In this section we present the details of the predictive handoff
management and admission control strategy for multimedia LEO satellite networks, that we will refer to as PRAS, proposed by El-Kadi et al. [24]. A key ingredient of PRAS is an adaptive resource reservation protocol. Simulation results have confirmed that PRAS offers very low call dropping probability, while at the same time keeping resource utilization high.

Predictive handoff management and admission control strategy involves some processing overhead. However, this overhead does not affect the MHs hosts as all the processing is handled by the satellite. Consequently, the scheme scales to a large number of users.

### 28.4.1 Mobility and Traffic Model

The LEO system model we have adopted for simulating PRAS is based on the well-known Iridium satellite system, where each satellite rotates around the Earth in a polar orbit [22]. We follow common practice and assume that the speed of individual MHs is negligible with respect to the orbital velocity of the satellite [13,22]. Consequently, MH trajectories are straight lines. The footprint of a satellite is partitioned into spotbeams, each approximated by a regular hexagon.

In order to model MH behavior we make the following assumptions:

- MHs move at constant speed, essentially equal to the orbital speed of the satellite, and they cross each cell along its maximum diameter.
- The time $t_i$ it takes a MH to cross a cell is $t_i = (\text{cell\_width} / \text{speed})$.
- A MH remains in the cell where the connection was initiated for $t_f$ time, where $t_f$ is uniformly distributed between 0 and $t_i$; thus, $t_f$ is the time until the first handoff request, assuming that the call does not end in the original cell.
- After the first handoff, a fixed time $t_s$ is assumed between subsequent handoff requests until call termination.

Referring to Figure 28.19, when a new connection is requested in cell $N$, it is associated with a trajectory, consisting of a list $N, N + 1, N + 2, \ldots, N + i, \ldots$ of cells that the connection may visit during its lifetime. For a generic call $C$, we let $H$ be the random variable denoting the holding time of $C$. We assume that $H$ is exponentially distributed with mean $(1/\mu)$.

Assume that $C$ was accepted in cell $N$. After $t_f$ time units, $C$ is about to cross into cell $N + 1$. Let $p_f$ be the probability of this first handoff request. Clearly,

$$p_f = Pr[H > t_f] = \frac{1}{t_f} \int_0^{t_f} e^{-\mu t} \, dt = \frac{1 - e^{-\mu t_f}}{\mu t_f}. \quad (28.5)$$

Due to the memoryless property of the exponential distribution, the probability of the $(k+1)$th, $(k \geq 1)$, handoff request is

$$\begin{align*}
Pr[H > t_f + k \cdot t_s | H > t_f + (k - 1) \cdot t_s] &= \frac{Pr[H > t_f + k \cdot t_s]}{Pr[H > t_f + (k - 1) \cdot t_s]} = \frac{e^{-\mu (t_f + k \cdot t_s)}}{e^{-\mu (t_f + (k - 1) \cdot t_s)}} = e^{-\mu t_s}.
\end{align*}$$

![FIGURE 28.19 Illustrating the trajectory of a connection.](image-url)
which, as expected, is independent of $k$. Consequently, we will let

$$p_s = e^{-\mu t_s} \tag{28.6}$$

denote the probability of a subsequent handoff request. It is important to note that $t_f$, $t_s$, $p_f$, and $p_s$ are mobility parameters that can be easily evaluated by the satellite using its on-board processing capabilities.

When a MH requests a new connection $C$ in a given cell, it provides the following parameters:

- The desired class of traffic for $C$ (either I or II)
- $M_C$: the desired amount of bandwidth for the connection
- If the request is for a Class I connection the following parameters are also specified:
  - $m_C$: the minimum acceptable amount of bandwidth, that is the smallest amount of bandwidth that the source requires in order to maintain acceptable quality, for example, the smallest encoding rate of its codec.
  - $\theta_C$: the largest acceptable call dropping probability that the connection can tolerate.
  - $1/\mu_C$: the mean holding time of $C$.

### 28.4.2 The PRAS Bandwidth Reservation Strategy

The PRAS handoff admission policies distinguish between Classes I and II. Class I handoffs are admitted only if their minimum bandwidth requirements can be met. However, Class II handoff requests will be accepted as long as there is some bandwidth left in the cell. Thus, bandwidth reservation only pertains to Class I handoffs. The basic idea of PRAS is to reserve for each accepted Class I connection a certain amount of bandwidth in each cell along its trajectory.

Let $p_h$ denote the handoff failure probability of a Class I connection, that is, the probability that a handoff request is denied for lack of resources. Let $S_i$ denote the event that a Class I connection $C$ admitted in cell $N$ goes successfully through $i$ handoffs and will, therefore, show up in cell $N + i$. It is easy to confirm that the probability of $S_i$ is

$$\Pr[S_i] = p_f \cdot (1 - p_h) \cdot [p_s \cdot (1 - p_h)]^{i-1}. \tag{28.7}$$

Equation (28.7) suggests the following natural reservation strategy: in preparation for the arrival of connection $C$, an amount of bandwidth equal to

$$B_{N+i} = m_C \cdot \Pr[S_i], \tag{28.8}$$

will be reserved in cell $N + i$, ($i \geq 1$), during the time interval $I_{N+i} = [t_C + t_f + (i - 1)t_s, t_C + t_f + it_s]$, where $t_C$ is the time $C$ was admitted into the system.

It is worth noting that PRAS is lightweight: since the mobility parameters $t_f$ and $t_s$ are readily available, and since the trajectory of connection $C$ is a straight line, the task of computing for every $i > 1$ the amount of bandwidth $B_{N+i}$ to reserve as well as the time interval $I_{N+i}$ during which $B_{N+i}$ must be available is straightforward.

The bandwidth reservation strategy discussed earlier is meant to ensure that the parameter $p_h$ is kept as low as possible. We emphasize here that $p_h$ and CDP are not the same: while $p_h$ quantifies the likelihood that an arbitrary Class I handoff request is denied, CDP has a long-term flavor denoting the probability that a Class I connection will be dropped at some point during its lifetime. It is straightforward to show that

$$\text{CDP} = p_f \cdot p_h + p_f \cdot (1 - p_h) \cdot p_s \cdot p_h + \cdots = p_f \cdot p_h \sum_{i=0}^{\infty} [p_h(1 - p_h)]^i = \frac{p_f \cdot p_h}{1 - p_h(1 - p_h)} \tag{28.9}$$
where the first term in Equation (28.9) is the probability that the call will be dropped on the first handoff attempt, the second term denotes the probability that the call will be dropped on the second attempt, and so on.

We now point out a strategy for ensuring that for an accepted Class I connection $C$ the negotiated CDP is maintained below the specified threshold $\theta_C$. Thus, the goal is to ensure that $\text{CDP} < \theta_C$. By Equation (28.9) this amounts to insisting that

\[
\frac{p_f \cdot p_h}{1 - p_s (1 - p_h)} < \theta_C.
\]

Solving for $p_h$ we get,

\[
p_h < \frac{\theta_C \cdot (1 - p_s)}{p_f - \theta_C \cdot p_s}. \tag{28.10}
\]

All the quantities in the right-hand side of Equation (28.10) are either specified by the connection or can be determined by the satellite from the mean holding time of $C$ by using Equations (28.5) and (28.6). Thus, in order to enforce the CDP commitment, the satellite keeps track of the handoff failure probability $p_h$ for Class I connections. If $p_h$ is close to the value of the right-hand side of Equation (28.10) new calls are temporarily blocked.

### 28.4.3 The PRAS Call Admission Strategy

The PRAS call admission strategy involves two criteria. The first call admission criterion, which is local in scope, applies to both Classes I and II connections, attempting to ensure that the originating cell has sufficient resources to provide the connection with its desired amount of bandwidth.

The second admission control criterion, which is global in scope, applies to Class I connections only, attempting to minimize the chances that, once accepted, the connection will be dropped later due to a lack of bandwidth in some cell into which it may handoff.

Consider a request for a new Class I connection $C$ in cell $N$ at time $t_C$ and let $t_f$ be the estimated residence time of $C$ in $N$. Referring to Figure 28.20, the key observation that inspired our second criterion is that when $C$ is about to handoff into cell $N + i$, ($i \geq 1$), the connections resident in $N + i$ are likely to be those in region $A$ of cell $N$ and those in region $B$ of cell $N + 1$. More precisely, these regions are defined as follows:

- A connection is in region $A$ if at time $t_C$ its residual residence time in cell $N$ is less than $t_f$
- A connection is in region $B$ if at time $t_C$ its residual residence time in cell $N + 1$ is larger than $t_f$

![Figure 28.20](image_url)  
Illustrating the sliding window concept for call admission.
As illustrated in Figure 28.20 these two regions define a window of size \( t_s \) anchored at \( t_C \). Let \( R_{N+i} \) be the projected bandwidth that has been reserved in cell \( N + i \) for the connections in this window. The task of estimating \( R_{N+i} \) can be handled by the satellite in, essentially, two ways. First, if enough on-board computational power is available, such a sliding window is maintained for each cell in the footprint. On the other hand, in the presence of reduced on-board capabilities \( R_{N+i} \) can be estimated as follows. Let \( D_N \) and \( D_{N+1} \) be the total projected bandwidth requirements for Class I connections currently in cells \( N \) and \( N + 1 \), respectively. It is natural to approximate \( R_{N+i} \) by the following weighted average of \( D_N \) and \( D_{N+1} \):

\[
R_{N+i} = \frac{t_f}{t_s} \cdot D_N + (1 - \frac{t_f}{t_s}) \cdot D_{N+1}. \tag{28.11}
\]

To justify Equation (28.11) let \( S \) denote the area of a cell. Clearly, the areas covered by regions A and B are, respectively, \((t_f/t_s) \cdot S \) and \((1 - (t_f/t_s)) \cdot S \). Now, assuming that \( D_N \) and \( D_{N+1} \) are uniformly distributed in cells \( N \) and \( N + 1 \), respectively, it follows that the projected bandwidth reserved for Class I connections in A and B is, respectively, \((t_f/t_s) \cdot D_N \) and \((1 - (t_f/t_s)) \cdot D_{N+1} \) and their sum is exactly \( R_{N+i} \).

Observe that if the residual bandwidth available in cell \( N + i \) once \( R_{N+i} \) has been committed is less than the projected bandwidth needs of connection \( C \), it is very likely that \( C \) will be dropped. In the face of this bleak outlook connection \( C \) is not admitted into the system. Thus, the second admission criterion acts as an additional safeguard against a Class I connection being accepted only to be dropped at some later point.

### 28.4.4 Simulation Results

Our goal was to assess the performance of PRAS in terms of keeping the CDP low and bandwidth utilization high. For this purpose, we have compared PRAS to a fixed-rate scheme that sets aside 5% of the bandwidth for exclusive use of Class I handoffs.

In our simulation model we adopted some of the parameters of the Iridium system [22] where the radius of a cell is 212.5 km and the orbital speed of the satellites is 26,000 km/h. This implies that \( t_s \approx 65 \) sec. Residence times in the originating cells are uniformly distributed between 0 and 65 sec.

We have simulated a one-dimensional array of 36 cells each with a static bandwidth allocation of 30 Mbps. Thus, in the fixed reservation scenario, an amount of bandwidth equal to 1.5 Mbps (i.e., 5% of 30 Mbps) is set aside for Class I handoffs.

The results of the simulation are shown in Figures 28.21 to 28.23. First, Figure 28.21 is plotting the call dropping probability for Class I connections against call arrival rate. The graphs in the figure confirm that PRAS offers a very low CDP, outperforming the fixed reservation policy.

Next, Figure 28.22 illustrates the combined call dropping probability of Classes I and II traffic against call arrival rate.

It is well-known that the goals of keeping the call dropping probability low and that of keeping the bandwidth utilization high are conflicting. It is easy to ensure a low CDP at the expense of bandwidth utilization and similarly, it is easy to ensure a high bandwidth utilization at the expense of CDP [13, 35]. The challenge, of course, is to come up with a handoff management protocol that strikes a sensible balance between the two. As Figure 28.23 shows, PRAS features a high bandwidth utilization in addition to keeping the call dropping probability low.

### 28.5 Directions for Further Research

Our simulation results have shown that the borrowing schemes presented in Sections 28.3.2 and 28.3.3 are very promising new tools for QoS provisioning in cellular networks. Some other researchers have briefly mentioned the possibility, but no one has explored it in detail or introduced a specific algorithm. Despite the slightly better performance of MBS over EBS we believe that EBS is superior due to its property of...
FIGURE 28.21 Call dropping probability for Class I traffic.

FIGURE 28.22 Combined call dropping probability for Classes I and II traffic.

FIGURE 28.23 Illustrating bandwidth utilization.
changing a connection’s bandwidth in small increments. But even with this feature, bandwidth borrowing subjects connections to possibly frequent fluctuations in the amount of bandwidth they are provided. In the schemes we have used for comparison and most others proposed in the literature, the only fluctuation in the bandwidth provided would occur due to a handoff.

Using EBS in a simulation run at a rate of one connection per second, we found that the bandwidth supplied to a connection fluctuated an average of once every 10 sec. It would be desirable to refine the borrowing algorithm to smooth out this fluctuation by adjusting the requirements for borrowing, and, in particular, for returning bandwidth, without significantly affecting the very low CDP and CBP achieved by the scheme.

- **Research Topic 1:** Smooth the fluctuations in supplied bandwidth caused by the rate-based borrowing algorithm of EBS.

Bandwidth borrowing also decreases the probability that calls will always be provided their desired amount of bandwidth. In simulation we noticed that the calls that lost bandwidth during a handoff were always steadily replenished; however, they were often operating at a level below their desired. In the case of adaptive multimedia applications it makes sense to introduce a new QoS parameter that specifies the fraction of time that a connection spends operating below its desired or expected bandwidth level. It would be interesting to incorporate such a QoS parameter into cellular networks.

- **Research Topic 2:** Measure and control the time that connections spend operating at levels below expected.

Our extensive simulations have shown that the values chosen for $r$ (the fixed reservation pool size), $f$ (the fraction of the BLT value made available for borrowing), and $\lambda$ (the number of shares) all have a marked impact on the performance results. Future research will involve finding optimal values for these parameters, understanding how they relate to each other and to the QoS parameters, and determining whether they can be adjusted dynamically to further increase network performance.

- **Research Topic 3:** Analyze the effects of $r$, $f$, and $\lambda$, and evaluate the merits of making them adapt to network conditions.

In LEO satellite networks, the exact knowledge of the speed and direction of the MHs makes predictive reservation more successful than simple fixed reservation. For the cases when a handoff call still does not find enough resources, it makes sense that the rate-based borrowing scheme would work well. We intend to add the borrowing scheme to the predictive reservation scheme for LEO satellite systems.

- **Research Topic 4:** Incorporate rate-based borrowing in reservation scheme for LEO networks.

As discussed earlier, EBS, MBS, and PRAS have dealt only with admission control and resource reservation in networks where a fixed channel allocation scheme is assumed (i.e., each cell has the same amount of bandwidth). It is likely that other methods of reducing the CDP and CBP, such as handoff queuing dynamic channel allocation would be complementary to these schemes. It would be interesting to add a dynamic resource allocation and (inter-cell) borrowing algorithm to the intra-cell borrowing one. We believe that this would improve performance on all fronts — lowering the CDP and CBP, as well as providing even more smoothing if free resources are borrowed from neighboring cells first, and borrowing from local connections happens only as a last resort.

- **Research Topic 5:** Enhance intra-cell resource borrowing with the addition of dynamic channel allocation and inter-cell borrowing.

The concept of bundling a set of streams into a single multimedia session has been well-researched for wireline networks and just recently explored in wireless networks. We believe that the idea of session-level QoS negotiation would fit very well with our provisioning schemes. A session would identify its component streams and their attributes, allowing for decisions at handoff time such as dropping one
substream temporarily in order to continue the whole session. Borrowing could be allowed from one substream but not from another, in order to preserve the best possible overall QoS for the session.

- **Research Topic 6:** Provide QoS guarantees to multimedia sessions.

All algorithms reviewed in this chapter divide traffic into just Class I and Class II, real-time, and nonreal-time. Class I is given priority over Class II. It would be of interest to consider a general set of classes, that are distinguished from one another not by traffic type but by a user- or network-defined priority. The most obvious example of this is priorities based on price. In which case, for example, a customer with a telnet connection who insisted on a very low CDP and on maintaining consistent bandwidth across handoffs could pay for that privilege, while a customer with a video connection might be willing to risk a high dropping probability in order to save money.

- **Research Topic 7:** Extend existing schemes to apply to \( n \) classes of traffic distinguished by user- or network-specified priority rather than traffic type.
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TCP over Wireless Networks

29.1 Introduction

Because of the low loss nature of wired links, TCP assumes that packet losses occur mostly due to congestion. TCP reacts to congestion by decreasing its congestion window [1], thus reducing network utilization. In wireless networks, however, losses may occur due to the high bit-error rate of the transmission medium or due to fading or mobility. TCP still reacts to losses according to its congestion control scheme, thus unnecessarily reducing the network utilization. This chapter discusses proposals to address this problem.

A typical wireless network system model is depicted in Figure 29.1. Although we depict the wireless hop as the last hop, and depict the mobile unit to be the TCP receiver most of the time, this chapter is not limited to considering that particular scenario. This model can represent both wireless local area networks (WLANs) such as 802.11 networks, and wireless wide area networks (WWANs) such as CDPD and GPRS networks. In ad hoc networks, on the other hand, there is no required infrastructure (such as base stations (BSs)), and nodes can organize themselves to establish communication routes. Satellite networks allow various configurations with potentially multiple wireless hops. Our focus in this chapter...
Handling wireless losses may or may not be transparent to the sender. In other words, the sender implementation may be modified to be aware of losses due to wireless links, or local recovery can be used to handle such losses. The latter method shields the sender from knowing about the wireless link. A special case of this method terminates each TCP connection at the wireless interface (the base station), which in turn uses some other reliable connection to connect to the destination. This solution is referred to as a split-connection.

In this chapter, we compare and contrast a number of wireless TCP proposals. We find that some TCP sender adaptations work well for certain environments only, while others are generally useful. Local recovery works best when the wireless link delay is short, and split connection schemes allow application/transport level optimizations, but exhibit high overhead and lack flexibility and robustness.

The remainder of the chapter is organized as follows. Section 29.2 briefly reviews basic TCP congestion control. Section 29.3 discusses the characteristics of wireless media that affect performance of TCP. Section 29.4 classifies the main mechanisms proposed to solve the wireless transport problem. Section 29.5 presents a comparative study of the various mechanisms. Section 29.6 summarizes standardization efforts at the IETF. Finally, Section 29.7 concludes the chapter.

### 29.2 Reno TCP Congestion Control

A TCP connection starts off in the slow start phase [2]. The slow start algorithm uses a variable called congestion window (cwnd). The sender can only send the minimum of cwnd and the receiver advertised window, which we call rwnd (for receiver flow control). Slow start tries to rapidly reach equilibrium by opening up the window very quickly. The sender initially sets cwnd to 1 (RFC 2581 [1] suggests an initial window size value of 2 and RFC 2414 [3] suggests min\(4 \times \text{MSS}, \text{max}(2 \times \text{MSS}, 4380 \text{ bytes})\)), and sending one segment. (MSS is the maximum segment size.) For each ACK that the sender receives, the cwnd is increased by one segment. Increasing by one for every ACK results in an exponential increase of cwnd over round trips, as shown in Figure 29.2.

TCP uses another variable ssthresh, the slow start threshold. Conceptually, ssthresh indicates the “right” window size depending on current network load. The slow start phase continues as long as cwnd is less than ssthresh. As soon as cwnd crosses ssthresh, TCP goes into congestion avoidance. In congestion avoidance, for each ACK received, cwnd is increased by \(1/cwnd\) segments. This is approximately equivalent to increasing cwnd by one segment in one round trip (an additive increase), if every segment is acknowledged, as shown in Figure 29.2.

The TCP sender assumes congestion in the network when it times out waiting for an ACK. ssthresh is set to \(\text{max}(2, \text{min}(\text{cwnd}/2, \text{rwnd}))\) segments, cwnd is set to one, and the system goes to slow start [1]. If a TCP receiver receives an out of order segment, it immediately sends back a duplicate ACK (DUPACK) to the sender. The fast retransmit algorithm uses these DUPACKs to make retransmission decisions. If the sender receives \(n\) DUPACKs \((n = 3\) was chosen to prevent spurious retransmissions due to out-of-order delivery), it assumes loss and retransmits the lost segment without waiting for the retransmit timer to
go off. It also updates ssthresh. **Fast recovery** keeps track of the number of DUPACKs received and tries to estimate the amount of outstanding data in the network. It inflates \( cwnd \) (by one segment) for each DUPACK received, thus maintaining the flow of traffic. The sender comes out of fast recovery when the segment whose loss resulted in the duplicate ACKs is acknowledged. TCP then deflates the window by returning it to ssthresh, and enters the congestion avoidance phase. Variations on TCP congestion control include NewReno, SACK, FACK, and Vegas, presented in References 4 to 8.

### 29.3 Characteristics of Wireless Media

Certain characteristics of wireless media affect TCP performance. These characteristics include:

- **Channel losses**: Signals carried by wireless media are subject to significant interference from other signals, and subsequently, losses due to modification of bits while frames are being transmitted. These losses are difficult to recover from at the link layer despite the presence of error correction techniques. Retransmission can be performed at the link layer or at the transport layer (TCP). TCP performance is affected by frequent link layer losses, since TCP assumes all losses occur due to congestion, and invokes the congestion control algorithms upon detecting any loss.

- **Low bandwidth**: Bandwidth of wireless links may be low, which can sometimes result in buffer overflows at the base station and high observed round trip times (RTTs) [9].

- **Signal fading**: Interference from physical factors like weather, obstacles, unavailability of channels, overlapping areas of different cells, and mobility can result in signal fading and blackouts. Such blackouts can exist for prolonged periods of time.

- **Movement across cells**: Mobility of a wireless host involves addressing connection handoff. In addition to the link layer state that has to be handed off, the base station may maintain transport-layer connection state, which may need to be handed off. Signal fading may also occur when a host moves across cells, as discussed earlier.

- **Channel asymmetry**: In many cases, the sending entity (e.g., base station) gets more transmission time/bandwidth than the receiving entity (e.g., mobile device). This can lead to TCP acknowledgments being queued for transmission at the link layer of the receiving entity. Therefore, longer round trip times are observed by the TCP sender and traffic becomes more bursty.

- **Link latency**: Wireless links may exhibit high latencies. When such latencies are a significant fraction of the total round trip times observed by TCP, the retransmission timeouts of TCP are set to high values, which subsequently affects TCP performance. Such conditions occur in wireless WANs and satellite networks. In addition, high variance in the measured round trip times impacts the TCP RTT estimation algorithm [9].

### 29.4 Wireless TCP Mechanisms

Several mechanisms have been proposed to enhance the performance of TCP over wireless links. The proposed approaches can be classified as end-to-end, local recovery, or split connection. We briefly
29.4.1 End-to-End Mechanisms

End-to-end mechanisms solve the wireless loss problems at the transport layers of the sender and receiver. We examine the main proposals in this section. Other alternatives being standardized are discussed in Section 29.6.

29.4.1.1 Selective Acknowledgments

TCP selective acknowledgments (SACK) [10,6,7] uses the options field of TCP to precisely inform the sender which segments were not received. This enables the sender to retransmit only those segments that are lost, thereby not unduly wasting network bandwidth. TCP SACK was proposed as a solution to recover from multiple losses in the same window without degrading the throughput of the connection. The same idea can be applied to networks with wireless hops to aid the sender in recovering from noncongestion related losses. TCP still performs congestion control as in References 6 or 7 upon detecting packet loss even if it is on the wireless link as there is no way to deduce where the loss occurred.

29.4.1.2 SMART Retransmissions

A simple method to aid retransmissions (SMART) [11] decouples flow and error control. Each ACK packet from the receiver carries both the standard cumulative ACK and the sequence number of the packet that initiated the ACK. This informs the sender of the packet that is lost, so that the sender can selectively retransmit. SMART uses a different heuristic to detect lost retransmissions. SMART also avoids the dependence on timers for the most part except for the worst case when all packets and all ACKs are lost. The scheme uses two different buffers and windows: an error-control window at the receiver for buffering the out-of-sequence packets, and a flow-control window at the sender for buffering unacknowledged packets. Thus, error control and flow control are decoupled.

29.4.1.3 TCP Probing

With TCP probing [12], when a data segment is delayed or lost, the sender, instead of retransmitting and reducing the congestion window size, enters a probe cycle. A probe cycle entails exchanging probe segments between the sender and receiver to monitor the network. The probes are TCP segments with header options and no payload. This helps alleviate congestion because the probe segments are small compared to the retransmitted segments. The cycle terminates when the sender can make two successive RTT measurements with the aid of receiver probes. In case of persistent errors, TCP decreases its congestion...
window and threshold. But for transient random errors, the sender resumes transmission at the same window size it used before entering the probe cycle.

29.4.1.4 TCP Santa Cruz
TCP Santa Cruz [13], like TCP probing, makes use of the options field in the TCP header. The congestion control algorithm is based on relative delays that packets experience with respect to one another in the forward direction — an idea that was first introduced in TCP Vegas [18]. Therefore, ACK losses and reverse path congestion do not affect the throughput of a connection. The scheme also improves the error recovery mechanism by making better RTT estimates than other TCP implementations. Retransmissions are included in making RTT estimates to take into consideration the RTT during congestion periods. TCP Santa Cruz uses selective acknowledgments (SACK).

29.4.1.5 Negative Acknowledgments
Negative ACKs (NAKs) can be included in the options field of the TCP header to explicitly indicate which packet has been received in error so that retransmission of that packet can be initiated quickly. This is under the assumption that a corrupted packet can still reach the destination and that the source address of the packet is still known. The sender, on receiving a NAK, can retransmit the packet without modifying the congestion window size. RTT measurement from the retransmitted packets is ignored to avoid inflating the RTT estimate.

29.4.1.6 Wireless TCP (WTCP99)
Wireless TCP (WTCP99) [9] uses rate-based transmission control — not a self-clocking window-based scheme like TCP. (We call this WTCP99 to distinguish it from a number of earlier proposals, which also used the name WTCP.) The transmission rate is determined by the receiver using a ratio of the average inter-packet delay at the receiver to the average inter-packet delay at the sender. The sender transmits its current inter-packet delay with each data packet. The receiver updates the transmission rates at regular intervals based on the information in the packets, and conveys this information to the sender in the ACKs. WTCP99 computes an appropriate initial transmission rate for a connection based on a packet-pair approach. This is useful for short-lived connections in wireless wide area networks (WWANs) where round trips are long. WTCP99 achieves reliability by using selective ACKs [10]. No retransmission timeouts are triggered as it is difficult to maintain good round trip time estimates. Instead, the sender goes into “blackout mode” when ACKs do not arrive at sender-specified intervals. In this mode, the sender uses probes to elicit ACKs from the receiver, similar to TCP probing [12].

29.4.1.7 ACK Pacing
ACK pacing [14] is a rate based approach to ACK generation at the receiver. ACK pacing results in rate-controlled sender packets, and hence avoids bursty traffic that can result in packet losses, delays, and lower throughput. Pacing, however, does not help distinguish between congestion losses and wireless losses.

29.4.1.8 TCP Westwood
TCP Westwood (TCPW) [15] estimates the effective bandwidth at the TCP sender, without any modifications to the TCP receiver. Bandwidth estimation is based on the returning ACKs. A duplicate ACK (DUPACK) updates the bandwidth estimate (BWE) since it notifies the sender that a data packet was received at the destination, even though the packet was out-of-order. When \( n \) DUPACKs are received, the slow start threshold is updated as follows:

\[
ssthresh = \frac{BWE \times RTT_{\text{min}}}{SS}
\]  

(29.1)

where RTT_{\text{min}} is the minimum measured RTT, and SS is the TCP segment size. The congestion window is set to ssthresh if it currently exceeds the new ssthresh value. Thus, the connection speed remains close to
network capacity if BWE is high. This approach is called “faster recovery.” In the case of timer expiration, ssthresh is set to minimum (Equation [29.1]; 2), and the congestion window is set to 1 as in TCP Reno. The slow start and congestion avoidance phases are also similar to TCP Reno, and therefore TCPW is “TCP-friendly.” Fairness among users cannot be guaranteed if bottlenecks exist on the backward links, since DUPACKs of certain connections are dropped. TCPW is unsuitable for networks with load that is highly dynamic, since measurements may not reflect the current network state.

29.4.1.9 pTCP
pTCP [16] was specifically designed for mobile hosts with multiple heterogeneous interfaces. The basic assumption in this work is that a mobile host wishes to use its interfaces simultaneously for a single application connection. pTCP stripes data across these interfaces in order to achieve bandwidth aggregation at the receiver. Both application-layer and link-layer data striping approaches are demonstrated to be inferior to transport layer approaches due to reasons such as (1) fluctuating bandwidth and data rates, (2) increased application complexity, and (3) presence of multiple congestion control schemes that may be used at the different interfaces. The basic philosophy of pTCP mandates decoupling reliability and congestion control, striping data based on the congestion window of the individual pipes, reassigning windows dynamically, and supporting different congestion control mechanisms. Mobility and handoffs may reduce the effectiveness of this approach because some pipes may be stalled during handoffs. pTCP may exhaust host resources due to maintaining significant state. It also has the disadvantage of not being TCP-friendly.

29.4.1.10 TCP-Peach
TCP-Peach [17] is primarily targeted at satellite networks and avoids problems such as the long duration of the slow start phase caused by the long satellite propagation delays, the low rate imposed on the sender due to the long RTT, and the high error rate of the wireless environment. TCP-Peach uses a Sudden Start mechanism instead of slow start. In Sudden Start, a number of dummy segments are sent during each RTT (in addition to data segments) and the congestion window grows with returning ACKs for these dummy segments as well as data. These dummy segments have lower priority than data and therefore intermediate routers can drop them in times of congestion. TCP-Peach also proposes a Rapid Recovery algorithm for handling packet losses that are not due to congestion. This algorithm is executed after the execution of the Fast Recovery algorithm when n DUPACKs are received. In the Rapid Recovery phase, n dummy segments are sent to probe the availability of network resources. According to the number of received ACKs for the dummy segments, the sender can determine whether the loss was due to congestion or channel errors.

A problem with TCP-Peach is that it requires awareness from the sender, receiver, and intermediate routers (for priority drop of dummy segments). This limits its deployability. Another subtle point is that its approach for increasing the congestion window using dummy segments is aggressive, and thus not TCP-friendly.

29.4.1.11 Explicit Bad State Notification (EBSN)
Losses on the wireless link of a connection may cause timeouts at the sender, as well as unnecessary retransmissions over the entire wired/wireless network. The EBSN scheme [18] proposes sending EBSN messages from the base station to the sender whenever the base station is unsuccessful in transmitting a packet over the wireless network. This scheme is not end-to-end, but we discuss it here because it requires sender support like most end-to-end schemes.

EBSN receipt at the sender re-starts the TCP timer and prevents the sender from decreasing its window when there is no congestion. Although this scheme requires modifications to the TCP implementation at the sender, the required changes are minimal, no state maintenance is required, and the clock granularity (timeout interval) has little impact on performance.
29.4.1.12 Explicit Loss Notification (ELN) Strategies

Like EBSN, ELN is not purely end-to-end. ELN has been proposed to recover from errors that occur when the wireless link is the first hop [19]. A base station is used to monitor TCP packets in either direction. When the receiver sends DUPACKs, the base station checks if it has received the packet that triggered the DUPACKs. If not, then the base station sets an ELN bit in the header of the ACK to inform the sender that the packet has been lost on the wireless link. The sender can then decouple retransmission from congestion control, that is, it does reduce the congestion window. In contrast to Snoop [20] (discussed further), the base station need not cache any TCP segments in this case, because it does not perform retransmission.

29.4.1.13 Receiver-Based Congestion Control

The rationale behind receiver-based congestion control is two-fold. First, since the mobile host has better knowledge of the channel conditions than the sender, it is more practical in terms of scalability and deployment to let the receiver make congestion control, power management, and loss recovery decisions. This relieves the sender from having to be aware of all possible congestion control implementations optimized for each wireless technology. Second, mobile hosts are becoming multi-homed, and a host may belong to multiple domains. With multiple heterogeneous interfaces, it is preferable that the receiver control the type, timing, and amount of data to receive. This is important for: (1) seamless handoffs (no packet losses), (2) server migration (minimum state transfer among senders), and (3) bandwidth aggregation (mobile host coordination of its heterogeneous interfaces to gain bandwidth). In addition, receiver-based protocols are less sensitive to path asymmetry [21]. Receiver-based transport protocols, however, may require extra processing and energy at the mobile host.

Examples of receiver-based transport protocols include [21–24]. Spring et al. [23] proposed receiver-based bandwidth sharing among connections running on low bandwidth access links. To achieve this, TCP connections are prioritized according to the application. The receiver is more capable of setting these priorities than the sender, and it is also more aware of the bandwidth on the wireless access link. The receiver controls the bandwidth share of each connection by manipulating the receive socket buffer size, thus overriding the advertised window of each open socket. This indirectly manipulates the sliding window of the sender. The main disadvantage of this approach is that it requires knowledge of link capacity. In addition, long-lived data transfers may be starved in this approach because short-lived transfers and interactive applications have higher priority.

The BandWidth Sharing System (BWSS) [22] handles the problem of last hop access links that are bottlenecked due to limited capacity. As in Reference 23, bandwidth sharing among multiple TCP flows is based upon user preferences. The receiver estimates and manipulates the RTT of each flow and controls the advertised window. This approach provides weighted bandwidth shares to users, which makes it suitable for interactive applications.

The Reception Control Protocol (RCP) [21] delegates the responsibility of flow control, congestion control, and reliability to the receiver. The receiver sends the first request for data (REQ) to the sender with the initial sequence numbers. The sender replies by sending the first data segment, and transmission proceeds similarly afterwards. RCP gives flexibility for server migration and seamless handoffs, TCP friendliness, intelligent loss recovery, scalable congestion control, and efficient power management.

TCP-Real [24] hands the receiver the responsibility of error detection and classification, and decision making in case of packet loss. The congestion avoidance technique is slightly different from TCP. The congestion window is modified based on an estimate of current channel contention. This reduces unnecessary transmission gaps and optimizes TCP-Real for handling time-constrained applications. TCP-Real goodput is unaffected by path asymmetry, and its rate is TCP-friendly.

29.4.2 Split Connection Mechanisms

In this class of mechanisms, the TCP connection is split at the base station. TCP is still used from the sender to the base station, whereas either TCP or some other reliable connection-oriented transport protocol is used between the base station and the receiver. The TCP sender is only affected by the congestion in
the wired network and hence the sender is shielded from the wireless losses. This strategy has the advantage that the transport protocol between the base station and mobile node can make use of its knowledge of the wireless link characteristics, or even of the application requirements. The problem with these proposals, however, is their efficiency, robustness, and handoff requirements.

### 29.4.2.1 Indirect TCP (I-TCP)

Indirect TCP (I-TCP), proposed in 1994–1995, was one of the earliest wireless TCP proposals. With I-TCP, a transport layer connection between a mobile host and a fixed host is established as two separate connections: one over the wireless link and the other over the wired link with a "mobile support router" at the junction [25]. Packets from the sender are buffered at the mobile support router until transmitted across the wireless connection. A handoff mechanism is proposed to handle the situation when the wireless host moves across different cells. A consequence of using I-TCP is that the TCP ACKs are not end-to-end thereby violating the end-to-end semantics of TCP.

### 29.4.2.2 Mobile TCP (M-TCP)

Mobile TCP (M-TCP) also uses a split connection based approach, but tries to preserve end-to-end semantics [26]. M-TCP adopts a three level hierarchy. At the lowest level, mobile hosts communicate with mobile support stations in each cell, which are in turn controlled by a "supervisor host." The supervisor host is connected to the wired network and serves as the point where the connection is split. A TCP client exists at the supervisor host. The TCP client receives each segment from the TCP sender and passes it to an M-TCP client to send it to the wireless device. Thus, between the sender and the supervisor host, standard TCP is used, while M-TCP is used between the supervisor host and the wireless device. M-TCP is designed to recover quickly from wireless losses due to disconnections and to eliminate serial timeouts. TCP on the supervisor host does not ACK packets it receives until the wireless device has acknowledged them. This preserves end-to-end semantics, preserves the sender timeout estimate based on the whole round trip time, and handles mobility of the host with minimal state transformation.

### 29.4.2.3 Mobile End Transport Protocol (METP)

METP proposes the elimination of the TCP and IP layers from the wireless hosts and replacing them with an METP designed specifically to run directly over the link layer [27]. This approach shifts the IP datagram reception and reassembly for all the wireless hosts to the base station. The base station also removes the transport headers from the IP datagram. The base station acts as a proxy for TCP connections. It also buffers all the datagrams to be sent to the wireless host. These datagrams are sent using METP and a reduced header, thus providing minimal information about source and destination addresses and ports, and connection parameters. In addition, the base station uses retransmissions at the link layer to provide reliable delivery at the receiver. It does not require any change in the application programs running on the wireless host as the socket API is maintained as in a normal TCP/IP stack. However, when handoff occurs, all the state information needs to be transferred to the new base station.

### 29.4.2.4 Wireless Application Protocol (WAP)

In 1997, the WAP forum was founded by Ericsson, Nokia, Motorola, and Phone.Com (formerly Unwired Planet). The WAP Forum consolidated into the open mobile alliance (OMA) in 2002 [28].

Like METP, WAP includes a full protocol stack at the receiver, as well as gateway support. The WAP protocol layers are shown in Figure 29.4. The top WAP layer, the Wireless Application Environment (WAE), establishes an environment to allow users to build applications that can be used over a wide variety of wireless systems. WAE is composed of user agents such as browsers, text editors, date book, or phone book. WAE also includes scripting, high-level programming languages, and image formats. WAE uses languages such as WMLScript (similar to JavaScript) and WML (similar to HTML).

The wireless session protocol (WSP) handles communication between the client and proxy or server. WSP opens a session of communication between client and server, exchanges encoded data, exchanges requests and replies, and supports several asynchronous transmission modes of data.
The wireless transaction protocol (WTP) handles transactions, re-transmission of data, and separation and concatenation of data. The protocol has a separate interface that manages and referees the WTP layer and the settings of the handheld device. This management application is known as the WTP Management Entity. For WTP to work, the following must hold: (1) The handheld device is within the coverage area of base agent; (2) The handheld device is turned on and is reliable; (3) Resources are adequate, for example, CPU and memory; and (4) WTP settings are correct.

The wireless transport layer security (WTLS) is the layer that handles security of data and validity of data between two communicating entities. To transport data, WTLS needs the source address and port number to identify the message creator, and from where the message is being sent, the destination address and port number to which data is being sent, and of course, the data itself. WTLS has a connection interface, which provides a connection protocol between client and server.

The wireless data protocol (WDP) acts as the communication layer between the upper level protocols (WTLS, WTP, and WSP), and the bearer services. The function of WDP is to provide a stable environment so that any of the underlying bearers can operate using WAP. WDP can be adapted to different bearers with different services. However, the services offered by WDP remain constant, thus providing a continuous interface to the upper layers of the WAP stack.

### 29.4.3 Local Recovery Mechanisms

The rationale behind local recovery is that wireless losses are local and hence recovery from them should be local. The mechanisms discussed below entail detecting wireless losses at the base station or at the receiver and using local retransmissions and sometimes forward error correction (FEC) for recovery. This class of mechanisms can be considered as a compromise between the above two categories (end-to-end and split connections) [29].

#### 29.4.3.1 The Snoop Protocol

The Snoop protocol caches TCP packets at the base station [20]. State is maintained for all the TCP connections traversing the base station to the wireless device. The link layer is TCP-aware, thereby making it possible to monitor TCP segments and infer packet losses on the wireless link from duplicate ACKs (DUPACKs). Packet losses are also inferred through local timeouts. Lost TCP segments are retransmitted on the wireless link. This is possible because all TCP segments are cached until ACKs for them arrive from...
the wireless device. Additionally, the DUPACKs are suppressed at the base station in order to prevent the sender from unnecessarily invoking congestion control algorithms. This method appears to work well in wireless local area networks (WLANs) [29].

29.4.3.2 Delayed Duplicate ACKs

Delayed duplicate ACKs (DDA) recovers from wireless losses using link level retransmissions, while delaying the DUPACKs at the receiver to prevent the sender from retransmitting [30]. If the retransmitted packets are received after a time interval \( d \), the DUPACKs are discarded; otherwise they are allowed to return to the sender. DDA, unlike Snoop, is TCP-unaware in that it relies on link level (not TCP-level like Snoop) segments and ACKs. This has the advantage that it can work even when the IP payload is encrypted, such as with IPSEC. However, due to the delaying of all receiver DUPACKs by a time \( d \), the sender may not invoke congestion control algorithms like fast retransmit and recovery (see Section 29.2) and may time-out with both congestion and wireless losses. Thus, DDA works best when congestion loss is minimal.

29.4.3.3 Transport Unaware Link Improvement Protocol (TULIP)

Like DDA, TULIP recovers from wireless losses via link level retransmissions [31]. The protocol is TCP-unaware (though it is aware of reliability requirements). DUPACK generation at the receiver is avoided by only delivering in-order frames to the receiver TCP/IP. Lost packets are detected through a bit vector that is returned as a part of the link layer ACK, which helps immediate loss recovery. TULIP is designed for efficient operation over half-duplex radio channels. It introduces a media access control (MAC) acceleration feature to accelerate the return of link layer ACKs in order to improve throughput.

29.4.3.4 TCP interaction with MAC layer (MACAW)

MACAW [32] investigates the interaction between TCP and MAC layer backoff timers, which may cause unfairness and capture conditions. The authors show these effects are very pronounced in CSMA and FAMA MAC protocols. They propose adding link layer ACKs and a less aggressive backoff policy to improve performance of TCP over these MAC protocols. The new MAC layer protocol is called MACAW.

29.4.3.5 AIRMAIL

AIRMAIL [33] is a popular link layer protocol designed for indoor and outdoor wireless networks. It provides a reliable link layer by using local retransmissions and FEC at the physical layer. The mobile terminal combines several ACKs into a single event-driven ACK, and the base station sends periodic status messages. This, however, entails that no error correction can be done until the ACKs arrive, which can cause TCP to time out if the error rate is high.

29.4.3.6 TCP–DCR

TCP with delayed congestion response (TCP–DCR) [34] delays making congestion control decisions for some time period \( \tau \) after a packet loss is encountered. During this period \( \tau \), local link layer recovery mechanisms are employed. After \( \tau \) elapses, persistent loss is assumed to be due to congestion, and consequently TCP congestion control is employed. Setting the \( \tau \) parameter for TCP–DCR is difficult since it depends on network dynamics. Waiting for some time before making congestion control decisions may worsen the congestion state of the network. Therefore, TCP–DCR is more suitable for environments where errors are mostly due to channel errors.

29.5 Comparison of Wireless TCP Mechanisms

In this section, we compare and contrast wireless TCP mechanisms based on interaction among protocol stack layers, division of responsibilities among entities, complexity, and performance under various conditions.
29.5.1 Interaction Between TCP and the Link Layer

End-to-end mechanisms typically do not need any support from the link layer. On the other hand, approaches based on recovering from a wireless loss locally need substantial support at the link layer. The Snoop protocol [35] monitors and caches TCP segments, and performs local retransmissions of the TCP segments, which necessitates the link layer to be TCP aware. TULIP [31] relies on link layer retransmission and MAC acceleration to improve the throughput of the wireless link. Both TULIP and DDA do not require base station TCP-level support. AIRMAIL [33] relies on event-driven acknowledgments and reliable retransmissions at the link layer. Mobile End Transport Protocol (METP) [27], which uses a split connection, also relies on a reliable retransmission and efficient demultiplexing of the reduced header at the link layer. MACAW [32] uses link layer ACKs and a less aggressive backoff policy to improve the performance of TCP over the link layer.

29.5.2 Interaction Between TCP and the Network Layer

Typically, mechanisms to improve TCP in wireless networks do not need support from the IP layer. With METP [27], however, the IP and TCP layers are transferred from the wireless device to the base station. METP is directly implemented over the link layer and uses link layer reliability mechanisms and reduced headers to improve the throughput in the wireless link. Hence, this requires modifying the network layer at the base station and the wireless device. WAP [28] also modifies the protocol stack on the mobile device, as well as the gateway.

29.5.3 Retransmission Approaches and ACKs

End-to-end mechanisms perform retransmissions at the TCP sender. TCP SACKs [10] are used by the TCP sender to selectively retransmit lost segments. SMART retransmissions [11] infer the packets lost from the additional (receiver-transmitted) sequence number of the packet that caused the cumulative ACK. This eliminates the need for a bit vector in the ACK to specify lost packets. TCP probing [12] enters a probe cycle upon detecting a lost packet instead of retransmitting. This helps in alleviating congestion while continuing to obtain round trip time measurements. TCP Santa Cruz [13] uses an ACK window from the receiver, similar to SACK. In addition, it uses retransmitted packets to obtain the more accurate round trip time measurements. TCP Westwood [15] uses duplicate ACKs to estimate the effective bandwidth of a TCP connection at congestion time.

Local recovery mechanisms perform retransmissions only on the wireless link. The Snoop protocol [30] performs retransmissions of the whole TCP segments on the wireless link upon receipt of DUPACKs at the base station. TULIP [31], delayed DUPACKs [30], and AIRMAIL [33] depend on link layer retransmissions as the base station used need not be TCP-aware. TULIP uses a bit vector in link layer ACKs, similar to SACK at the transport layer.

Split connection mechanisms like I-TCP [25] and M-TCP [26] use a separate connection between the base station and the wireless device. So the retransmissions are done by the transport protocol between the wireless device and the base station as appropriate. Mobile End Transport Protocol [27] uses link layer retransmissions to recover from losses.

29.5.4 Flow Control

Among the approaches we have examined, only WTCP99 [9] and ACK pacing (to some extent) [14] use rate based flow control. In WTCP99, the transmission rate is controlled by the receiver using inter packet delay. The motivation behind this idea is that the round trip time calculation for a wireless WAN is highly susceptible to fluctuations. All the other schemes use window based flow control. With ACK pacing, the sender transmission of packets is controlled by the rate at which ACKs arrive. This avoids bursty traffic and reduced throughput.
29.5.5 Loss Detection and Dependence on Timers

SMART [11] tries to avoid timeouts. The sender discovers lost packets by the additional cumulative ACK information. SMART uses RTT estimates to detect loss of retransmissions. Timers are used only to deal with the worst case where all packets and all ACKs are lost. In schemes like EBSN [18], NAK and ELN [19], where the wireless channel state is explicitly conveyed to the sender, the timeout for the transmitted packets can be reset on the arrival of loss notification. TCP Santa Cruz [13] measures RTTs for retransmissions to provide better RTT estimates. This eliminates the need for timer-backoff strategies where the timeout is doubled after every timeout and retransmission.

In the Snoop approach [20], the base station detects wireless losses from DUPACKs on the reverse path. In situations when wireless channel losses are very high and loss detection is hampered, it uses a timer, set to a fraction of the wireless RTT to perform local retransmissions. Using coarse TCP timers and fine link layer timers avoids retransmission contention between the two layers. However, unnecessary link layer transmissions may result in out-of-order packets at the receiver which generates DUPACKs, resulting in retransmissions.

29.5.6 Effect of Path Asymmetry

Cumulative ACK schemes used in most TCP implementations offer robustness from ACK losses occurring on the reverse path from the receiver to the sender. In cases where ACKs follow slower or more congested links than data packets, RTT estimates at the sender may be inflated and do not reflect the forward path state.

This can create a problem for TCP Westwood [15] since it relies on returning DUPACKs for bandwidth estimation, and consequently slow start threshold and congestion window size updates. This can also be problematic to TCP-Peach [17], since it may affect the order and RTT of dummy segments, thus resulting in inaccurate estimation of network resources.

TCP Santa Cruz [13] avoids this problem by making use of only forward delay measurements for congestion control. WTCP99 [9] makes use of the ratio of inter packet delay at the receiver and the sender for congestion control and, therefore, avoids the RTT inflation problem.

29.5.7 Effect of Wireless Link Latency on RTT

Local recovery schemes such as References 20 and 34 use either TCP or link layer retransmissions. Such schemes operate under the assumption that the wireless link latency is small compared to latency of the entire connection. In cases where the wireless link latency is considerably high, there will be contention between TCP retransmissions from the sender and local retransmissions, resulting in reduced throughput.

29.5.8 State Maintained

End-to-end mechanisms do not need any state at any intermediate node. Some local recovery mechanisms need to maintain state while others do not. The Snoop protocol [35] places the complexity at the base station, so TCP segments need to be cached until acknowledged by the receiver. In Explicit Loss Notification strategies for recovering from wireless losses when the wireless link is the first hop [19], the TCP segments need not be maintained by the base station as no retransmission is performed. However, information like sequence numbers of the packets that pass through the base station need to be maintained to detect the losses. Other protocols like TULIP [31], Delayed DUPACKs [30], and AIRMAIL [33] rely on link level retransmissions and state, as the protocols are TCP-unaware. Split connection mechanisms require the TCP packets be stored at the base station to be transmitted on a separate connection across the wireless link.

29.5.9 Robustness and Overhead

Copying is required in split connection-based approaches. This is because the connection is terminated at the base station and hence the packets destined for the wireless host need to be buffered at the base
station until they are transmitted on the wireless link. Overhead is incurred by the kernel when copying the packets across buffers for different connections [29]. The difference between this and TCP state in Snoop, for example, is that in the latter, the state is soft. A failure of the base station in Snoop only temporarily affects the throughput of the connection. However, if the base station fails in split connection-based approaches, the receiving TCP entity might not receive the packets that have been transmitted by the sending entity, and subsequently ACKed by the base station. M-TCP avoids this through delaying ACKs to the sender until packets are received at the mobile node. However, split connection approaches generally suffer from robustness, efficiency, and flexibility problems.

29.5.10 Preserving End-to-End Semantics

End-to-end mechanisms clearly preserve end-to-end semantics. Local recovery mechanisms also preserve end-to-end semantics except that DUPACKs are suppressed as in the Snoop protocol [35] or delayed as in DDA [30]. Split connection approaches typically terminate the connection at the base station [36,27], thereby violating the end-to-end semantics of TCP in the strict sense. The M-TCP approach [26], however, attempts to maintain end-to-end semantics while splitting the connection at the base station by acknowledging packets back on the wired network only when the ACKs arrive on the wireless link.

Another important point is that TCP-aware local recovery, such as Snoop [20], reads TCP headers and thus needs to be adapted when the IP payload is encrypted such as with IPSEC. DDA and TULIP, as well as approaches like MACAW and AIRMAIL, are not TCP aware, and can work with encrypted IP payloads.

29.5.11 Suitability to Different Network Environments

Some protocols work very well for certain types of network environments. TULIP [31] is tailored for the half-duplex radio links and provides a MAC acceleration feature to improve the throughput in wireless links. The Snoop protocol [35] and delayed duplicate ACKs work best in local area network environments where wireless round trip times are small and fading losses do not occur frequently. In fact, Snoop [35] has little benefit if the link layer already provides reliable in-order delivery, or if the wired link delay is small. WTCP99 [9] is tuned to perform well in wireless WANs with low bandwidths, large round trip times, asymmetric channels, and occasional blackouts and signal fading.

TCP Westwood [15] is more suitable for lightly loaded networks since the congestion window update mechanism may be too aggressive under heavy traffic and high error rates. In addition, congestion on the reverse paths may affect the bandwidth estimation of some connections, thus resulting in unfair bandwidth sharing among them. TCP-Peach [17] is also more suitable for lightly loaded networks because of its active probing approach using dummy segments. This requires extra processing from the hosts and imposes extra load on the network that may not be acceptable during high data loads.

29.5.12 Adaptation to Long Fading Periods

WTCP99 [9] adapts to long fading periods effectively. This is because the motivation for its design stems from wireless WANs, which exhibit fading. WTCP99 uses rate based control, inter-packet delay as a congestion metric, and blackout detection to adapt to long fading periods. Snoop [35] and similar protocols adapt to fading by making use of local timers in absence of DUPACKs. TCP probing [12] also adapts to long fading periods because it enters a probe cycle upon detection of a packet loss. The cycle terminates only after the sender makes two successive RTT measurements. pTCP [16] also handles blackouts by performing redundant striping of the first MSS of data in a congestion window that has suffered a timeout. These stripes are then assigned to different pipes.

29.5.13 Energy Efficiency

Energy Efficiency is extremely important for mobile devices, especially when re-charging the battery is impossible or time-consuming. In most of the techniques we have presented in this chapter, energy efficiency was not considered or quantified. Recent work has compared the energy efficiency of TCP Tahoe,
Reno, and SACK [37,38]. Although SACK typically achieves higher throughput, it is less energy-efficient than other TCP variants in environments where packet losses are bursty and correlated (assuming low idle-power consumption). Thus, at high error rates, it is preferable to halve the window size than to reduce it. The same intuition and argument about SACK energy inefficiency applies to aggressive rate-based techniques, such as WTCP99 [9] or window-based techniques, such as TCP Westwood [15].

In receiver-based protocols, such as RCP [21] and TCP-Real [24], more energy may be consumed at the mobile host due to its increased responsibilities. A careful study is needed to determine the tradeoffs among accuracy of power control decisions and energy consumption at the receiver.

Split connection mechanisms involve a third party, the base station, which typically has abundant energy and thus its energy consumption in serving the split connections is negligible. A recent study presented in Reference 39 quantifies the relationship between the transmission range of wireless devices and two performance parameters of TCP, namely, throughput and energy consumption. The study shows that a larger number of hops (i.e., using smaller transmission ranges) result in decreased energy-efficiency. Reducing the number of hops, however, also reduces the TCP goodput, especially if the link error is high. Thus, a network designer must consider this tradeoff when selecting the mechanism to use for the transport layer.

29.6 The Internet Engineering Task Force (IETF) Efforts

The performance implications of link characteristics (PILC) working group at the IETF has recommended certain changes to help TCP adapt to (1) asymmetry, (2) high error rate, and (3) low speed links.

Asymmetry in network bandwidth can result in variability in the ACK feedback returning to the sender. Several techniques can mitigate this effect, including using header compression [40]; reducing ACK frequency by taking advantage of cumulative ACKs; using TCP congestion control for ACKs on the reverse path; giving scheduling priority to ACKs over reverse channel data in routers; and applying backpressure with scheduling.

The TCP sender must also handle infrequent ACKs. This can be done by bounding the number of back-to-back segment transmissions. Taking into account cumulative ACKs and not number of ACKs at the sender can also improve performance. This scheme is called byte (versus ACK) counting [41] because the sender increases its congestion window based on the number of bytes covered (ACKed) by each ACK.

In addition, reconstructing the ACK stream at the sender; router ACK filtering (removing redundant ACKs from the router queue); or ACK compaction/expansion (conveying information about discarded ACKs from the compacter to the expander) can be used.

For high error rate links, experiments show that approaches such as explicit congestion notification (ECN) [42], fast retransmit and recovery and SACK are especially beneficial. Explicit loss notification, delayed duplicate acknowledgments (Section 29.4.3.2), persistent TCP connections, and byte counting are a few of the open research issues in this area. TCP-aware performance enhancing proxies (PEPs), such as split connection mechanisms and Snoop can also be used.

For low speed links, in addition to compressing the TCP header and payload [40,43], several changes to the congestion avoidance algorithm are recommended. First, hosts that are directly connected to low-speed links should advertise small receiver window sizes to prevent unproductive probing for nonexistent bandwidth.

Second, maximum transmission units (MTUs) should be carefully selected to not monopolize network interfaces for human-perceptible amounts of time (e.g., 100–200 msec) and to allow delayed acknowledgments. Large MTUs which monopolize the network interfaces for long periods are likely to cause the receiver to generate an ACK for every segment rather than delayed ACKs. Using a smaller MTU size will decrease the queuing delay of a TCP flow compared to using larger MTU size with the same number of packets in the queue.

Third, the receiver advertised window size, rwnd, should be carefully selected. Dynamic allocation of TCP buffers (or buffer auto-tuning) [44] based on the current effective window can be used.
Finally, binary encoding of web pages, such as with WAP (Section 29.4.2.4) can be used to make web transmissions more compact. Many of the suggested solutions mentioned in this section are still in the research phase.

RFC 2757 [45] provides a good summary of various TCP over wireless WAN proposals.

### 29.6.1 TCP over Satellites

In addition to bandwidth asymmetry, restricted available bandwidth, intermittent connectivity, and high error rate due to noise, Geostationary Earth Orbit (GEO) satellite links are characterized by very high latency. This is because such satellites are usually placed at an altitude of around 36,000 km, resulting in a one-way link delay of around 279 msec, or a round trip delay of approximately 558 msec. This results in a long feedback loop and a large delay bandwidth product. For Low Earth Orbit (LEO) and Medium Earth Orbit (MEO) satellites, the delays are shorter, but inter-satellite links are more common and round trip delays are variable.

Allman et al. [46] recommend in RFC 2488 several techniques to mitigate the effect of these problems. These techniques include using path MTU discovery; FEC; TCP slow start, congestion avoidance, fast retransmit, fast recovery, and selective acknowledgments (SACK). The TCP window scaling option must also be used to increase the receiver window ($rwnd$) to place a larger upper bound on the TCP window size. The algorithms companion to window scaling, including protection against wrapped sequence space (PAWS) and round trip time measurements (RTTM) are also recommended.

A number of additional mitigations are still being researched, and are summarized in RFC 2760 [47]. These include using larger initial window sizes (to eliminate the timeout observed with delayed ACKs at startup and reduce transmission time for short flows); transaction TCP (eliminates the TCP 3-way handshake with every connection); using multiple TCP connections for a transmission; pacing TCP segment transmissions; persistent TCP connections; byte counting at the sender; ACK filtering; ACK congestion control; explicit loss notification; using delayed ACKs only after slow start; setting the initial

<table>
<thead>
<tr>
<th>Technique</th>
<th>Satellites</th>
<th>Asymmetry</th>
<th>High error rate</th>
<th>Low Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path MTU discovery</td>
<td>Recommended</td>
<td></td>
<td>Recommended small</td>
<td></td>
</tr>
<tr>
<td>Forward error correction</td>
<td>Recommended</td>
<td></td>
<td>Recommended</td>
<td></td>
</tr>
<tr>
<td>Transaction TCP</td>
<td>Recommended</td>
<td></td>
<td>Recommended</td>
<td></td>
</tr>
<tr>
<td>Larger initial window</td>
<td>Recommended</td>
<td></td>
<td>Recommended</td>
<td></td>
</tr>
<tr>
<td>Delayed ACK after slow start</td>
<td>Recommended</td>
<td></td>
<td>Recommended</td>
<td></td>
</tr>
<tr>
<td>Estimating ssthresh</td>
<td>Recommended</td>
<td></td>
<td>Recommended</td>
<td></td>
</tr>
<tr>
<td>Advertised receiver window</td>
<td>Large (window scaling)</td>
<td>Small/auto-tuned</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Byte counting</td>
<td>Recommended</td>
<td>Recommended</td>
<td>Recommended</td>
<td></td>
</tr>
<tr>
<td>Explicit loss notification</td>
<td>Recommended</td>
<td>Recommended</td>
<td>Recommended</td>
<td></td>
</tr>
<tr>
<td>Explicit congestion notification</td>
<td>Recommended</td>
<td>Recommended</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple connections</td>
<td>Recommended</td>
<td></td>
<td>Recommended</td>
<td></td>
</tr>
<tr>
<td>Pacing segments</td>
<td>Recommended</td>
<td></td>
<td>Recommended</td>
<td></td>
</tr>
<tr>
<td>Header and payload compression</td>
<td>Recommended</td>
<td></td>
<td>Recommended</td>
<td></td>
</tr>
<tr>
<td>Persistent connections</td>
<td>Recommended</td>
<td></td>
<td>Recommended</td>
<td></td>
</tr>
<tr>
<td>ACK congestion control</td>
<td>Recommended</td>
<td></td>
<td>Recommended</td>
<td></td>
</tr>
<tr>
<td>ACK filtering</td>
<td>Recommended</td>
<td></td>
<td>Recommended</td>
<td></td>
</tr>
<tr>
<td>ACK compaction</td>
<td>Recommended</td>
<td></td>
<td>Recommended</td>
<td></td>
</tr>
<tr>
<td>ACK scheduling priority and backpressure</td>
<td>Recommended</td>
<td>Recommended</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 29.2 Important TCP Congestion Control-Related RFCs

<table>
<thead>
<tr>
<th>RFC</th>
<th>Describes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001</td>
<td>Slow start, congestion avoidance, fast retransmit, and fast recovery</td>
</tr>
<tr>
<td>2018</td>
<td>Selective acknowledgments (SACK)</td>
</tr>
<tr>
<td>2309</td>
<td>Random early detection (RED)</td>
</tr>
<tr>
<td>2414–6</td>
<td>Increasing initial window size</td>
</tr>
<tr>
<td>2481</td>
<td>Explicit congestion notification</td>
</tr>
<tr>
<td>2488</td>
<td>TCP over satellite enhancements</td>
</tr>
<tr>
<td>2525</td>
<td>Known TCP implementation problems</td>
</tr>
<tr>
<td>2581</td>
<td>Slow start, congestion avoidance, fast retransmit, fast recovery, idle periods, ACK generation</td>
</tr>
<tr>
<td>2582</td>
<td>NewReno</td>
</tr>
<tr>
<td>2757</td>
<td>Long thin networks, for example, wireless WANs</td>
</tr>
<tr>
<td>2760</td>
<td>Ongoing TCP satellite research</td>
</tr>
<tr>
<td>2861</td>
<td>Congestion window validation (decay during idle periods)</td>
</tr>
<tr>
<td>2883</td>
<td>SACK extensions (use of SACK for acknowledging duplicate packets)</td>
</tr>
<tr>
<td>2884</td>
<td>Performance of explicit congestion notification</td>
</tr>
<tr>
<td>2914</td>
<td>Congestion control principles</td>
</tr>
<tr>
<td>2923</td>
<td>MTU discovery</td>
</tr>
<tr>
<td>2988</td>
<td>Retransmission timer (RTO) computation</td>
</tr>
<tr>
<td>3042</td>
<td>Limited transmit option (recovery with a small window or multiple losses)</td>
</tr>
<tr>
<td>3048</td>
<td>Reliable multicast transport</td>
</tr>
<tr>
<td>3124</td>
<td>The Congestion Manager (CM)</td>
</tr>
<tr>
<td>3390</td>
<td>Increasing TCP initial window</td>
</tr>
<tr>
<td>3448</td>
<td>TCP Friendly Rate Control (TFRC)</td>
</tr>
<tr>
<td>3465</td>
<td>Congestion control with byte counting</td>
</tr>
<tr>
<td>3517</td>
<td>Conservative selective ACK-based recovery</td>
</tr>
<tr>
<td>3522</td>
<td>Detecting if TCP has entered loss recovery unnecessarily</td>
</tr>
<tr>
<td>3649</td>
<td>High-speed TCP for large congestion windows</td>
</tr>
<tr>
<td>3708</td>
<td>Duplicate selective ACKs, Stream Control Transmission Protocol (SCTP), and Transmission Sequence Numbers (TSN)</td>
</tr>
<tr>
<td>3714</td>
<td>Congestion control for voice traffic in the Internet</td>
</tr>
<tr>
<td>3724</td>
<td>Modified slow start for TCP with large congestion windows</td>
</tr>
<tr>
<td>3782</td>
<td>NewReno modifications to TCP fast recovery</td>
</tr>
</tbody>
</table>

The technique was not mentioned in the relevant RFC/draft. Note that slow start, congestion avoidance, fast retransmit, and fast recovery are required and SACK is recommended for all cases. Table 29.2 summarizes the RFCs describing TCP congestion control.

### 29.7 Summary and Open Issues

Table 29.3 gives a summary of the mechanisms discussed in this paper and their requirements and implications. Clearly, reliable transport for wireless networks has been an active topic of research since 1994. Several new protocols and TCP modifications have been proposed to improve performance over...
Table 29.3: Summary of Mechanisms for TCP over Wireless Links

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Type</th>
<th>Sender support</th>
<th>Receiver support</th>
<th>BS State support</th>
<th>Retransmit at BS</th>
<th>LL Flow support</th>
<th>Flow control</th>
<th>BS Crash impact</th>
<th>Preserves E2E</th>
</tr>
</thead>
<tbody>
<tr>
<td>SACK</td>
<td>E2E</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>WB</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>SMART</td>
<td>E2E</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>WB</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>TCP-P</td>
<td>E2E</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>WB</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>TCP-SC</td>
<td>E2E</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>WB</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>NAK</td>
<td>E2E</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>WB</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Byte-C</td>
<td>E2E</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>WB</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>WTCP99</td>
<td>E2E</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>RB</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>ACK-P</td>
<td>E2E</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>WB/RB</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>TCPW</td>
<td>E2E</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>WB</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>pTCP</td>
<td>E2E</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>WB</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>TCP-Peach</td>
<td>E2E+</td>
<td>Yes</td>
<td>Yes</td>
<td>Minimal</td>
<td>No</td>
<td>No</td>
<td>WB</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>EBSN</td>
<td>E2E+</td>
<td>Yes</td>
<td>No</td>
<td>LL</td>
<td>No</td>
<td>No</td>
<td>WB</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>ELN</td>
<td>E2E+</td>
<td>Yes</td>
<td>No</td>
<td>TL</td>
<td>Minimal</td>
<td>No</td>
<td>WB</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>R-based</td>
<td>E2E</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>WB</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

TCP-P = TCP probing, TCP-SC = TCP Santa Cruz, byte-C = Byte counting, ACK-P = ACK pacing, TCPW = TCP Westwood, R-based = receiver-based, TCP-DCR = TCP delayed congestion response, WB = Window based, RB = Rate based, AL = application level, TL = transport level, and LL = link level, BS = Base station.

Local recovery mechanisms work well when the wireless link latency is small compared to the RTT of the connection. For local recovery mechanisms that use link layer retransmissions, it is important that the granularity of the link layer timers be very fine compared to the TCP timers. Otherwise, contention among the two retransmissions can reduce throughput. Another important observation is that out-of-order delivery of link layer retransmissions at the receiver [29] may trigger duplicate ACKs and TCP retransmissions by the sender. TULIP [31] avoids this problem by preventing out-of-order delivery. In addition, hiding wireless losses from the sender by suppressing DUPACKs may cause inaccurate RTT measurements at the sender. This is especially important in cases where the wireless link latency is comparable to the RTT.

Split connection schemes shield the sender from wireless losses, and allow application and transport level optimizations at the base station, which is aware of the wireless link characteristics. However, split connection schemes do not preserve end-to-end semantics, and hence they are not robust to base station crashes. Moreover, the schemes are inefficient and involve significant copying overhead and handoff management.

Modifications proposed to TCP for lossy, asymmetric, low speed or high delay links are being standardized by IETF. It is important to study the interactions among these mechanisms to ensure no adverse effects occur. For example, some straightforward mechanisms, such as byte counting, result in bursty traffic, and should be used with caution, even though they are very useful for satellite environments.

© 2006 by Taylor & Francis Group, LLC
A number of the TCP sender adaptations work well for certain environments only, while others, such as selective ACKs, are generally useful. Mechanisms designed for specific environments must be carefully examined if they are to be universally deployed. For example, WTCP99 [9] is well-suited for wireless wide area networks. TULIP [31] is tailored for half-duplex radio links, while MACAW [32] is designed for CSMA and FAMA links. TCP-Peach [17] works best in satellite networks or environments with very long RTT values. pTCP [16] is tailored to multi-homed hosts. Receiver-based transport protocols can serve interactive applications better than sender-based protocols.
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TCP Developments in Mobile Ad Hoc Networks

30.1 Introduction
Mobile ad hoc networks (MANETs) have recently become a popular area of scientific research coinciding with the advent of affordable and powerful mobile devices utilizing common protocols such as IEEE 802.11 [23] and Bluetooth [20]. These devices or “nodes” can act both as hosts and routers, communicating through wireless links to form “on-the-fly” networks with potentially high dynamic and unpredictable topologies. Existing infrastructure or centralized administration is not assumed and consequently MANETs are particularly applicable in settings where these factors are in short supply, such as military or disaster relief operations [26].

The Transmission control protocol (TCP) has become the de facto reliable connection oriented transport protocol over IEEE 802.11 ad hoc networks due to its wide use on the Internet. Across its several variants, TCP implements a sliding window, additive increase multiplicative decrease (AIMD) congestion control mechanism; this operates by monitoring for signs of congestion and when necessary throttles the send rate using the automatic repeat request (ARQ) paradigm and cumulative acknowledgments (ACKs) [24]. TCP is normally used over IP, an unreliable network protocol, and implements end-to-end communication between source and destination hosts. Although TCP is independent of the physical medium used to accommodate communications, certain assumptions are evident in its design and these generally reflect the characteristics of the wired networks dominant at the time of its creation. Unfortunately, these assumptions do not hold over multihop wireless networks and several studies have
shown that TCP exhibits suboptimal performance because of the characteristics of the new environment [18, 45, 49].

Essentially, any type of loss detected by TCP, either through the expiration of its retransmission timer or through the reception of three duplicate ACKs, is interpreted as a sign of congestion. At such an occurrence, TCP reduces its sending rate to avoid congestion collapse in the network. The interpretation of packet loss as a congestion indication is valid in wired LANs since very few packet losses can be traced to other causes. In wireless communications, in general, and MANETs in particular, however, a packet drop may be attributed to other causes such as the high bit error rate of the wireless medium, route failures due to mobility, network partitioning or buffer overflow, and spatial congestion along the communications path. Traditional TCP agents cannot distinguish between the different causes, and reduce the sending rate; however, this is not always the appropriate action and performance can degrade as a result. Furthermore, the IEEE 802.11 protocol contains a distributed medium access mechanism, which is inherently unfair and even more so toward TCP traffic because of a particular interplay with TCP’s exponential backoff of the retransmission time-out (RTO) mechanism when a packet loss occurs [50].

The above mentioned problems are present in other forms of wireless communications; however, while relevant solutions have been proposed, these normally use preexisting infrastructure available in those environments. Such adaptations have been proposed for infrastructure wireless LANs [6], mobile cellular [36], and satellite networks [2]. However, the challenges faced by MANETs although largely similar in nature (e.g., the high bit error rate of the wireless medium), cannot be dealt with by using similar strategies, since any proposed solution must be distributed and assumes no fixed infrastructure.

In this survey, we classify the proposed adaptations to TCP in MANETs according to their point of deployment. Hence, we broadly categorize them as end-to-end or point-to-point depending on whether they need be deployed only at the end points or at intermediate nodes as well. Further, each approach is explicitly defined as single layer or cross-layer. In single layer approaches, modifications are confined in one layer in the network stack, while cross-layer approaches use signalling information between layers to improve TCP performance. The behavior of TCP in MANETs cannot be fully discussed without referring to general characteristics of the routing protocols that operate in dynamic topologies. However, a detailed description of ad hoc routing protocols falls outside the scope of this report and interested readers are advised to consult [37] for further information on this topic. Henceforth, some basic understanding of routing protocols in MANETs is assumed.

The rest of this chapter is organized as follows. Section 30.2 provides an overview of the unique characteristics of MANETs. The summary includes concise descriptions of wireless channel characteristics, mobile node characteristics, and the routing challenges in a MANET setting. A survey of existing studies on TCP performance in MANETs is provided in Section 30.3. Section 30.4 contains a review of proposed adaptations to improve TCP performance in MANETs. Finally, Section 30.5 concludes the chapter and outlines future research prospects.

### 30.2 MANET Characteristics

MANETs provide protocol designers with unique challenges as they differ substantially from traditional wired networks. A primary cause of divergence is to be found in the unique properties of the wireless medium itself; because of the way the transmitted signal radiates, wireless links are more susceptible to packet losses due to errors and improper transmission timing, which may lead to spatial contention. Another difference is that the mobile nodes participating in MANETs are typically limited in power reserves and CPU capacity and this militates against complex implementations and solutions. Finally, MANETs often exhibit highly dynamic topologies, which consequently lead to frequent and sudden connectivity changes due to potentially continuous mobility of nodes. This may rapidly render older routes obsolete while allowing new ones to form in their place. Routing protocols have been tuned to deal with these issues, which nonetheless have a major impact on the transport layer. A brief overview is presented below.
30.2.1 Wireless Channel Characteristics

The wireless channel in MANETs shares many of the properties of wired-infrastructure LANs but also possesses certain unique features, which are derived from the distributed nature of the medium access mechanism.

1. **Signal attenuation**: As the transmitted signal spreads out from the aerial in all directions it quickly attenuates as distance increases. Hence, the intensity of the electromagnetic energy at the receiver decreases and, at some point, the signal-to-noise (SNR) ratio may become low enough for the receiver to decode the transmission successfully.

In wireless communications and for an omnidirectional transceiver, three ranges can be identified. These are, from the sender's perspective:

- **Transmission Range** ($R_{tx}$): The range within which a transmitted packet can be successfully received by the intended receiver, that is, within this range the SNR is high enough for a packet to be decoded by the receiver.
- **Carrier Sensing Range** ($R_{cs}$): The range within which the transmitter triggers carrier sense detection. When carrier sense detection is triggered the medium is considered busy and the sensing node defers transmission.
- **Interference Range** ($R_i$): The range within which an intended receiver may be subject to interference from an unrelated transmission, thereby suffering a loss. This range largely depends on the distance between the sender and the interfering node.

Those ranges are related to one another; $R_{tx} < R_i \leq R_{cs}$, as the energy required for a signal to be decoded is much more than what is needed to cause interference. The interference and transmission ranges depend on the signal propagation model and the sensitivity of the receiver, assuming that power constraints apply and all transmitters transmit at the maximum allowed power level. Interested readers may refer to [29,47] for more details.

2. **Multipath fading**: Multipath fading occurs because of different versions of the same signal arriving at different times at the receiver. These versions effectively follow different paths, with different propagation delays, from the transmitter due to multiple reflections off intervening obstacles. The superposition of these randomly phased components can make the multipath phenomenon a real problem especially if there are many reflective surfaces in the environment and the receiver is situated in a fringe area of reception.

3. **High bit error rates**: Due to the nature of signal propagation, the wireless medium potentially exhibits a high bit error rate (BER). The link layer frame format in IEEE 802.11 networks is similar to 802.3 (Ethernet) frames [44] and uses the same 48-bit medium access control (MAC) address fields. The format also includes the IEEE 802.3 32-bit CRC polynomial-based error detection mechanism. However, the protection offered by this scheme only extends to data actually traveling on point-to-point links. It is still possible, though somewhat unlikely, for corrupt data to be accepted by the receiver, but this is offset by the adoption of error discovery, implemented at higher layers. Furthermore, MANETs are often used in lossy environments, served by low bandwidth links as opposed to wired networks where the BER is very low [43]. Hence, packet losses due to errors are more frequent in MANETs than in wired LANs. Traditional transport and routing protocols used in wired networks exhibit suboptimal behavior under such conditions.

4. **Hidden and exposed terminals**: Consider the scenario illustrated in Figure 30.1(a). Node A is transmitting to node B. Node C cannot hear the transmission and since its carrier sense function detects an idle medium, it will not defer transmission to D and a collision will be produced at node B. Node A is hidden with respect to node C (and vice versa). This problem is offset in 802.11 by using a short packet exchanges of request-to-send (RTS), clear-to-send (CTS) frames. This is a two-way handshake whereas the source terminal transmits the RTS to the destination, which then replies with a CTS frame. If there is no reply, transmission is then deferred as presumably the medium around the destination area is busy. If a CTS reply is received then DATA transmission follows. Since the duration of the transmission is included in...
A is transmitting to B (1)  
B is transmitting to A (1)  
C cannot sense A’s transmission (2)  
Collision at B (3)  
C wants to transmit to D but senses a busy medium and defers (2)  

FIGURE 30.1 Illustration of the hidden and exposed terminal effects: (a) the hidden terminal effect; (b) the exposed terminal effect.

the RTS/CTS exchange, neighboring nodes defer their transmissions for the time the medium is occupied. Point-to-point transmission is reliable since the DATA frame is followed by an ACK transmission from the destination if the frame is successfully received.

The exposed terminal effect occurs when a station that wants to transmit senses a busy medium and defers transmission even though its transmission would not have interfered with the other sender’s transmission. An instance of the exposed terminal effect is demonstrated in Figure 30.1(b). In this instance, node B is transmitting to node A. Node C senses node B’s signal and defers transmission. However, it need not have done so as C’s transmission does not reach node A and would not have interfered with B’s transmission at the location of the intended destination (node A). Node C is the exposed terminal in this case. Note that both the hidden and exposed terminal effects are related to the transmission range. As the transmission range increases the hidden terminal effect becomes less prominent because the sensing range increases. Nonetheless, the exposed terminal effect then becomes more prominent as a greater area is “reserved” for each transmission.

In the above examples, the transmission ($R_{tx}$), interference ($R_i$), and carrier sense ($R_{cs}$) ranges are all assumed to be equal. However, several research efforts have concentrated on the effects of interference on the hidden and exposed terminal effects [10,11,48–50], when $R_i > R_{tx}$. As such, Xu et al. in Reference 47 have shown that when the distance $d$ between the source and destination nodes is $0.56 * R_{tx} \leq d \leq R_{tx}$, where $R_{tx}$ is the transmission range of the sender, the effectiveness of the RTS/CTS exchange declines rapidly.

5. Spatial contention and reuse: Unlike wired networks where the links are fixed and do not interact with each other (there is typically little interference between physical cables) wireless networks operate differently. Assuming omnidirectional antennas, when a node transmits, it “reserves” the area around it for its transmission, that is, no other transmission should take place because it will result in a collision and waste of bandwidth. The spatial reuse refers to the number of concurrent transmissions that may occur so without interfering with each other. It is the responsibility of the MAC protocol to ensure that transmissions are coordinated in such a way so as to maximize spatial reuse.
FIGURE 30.2 Illustration of the capture effect: (a) string topology and connectivity pattern demonstrating the capture effect; (b) TCP Flow 1 starves TCP flow 2, even though flow 2 starts first.

For instance, in Figure 30.2 communication between nodes 0 \(\rightarrow\) 1 and 4 \(\rightarrow\) 5 may happen simultaneously. Then communication of the other nodes could happen concurrently in turn, as long as each pair is 4 hops apart from the other. Since at most two pairs can transmit at the same time without affecting each other, the spatial reuse of this string topology is 2. However, for any topology its spatial reuse is an optimal level of concurrency; it is not always achievable and often this many nodes transmitting simultaneously will result in packet drops due to interference. This is referred to as spatial contention and can become the main cause of packet drops when a path is long enough as noted in [18]. This is in contrast with wired networks where packet drops are mainly caused by buffer overflows at the routers.

6. Capture effect (Interplay of TCP with 802.11): In wired networks, TCP has a well-documented bias against long flows [15]. In 802.11 multihop networks, the bias is much stronger and is manifested in the form of the channel capture effect. In short, if two TCP connections are located within the vicinity of each other and therefore interfere with one another, this effect favors the session that originated earlier or the one that flows over fewer hops. The favored session often starves the other almost completely and no data transport may be possible for the mistreated session until the other one has completed all of its data transmission.

The bias is rooted in the exponential back off of the 802.11 distributed coordination function (DCF) mechanism, which is inherently unfair and is further augmented by TCP’s own exponential back off mechanism. We only present an example below but interested readers may refer to References 33, 48, and 50 for further details.

Consider a string topology as in Figure 30.2(a) with two TCP flows, specifically Flow 1 (2 \(\rightarrow\) 3) and Flow 2 (6 \(\rightarrow\) 4). Flow 2, which spans over 2 hops starts 2 sec before Flow 1 while both deliver File Transfer Protocol (FTP) traffic to their respective destinations. Figure 30.2(b) shows the throughput in packets.
for each connection at the end of a 200 sec transfer, over dynamic source routing (DSR) [27]. Clearly, Flow 1 (2 → 3) occupies the majority of the available bandwidth while Flow 2 (6 → 4) is treated with severe unfairness. The problem of unfairness and channel capture is an important research challenge and we outline existing proposed solutions in Section 30.4.

30.2.2 Mobile Node Characteristics

The mobile nodes that participate in a MANET operate under limitations, which need to be taken into account by the various protocols if they are to be applicable in such an environment. The MANET devices may be as diverse as laptops, PDAs, or even desktop systems. To be mobile, devices will usually have limited power reserves and may possibly operate with limited processing capacity. These restrictions and the way they affect protocol operations are discussed briefly in this section.

In general, power is a scarce and valuable commodity in MANETs and its consumption is therefore just as important a measure as throughput, latency, and other metrics when evaluating MANET protocols at any layer. Several methods have been proposed to conserve power at all possible levels, including the physical layer, the operating system, and the applications. An overview of approaches to power conservation is included in Reference 28.

From a TCP perspective, power savings are best achieved by minimizing redundant retransmissions whenever possible [34]. The savings in this case are twofold. The source conserves power by transmitting fewer packets but also every forwarding node in the path benefits since fewer unnecessary retransmissions occur.

Another factor to take into account is the possibly restricted CPU capacity at each node. Routing algorithms, in particular, are designed to be simple as they operate in environments where processing capacity is limited [41]. It follows that any adjustments proposed to the TCP protocol should be of as low complexity as possible, so that any CPU time costs do not outweigh gains in throughput or latency. In addition, heavy CPU usage places extra demands on the power supply of the device, which makes processor-intensive modifications even more costly. Surprisingly, although power considerations are a key focus of routing and clustering techniques in MANETs, proposed TCP modifications are not always examined with respect to their overall power and CPU demands.

30.2.3 Routing Issues

MANETs are characterized by significant node mobility that induces highly dynamic topologies and potentially may result in partitioned networks. In this section, network partitioning and the effects of routing failures are discussed.

1. Network Partitioning: Network partitioning occurs when, due to mobility, nodes which were able to communicate directly or through the cooperation of other nodes at time $T_1$ are unable to do so at a later time, $T_2$, since there is no longer a usable path between them. It is further possible that at a later time, say $T_3$, the nodes have placed themselves in such a position that the network is again connected and every node can reach every other one, either directly or indirectly. The concept is illustrated in Figure 30.3.

TCP is not engineered to deal with network partitioning as it does not normally occur in wired networks. The exponential back off of TCP’s RTO mechanism, in effect, facilitates exponentially delayed probing of a valid path as follows. In Figure 30.3, assume that the TCP source is communicating as normal with the destination. At time $T_2$ there is a network partitioning and so ACKs do not reach the source and packets are not being forwarded to the destination. A new packet is sent every time the RTO timer expires. If this packet reaches the destination, TCP continues with normal transmission and the route is utilized. However, since the RTO is doubled after every time out, these “probing” packet transmissions take longer each time. Hence, if the disconnection persists for consecutive RTOs, there might be long periods of inactivity during which the network is connected again, but TCP is in the back off state. Several approaches have been proposed to solve this problem and an overview is presented in Section 30.4.
2. **Routing failures:** In MANETs, unlike wired networks, routing failures occur frequently due to the mobile nature of the participating nodes. Route failures may also occur when repeated point-to-point transmissions fail, either due to high BER, which causes packet corruption, or because of the effects of spatial contention. When a routing breakage occurs, the routing protocol attempts to discover an alternate path, but the duration of the restoration period largely depends on the nodes’ mobility, the mechanism of the routing protocol itself, and the network traffic characteristics. The effects of route failures on TCP operation resemble those of network partitioning as discussed previously. If the route takes some time to restore, TCP enters its back off state and sends “probes” for a restored route at increasingly longer time intervals. Hence, the route might be restored for quite sometime but TCP remains idle until it launches the retransmitted packet after the RTO expiration. Another problem is the round trip time (RTT) calculation. After the route has been reestablished, the RTT measurements required for the RTO calculation reflect the new route. However, since the RTO is calculated using a weighted average of new and old RTT measurements, for some time after the route restoration the RTO value contains a mixed estimate of the old and new route characteristics. These problems have been noted in the literature and various methods have been proposed to overcome them. An overview is presented in Section 30.4.

### 30.3 Investigation of TCP Performance in MANETs

The vast majority of TCP evaluation studies over multihop wireless ad hoc networks have been carried out with simulations and experimental testbeds. The unique characteristics of the wireless medium and its interplay with existing TCP mechanisms, as described in Section 30.2, makes the development of analytic models of TCP behavior extremely difficult and it would be fair to say that an aspiration that still remains unmet.

The first evaluation of TCP performance under different routing algorithms over MANETs was conducted by Ahuja et al. in Reference 1 for several routing protocols, namely, the ad hoc on-demand distance vector (AODV) [41] routing protocol, the dynamic source routing (DSR) [27] protocol, the dynamic destination-sequenced distance-vector routing (DSDV) [42] protocol, and the signal stability-based adaptive (SSA) [13] routing protocol were considered. The work showed the detrimental effect of mobility on TCP Tahoe as well as the relative merits of SSA routing. Notably, SSA incorporates considerations of the signal strength along the path during the route discovery phase so that the most stable route is chosen rather than just the shortest one.

An investigation of TCP Reno over AODV, DSR, and the adaptive distance vector (ADV) [32] routing protocols is included in Reference 14. The ADV routing protocol is shown to maximize TCP throughput, while AODV is found to be the second best performer under various mobility conditions. Further, the degrading effect of stale cache entry usage is noted for DSR. The authors also propose the use of a heuristic...
called the fixed-RTO, which dramatically improves TCP throughput in AODV and DSR as it aids TCP in utilizing restored routes quickly, without resorting to feedback from the routing protocol. An overview of this technique is included in Section 30.4.1.2.

The effects of interference on TCP, as noted in Section 30.2.1, have been widely studied in literature. In Reference 49, Xu and Saadawi examine the throughput of TCP Tahoe, Reno, Newreno, SACK, and Vegas over multihop chain topologies in an open space environment under the 802.11 protocol. These authors demonstrate that the Tahoe TCP and its variants (Reno, Newreno, and SACK) exhibit throughput instability in such topologies as interference causes packet drops, which are interpreted as congestion losses. TCP Vegas does not suffer from this problem and further investigation has revealed that the other variants may regain throughput stability by limiting the maximum congestion window (cwnd) to four segments. Further, the viability of using the delayed-ACK modification is discussed in the same work and is shown to lead to a 15 to 32% throughput improvement.

The work of Xu and Saadawi is augmented in Reference 18 through further studies by Zhenghua et al. In particular, the authors in Reference 18 note that for the string, cross, and grid topologies there is an optimal cwnd size, which maximizes throughput by improving spatial reuse. Since TCP continuously increases its cwnd size until packet loss is detected, it typically grows beyond this optimal size and, moreover, normally operates at an average window size larger than the optimal one, thereby causing spatial contention. The authors compute analytically the optimal window size for each of the above mentioned topologies. Finally, they propose two link layer modifications called “link random early detection (RED)” and “adaptive pacing” to aid optimal spatial reuse. An overview of these is provided in Section 30.4.2.5.

The issue of TCP throughput instability and more effective spatial reuse is formally addressed in References 10 and 11 by Chen et al. They show that by relaxing MAC layer assumptions, that is, not 802.11 specific, the bandwidth delay product in multihop MANET paths cannot exceed the round-trip hop count (RTHC) of the path * packet size. In the case of the 802.11 protocol, this bound is shown to reach no more than one-fifth of the RTHC. According to the new definition of the bandwidth delay product the authors then propose an adaptive mechanism, which sets the maximum cwnd according to the route hop count, noting an 8 to 16% throughput improvement. In Reference 11 the performance merit of TCP-pacing, which evenly spaces a windows worth of packets over the current estimated round-trip time, is also evaluated but no worthwhile performance improvement is noted. In Reference 39, Papanastasiou and Ould-Khaoua note fairness problems caused by the adaptive maximum cwnd setting interacting with background traffic and propose a new technique called slow congestion avoidance (SCA), which decreases the standard rate of increase of TCP during the congestion avoidance (CA) phase and provides similar performance improvements as in Reference 10 but delivers much better throughput when there is background traffic in the network or moderate node mobility. An overview of these techniques is included in Sections 30.4.1.7 and 30.4.1.8.

Finally, the issue of fairness amongst TCP flows is addressed in References 48 and 50. It is demonstrated that the interplay between the exponential backoff mechanism used by TCP in the presence of congestion and the 802.11 ad hoc protocol causes severe unfairness and can starve flows that are subject to interference from other TCP flows. The unfairness problem persists even in the case when both wireless and wired hops are utilized in the TCP path as shown in Reference 46.

In Reference 48, Xu et al. address this problem of fairness by expanding the notion of a RED queue [16] to account for the “neighborhood” of a node, that is, those other nodes that may interfere with its transmissions. To contain overhead, only 1-hop information is exchanged and link layer information is utilized to form a queue at each node, which reflects the network congestion state. Packets may be dropped from this queue to slow down the sending rate of favored flows and allow others to utilize the link. The authors further note that there is a trade-off between total throughput and fairness, which is worth considering given that the starvation of TCP flows may be extreme in some cases. An overview of this technique is included in Section 30.4.2.6.

Concluding, Anastasi et al. [5] have conducted measurements on an actual testbed and have verified simulation results by showing that interference becomes a serious problem in ad hoc networks when TCP traffic is considered. Moreover, the authors note that there was sufficiently high variability in channel
conditions at different times during their experiments, which made comparison of results difficult. Finally, it is observed that certain aspects of real wireless transmissions are not effectively captured in simulation such as the different sending rates of the preamble, the RTS/CTS, and the DATA frames in 802.11 networks, as well as the variability of the transmission and physical sensing ranges even in the same session.

30.4 Adapting TCP for MANETs

We categorize the proposed improvements to TCP in MANETs into two categories. The End-to-End modifications require alterations only at the sender and the receiver, while the Point-to-Point modifications need apply to intermediate nodes as well. For each proposed solution it is noted whether it is cross-layer (modifications to more than one layer) or single layer (self-contained in one layer). In theory a single layer, end-to-end solution is preferable since this maintains layering semantics intact. However, in practice, cross-layer changes can sometimes yield significant benefits. The trade-off between formal adherence to the layering concept and practical performance is illustrated in many of the techniques surveyed below.

30.4.1 End-to-End Modifications

The end-to-end modifications can be categorized according to the problem they address. The explicit link failure notification (ELFN), Fixed-RTO, and TCP-DOOR modifications aim to reduce the effect of route breakages on TCP, as described in Section 30.2.3. On the other hand, TCP HACK and other mechanisms that deal with the high BER of the shared medium are designed to distinguish between error and congestion-induced losses so that the proper action may be taken by the TCP agent. Finally, the Dynamic delayed ACK, the Adaptive CWL Setting, and the SCA techniques try to help the TCP agent avoid spatial contention as discussed in Section 30.2.1.

30.4.1.1 ELFN Approaches

The idea of the ELFN [22] is based on providing feedback to the TCP agent about route failure, so that consequent packet losses are not interpreted as signs of congestion. Such a notification can be realized through the use of a “host unreachable” internet control message protocol (ICMP) message or by piggybacking the required information on a source-bound route failure message generated by the routing protocol, such as a route error (RERR) message in AODV or DSR. Those feedback providing messages would contain the relevant sender and receiver addresses and ports and the current TCP sequence number.

Whenever the TCP-sender receives an ELFN message (or a RERR message with the required information) it enters a “stand-by” mode where its retransmission timer is frozen. A probing packet is sent during this stand-by period and, if an acknowledgment is received, TCP restores its retransmission timers and resumes operations as normal. An illustration of ELFN’s principal operation is shown in Figure 30.4. The authors in Reference 22 also mention that it is possible to explicitly notify the source of the route reestablishment but they do not evaluate such a mechanism in their study. The feedback mechanism utilizes cross-layer feedback but maintains compatibility with unaltered nodes (if a node cannot interpret the ICMP message correctly, normal routing functions are not affected).

In the subsequent evaluation of TCP-F, the authors find that a value of 2 secs for the probing interval works best and propose as a suggestion for future study, that the interval value be expressed as a function of the RTT. Furthermore, they raise the question as to whether the cwnd or the RTO should be restored when a route is reestablished. Through simulation experiments, they find that using the “frozen” RTO and cwnd values after the route has been repaired improves on throughput, rather than setting the cwnd to 1 and the RTO to 3 sec (as recommended in Reference 40). However, since this technique can be used on flows in MANETs that may have an end-point on the Internet, more study is needed before allowing the initial RTO and cwnd values to deviate from their standard settings. Future research prospects in this direction include evaluating ELFN techniques with modern proactive and reactive protocols as well as estimating the feasibility of embedding the required feedback information in RERR packets generated by the routing agent.
30.4.1.2 Fixed RTO

The fixed-RTO technique [14] is a heuristic to distinguish between route failure and congestion-induced losses without relying on feedback from other layers or mobile nodes.

The only modification made to TCP concerns the exponential back off of the RTO timer. When consecutive time-outs occur, if the missing ACK is not received before the second RTO expires, a route failure is assumed. As such, the missing segment is retransmitted following the normal TCP rules but the RTO is not doubled, instead remains the same until the retransmitted packet is acknowledged. This, in turn, denotes that an alternate route has been discovered.

The modification allows for restored routes to be utilized quickly by the TCP agent through its persistence. The authors in Reference 14 note dramatic improvements in TCP throughput for the DSR, AODV, and the ADV routing protocols (up to 75%). The technique provides a “quick fix” that can be used to mitigate to a certain extent the effect of route failures on TCP [10]. However, the fixed-RTO method breaks the operation principle of the RTO mechanism, which ensures protection against congestion collapse and, as such, more study is required before its use can be justified in a real MANET environment. This is especially the case, since a MANET can be a gateway to the Internet, where it is important to maintain the congestion control principles of TCP. In Reference 14 this limitation is implicitly recognized and the authors recommend the use of the fixed-RTO mechanism only in wireless networks. However, on the plus side, this modification is clearly a single layer, end-to-end self-contained solution.

30.4.1.3 TCP-DOOR

The TCP with detection of out-of-order and response (TCP-DOOR) [45] deals with the problem of route failure induced losses but instead of using special feedback packets for signaling like ELFN or TCP-BuS (presented in Section 30.4.2), it uses out-of-order (OO) delivery events as a heuristic to detect link failure.

The main idea is that route failures contribute to packet reordering, which can then provide clues to TCP about a link breakage event, so that it does not back off unnecessarily because it has misidentified congestion. An example of this is shown in Figure 30.5 with gratuitous replies and DSR. The proposed modifications are strictly end-to-end and do not assume any feedback from other layers. Specifically, since
reordering can occur in both directions, that is, for ACKs and data segments, there are two OO detection mechanisms, a sender and a receiver one. These are explained briefly below:

- **Sender OO detection**: Detecting the OO nonduplicate ACKs is straightforward as the sequence numbers are monotonically increasing. The sender, however, cannot detect OO delivery of duplicate ACKs using the standard TCP segment format, so a 1-byte optional extension is added to express a monotonically increasing sequence for these as well. This is named the ACK duplication sequence number (ADSN) and enables the sender to detect OO duplicate ACKs.

- **Receiver OO detection**: The receiver cannot easily identify OO delivery of data packets because TCP retransmissions may cause a packet with a lower sequence number (but transmitted later) to arrive after one with a higher sequence number (thus falsely implying a reordering if the sequence numbers alone are taken into account). To overcome this difficulty, the authors in Reference 45 propose the adoption of a 2-byte option called the TCP packet sequence number (TPSN), which increases monotonically even for retransmissions and can aid in the detection of reordering. Another alternative would be the use of the TCP time-stamp [25] option, which is the typical solution to the “retransmission ambiguity” problem.

Two courses of action are proposed once reordering has been detected. The first is to disable temporarily congestion control, that is, keep the RTO and the cwnd constant for some time after the OO event has occurred. Second, instant recovery during the CA phase is recommended. The rationale is that if some time, \( T \), before the OO packets started arriving, a congestion-indication event (RTO expiration or three dupACKs) occurred, then the latter was most likely triggered by path failure and could be rapidly reversed.

The two detection methods are examined in Reference 45 in combination with the two courses of action in five different combinations or configurations using DSR Routing. The evaluation revealed that instant recovery was more effective than temporarily disabling the congestion control, but the two methods bring about optimal throughput when used in unison (up to approximately 50%). There was no significant difference in the results when using sender and receiver OO detection, which implies that there is correlation between data and ACK reordering as a result of route failure, and this, in turn, suggests that either method would work as well as the other. However, it is not clear how the technique would be useful in the context of multipath routing or how much packet reordering occurs as a result of link breakages.

### 30.4.1.4 Error-Congestion Loss Distinction

From an end-to-end perspective, there have been several attempts to distinguish error from congestion losses in wireless communications. TCP-Veno [17], like TCP-Vegas [8], uses an estimator of the expected and actual throughput but still maintains the RENO TCP congestion avoidance (CA) mechanism with only a slight modification during the CA phase. If the Vegas estimator denotes imminent congestion in the CA phase then TCP-Veno increases the cwnd by 1 full-sized segment every other RTT, but does not decrease the cwnd, unlike Vegas. If the Vegas estimator does not denote congestion and a packet loss occurs, then Veno assumes it is due to errors and only decreases the cwnd by 1/5 instead of Reno’s 1/2. For heavy
loss environments, the authors in Reference 17 report improvements in throughput up to 80% compared to TCP Reno. Live measurements over an 802.11 infrastructure network have shown improvements of up to 35% but the technique has not been tested in a MANET environment.

In general, approaches that aim to distinguish congestion-induced losses from error-induced ones such as TCP-Aware [7] and TCP-Veno [17] can work reasonably well in infrastructure wireless networks but it is questionable whether they can be adapted to work in multihop 802.11 ad hoc networks. In such environments, the bandwidth-delay product is a different concept to that in infrastructure networks, due to the added factor of spatial contention [11].

Overall, distinguishing congestion losses from other type of losses in MANETs, from an end-to-end point of view, is a complex problem that may be unsolvable without explicit notification. As such, solutions used in infrastructure wireless networks are not directly applicable to MANETs.

### 30.4.1.5 TCP HACK

The header checksum option (HACK) [43] for TCP is an end-to-end modification proposed for infrastructure wireless networks that deals with errors and effectively solves the ambiguity between congestion and packet error drops. The reason this is treated separately from the error detection mechanisms mentioned in the previous section is that it is directly applicable to multihop wireless networks since it relies on explicit notification, instead of making assumptions about the less well-understood bandwidth-delay product in MANETs.

The technique is implemented as a TCP option. An extra header checksum is added, which complements the normal TCP packet checksum and also caters for the IP header (without the options), as shown in Figure 30.6(a). If the received packet at the destination has an invalid overall checksum, it is not dropped but, instead, the header checksum is checked. If the header is intact then the source of the packet can be identified and informed that one of its packets contains errors. It should therefore not initiate CA due to the loss. A special ACK, as shown in Figure 30.6(b), is produced and sent to the source informing it of the packet to be resent, whereupon the sender complies and transmits the packet without halving the cwnd.

The scheme is orthogonal to other TCP modifications such as SACK, can be incrementally deployed and is shown to be particularly effective in the case of bursty errors. A similar scheme and further analysis are also introduced in Reference 21, which provides further evidence for the validity of the idea. However, there is no evaluation of such a proposal in a multihop scenario and its applicability under such conditions remains an open research challenge.

### 30.4.1.6 Dynamic Delayed ACK

According to the TCP standard [3], the receiver can delay producing the cumulative ACK upon successful reception of a TCP segment, so long as the segment is not OO. The idea is that if the next segment contains a consecutive sequence number, a single cumulative ACK can be produced that acknowledges both segments. This delayed ACK should be generated at least for every two full-sized segments and within a 500 msec period in order to avoid ACK-clocking related problems.

In this approach [4], the possibility of producing delayed ACKs for more than two received segments is explored in string topologies. When the delay coefficient is set to higher values, fewer ACKs are produced on the return path, less spatial contention is observed, and performance increases become evident. The authors propose adjusting the delay coefficient parameter $d$ with the sequence number of the TCP packets. The modifications are confined to the TCP sink (destination) and are completely end-to-end implementable. In particular, three thresholds are defined, $l_1$, $l_2$, and $l_3$ such that $d = 1$ for packets with
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TCP HACK options format: (a) TCP header checksum option; (b) TCP header checksum ACK option.
sequence $N$ numbers smaller than $l_1$, $d = 2$ for packets with $l_1 \leq N < 12$, $d = 3$ for $l_2 \leq N < 13$, and $d = 4$ for $l_3 \leq N$. As more and more segments appear in order the delay coefficient increases. Subsequent evaluation of the technique reveals dramatic improvements in delay, packet losses, and throughput when compared with classic Newreno in string topologies. However, ACK clocking issues and evaluation in realistic topologies require further investigation.

### 30.4.1.7 Adaptive CWL Setting

The adaptive congestion window limit (CWL) strategy [10] sets a limit on the maximum cwnd size so as to allow better spatial reuse of the medium. Consider the string topology in Figure 30.7 with the denoted transmission and interference ranges (which actually reflect Lucent WaveLan II transceivers in an open space environment [30]).

In this particular topology, and without considering any extra modifications to the standard 802.11 MAC mechanism, two packets can be transmitted at the same time, that is, two segments may be in the pipe simultaneously without interfering with one another. Two outstanding segments in the pipe are allowed by the TCP agent when its cwnd is two segments. In Reference 10, the authors approach the issue of the bandwidth-delay product and demonstrate that, under most circumstances, regardless of the MAC protocol used, it cannot exceed the RTHC × size of data packet. This is true so long as the channel does not hold multiple “back-to-back” packets per transmission, that is, after each transmission the sender has to recompete for channel access. For the 802.11 MAC, this limit becomes tighter, being set to one-fifth of the RTHC.

The authors utilize string topologies and DSR routing to derive the optimal cwnd for different hop counts. A feedback mechanism can then be used to inform the TCP agent of the route length, acquiring this information from the routing protocol; TCP then sets its maximum cwnd, according to the hop count. For instance, as the cwnd sets the amount of segments that TCP will allow outstanding in the pipe, a setting of 2 hops would be ideal in the case presented in Figure 30.7. Performance improvements of up to 16% are reported in throughput. This solution is an interlayer one, as it requires feedback from the routing protocol to function; however the changes concern only the sender.

In the experiments conducted in Reference 10, neither background traffic nor competing TCP connections are considered. As such, the solution is directed toward single TCP connections in a MANET, and this limits its applicability. The discovery of optimal cwnd settings, according to the number of active TCP connections, remains a topic of future research.

### 30.4.1.8 Slow Congestion Avoidance

In Reference 39, the SCA modification to TCP is proposed to help alleviate the spatial contention issue that arises from the unique properties of the wireless channels in MANETs. Unlike the adaptive CWL approach [10], the maximum cwnd limit is not affected, but instead the rate of increase during the CA phase of TCP is altered.
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*FIGURE 30.7* A chain topology with spatial reuse of 2 hops.
The method works as follows. The CA phase of TCP generates a linear increase in the sending rate by enlarging the cwnd by one full-sized segment every RTT. This increase is triggered by the TCP ACK clock, whereby each segment acknowledgement triggers the dispatching of one or more segments. The SCA TCP agent maintains an SCA parameter $P$, which controls a delay in the increase of the cwnd during the CA phase. The cwnd still increases linearly but the increment occurs for every $P$ RTTs. So a parameter value of two means that an increase in the cwnd occurs for every other RTT. This simple adjustment has a profound effect on TCP throughput for string topologies (up to 14 hops) delivering improved throughput ranging between 32 and 71% over “vanilla” Reno. In short, the idea is that TCP spends more time in an optimal cwnd region (optimal meaning in terms of the spatial reuse factor) even though it does eventually overshoot this window and spatial contention sets in. However, even when this happens, there are fewer packets in flight since cwnd increases less aggressively; thus the effects are less severe than “vanilla” TCP.

The SCA technique is evaluated in References 38 and 39 in a fashion similar to adaptive CWL. Specifically, the effectiveness of a range of parameters is considered for different hop counts under DSR [27] and AODV [41] routing. The improvement in throughput generally stabilizes or flattens at around an SCA parameter of 10, implying that this is an all-round “good” value usable for any hop count. If the parameter is set to 10, there is no need for feedback from the routing layer as the hop-count information is then redundant. Performance evaluation shows gains of up to 24% in dynamic MANET scenarios.

The penalty occurred when the technique is activated unnecessarily (i.e., when there are not enough hops in the path for TCP to be affected by interference from its own flow) is found to be small. However, in principle, the approach could be modified to use feedback from the routing layer and then to be activated only when necessary. In summary, SCA is an end-to-end modification, which may or may not require cross-layer feedback depending on whether a slight throughput penalty (<3%) is important for the sender or not.

Compared to adaptive CWL, the SCA method is not affected as severely by background traffic and performs much better in the presence of other interfering flows when the fixed RTO [14] technique is not used. However, the issues of responsiveness and fairness were not evaluated in the study of Reference 39 and may yet prove significant since the bandwidth-delay product of MANETs is different to wired networks and not well understood [11]. More research is needed on this topic.

### 30.4.2 Point-to-Point Modifications

The point-to-point modifications of TCP involve nodes other than the two endpoints of the communication. Such modifications are harder to deploy as typically every node must implement any proposed changes, which can be difficult to guarantee in a MANET context. Partial implementation of a modification may not always be possible as compatibility issues with existing mechanisms may arise. According to the problem area targeted, the point-to-point modifications may be categorized in a similar fashion to the end-to-end ones; TCP-F, TCP-BuS, and proactive route selection deal with route breakages and their effect on TCP. ATCP is concerned with the high loss rate characteristic of the wireless channel. LRED, Neighborhood RED, COPAS, Split TCP, and the nonwork conserving scheduling algorithm, deal with the “capturing effect” and poor spatial reuse of TCP in 802.11 networks as described in Section 30.2.1.

#### 30.4.2.1 TCP-Feedback

TCP-feedback (TCP-F) [9] is an additive modification to the TCP standard, which aims to mitigate the negative effects of frequent route breakages in MANETs. By producing feedback to the source from the point of route failure, TCP can distinguish between packet losses caused by changes in topology as nodes move about and those caused by congestion. The technique requires feedback from the routing algorithm concerning route failure and reestablishment and can only be deployed network-wide. Thus it is not a purely end-to-end modification (unlike ELFN as mentioned in Section 30.4.1).

TCP-F works as follows. Whenever the routing algorithm detects disruption in a route, a route failure notification (RFN) packet is sent from the point of failure to the source, notifying the nodes in the path of the invalid route. If any of the intermediate nodes in the route are aware of an alternate route then that
route is used and the RFN is discarded. However, if the source receives the RFN then it enters a “snooze state” where it stops transmission, freezes the TCP state variables and starts a time-out route failure timer. When a path is reestablished, the source receives a route reestablishment notification (RRN), unfreezes the TCP state variables and resumes transmission. The RRN can be produced by an intermediate node if it learns of a new route to the destination (like the local repair mechanism in AODV). Should the RRN be lost, the route failure timer ensures that the TCP agent does not remain in a snooze state indefinitely but falls back to the usual TCP behavior.

The evaluation of the proposed modifications in Reference 9 is carried out on a rough approximation of a multihop network where frequent topology changes and a long path (10 hops) is assumed. The positive results of the changes are two fold: first, TCP does not remain in a back off state for long periods of time, waiting for the RTO timer to expire before realizing that the routing protocol has reestablished a route; second, slow-start can be avoided since the state variables assume their prefrozen values as soon as the route is reestablished. However, there could be an adverse effect if the newly discovered route is congested, and TCP has incorrect information about the condition of the channel, since this might add further to the congestion. The authors do not view this as a problem, and rely on TCP’s subsequent reaction to congestion to provide a fair division of the bandwidth as well as to provide protection against congestion collapse.

30.4.2.2 TCP-BuS

TCP with buffering capability and sequence information (TCP-BuS) [31] is another feedback-based approach to deal with the effects of route failures in MANETs, like TCP-F [9]. The proposed TCP modification is tightly coupled with the associativity-based routing (ABR) protocol whose principal operation, as a reactive routing protocol, closely resembles AODV.

Whenever a route alteration occurs, notification to the TCP agent is provided via “explicit route disconnection notification” (ERDN) and “explicit route successful notification” (ERSN) messages. Whenever there is a route failure, the source receives the ERDN from the point of failure, freezes transmission, stores the TCP state, including window sizes and timer values, and waits for an ERSN message. When the route is reestablished the source receives an ERSN message and resumes transmission. The key factor in this technique is that packets are buffered along the path. The TCP agent is aware, through the ERSN and ERDN messages, which packets are so buffered. Therefore, after the route has been reestablished, the TCP agent assumes that these packets are already on the path and will be delivered to the destination, and so does not retransmit them. Moreover, since TCP is aware of which packets are in the pipe and will be forwarded to the destination, it can update the time-out timers to take into account the extra amount of time necessary to reestablish the route.

A crucial requirement of the algorithm is the reliable transmission of the ERSN message and the authors propose two ways of achieving this goal. First, probing can be used as in the case of ATCP, which then triggers the transmission of an ERSN from the node at the point of route reestablishment. Second, passive acknowledgments can be used to ensure reliable point-to-point transport of the message. Specifically, after having transmitted the ERSN, the node then listens to the channel to see if the message is propagated further. If this does not happen for some period of time, then the message is retransmitted. This technique requires omnidirectional antennas at the transceivers. Overall, TCP-BuS proposes point-to-point changes, which depend on interlayer feedback.

The subsequent performance evaluation is performed on a custom-written discrete event simulator, which nonetheless portrays a multihop wireless network. No specific mobility model is taken into consideration but instead the authors opt to simulate the effect of route failures through some (unspecified) method and study their algorithm against TCP-F and “vanilla” TCP (Reno, presumably). They report an increase in throughput against TCP-F and “vanilla” TCP in the range of 10% and 30%, respectively. Essentially, TCP-BuS is an improvement over the TCP-F method, which relies heavily on routing feedback but its evaluation is incomplete as it has not been studied with respect to modern routing protocols or widely accepted mobility models. Finally, the requirement of buffering of packets at intermediate nodes during route breakages may strain the limited resources of some mobile devices.
30.4.2.3 Proactive Route Selection and Maintenance

Preemptive routing [19] is a cross-layer approach, which ensures that routing failures are dealt with in a proactive fashion for on-demand ad hoc routing algorithms. Specifically, when a path is likely to be broken a warning is issued to the source node indicating the likelihood of the breakage. Then the source may seek an alternate, more stable path, potentially avoiding the disconnection altogether. This can mitigate the negative effects of route failures on TCP, as discussed in Section 30.2.3.

Traditionally, routing protocols react to route breakages after they have occurred. In Reference 19, the goal is to detect, as reliably as possible, imminent route failure and discover an alternate path. In order to detect a potential path breakage before it happens, the authors in Reference 19 use signal strength indication of received packets at each node. Assuming that the signal strength measurements are a good indication of the distance of the receiver from the transmitter, if the measured amount declines below a certain threshold then it could be assumed that after a short time because of the destination moving away from the source, the route will be broken; hence a warning packet should be sent to the source to inform it to look for a different route.

In the actual implementation, when the received signal strength falls below the minimum threshold, the receiver starts pinging the sender to ascertain that the signal is in fact weakening and that the fluctuation is not just temporary. If the measurements of these minimum packet exchanges are, on average, below the minimum signal strength threshold a route warning is sent to the source, which then initiates the protocol's route-discovery procedure by flooding RREQs. Nodes only reply to those RREQs that are above the minimum signal strength threshold, thereby ensuring that the new path is stable. After the route discovery phase is over, the new route may be used instead of the old one.

The proposed changes are evaluated with both AODV and DSR routing. It is observed that TCP latency improves by up to 40% and throughput by up to 10% in single flows. Evaluation with multiple TCP flows is more difficult as the results are skewed by the TCP “capturing effect.” As potential areas for future study, the authors mention studying preemptive routing for table-driven protocols, conducting experiments using a wider range of scenarios, and employing other measures of the quality of the path such as link age and path congestion.

30.4.2.4 Ad Hoc TCP

The ad hoc TCP (ATCP) [35] proposal entails the creation of a thin layer between TCP and IP, which utilizes feedback from the network layer. In particular, the BER and transient partitioning problems, as mentioned in Section 30.2.3, as well as reordering caused by multipath routing are dealt with this approach.

The ATCP relies on ICMP “destination unreachable” messages as well as “explicit congestion notification” (ECN) for its operation. The ECN notification consists of a bit set in the TCP packet that notifies the TCP agent of congestion along the path and is used by queueing management systems such as RED [16]. When ATCP is in its normal state it monitors the number of duplicate ACKs received for a segment. If a third duplicate ACK is received, ATCP intercepts the ACK and puts TCP into “persist” mode, which means that its state is frozen, while ATCP enters the “loss” state. ATCP reacts in the same fashion if an RTO event is about to occur. In the loss state, ATCP transmits unacknowledged segments from the TCP send buffer until an ACK arrives for a previously unacknowledged segment. At that time ATCP returns to its normal state. The loss state is designed to deal with losses caused by packet errors.

If an ACK has the ECN flag on, ATCP moves into its “congested” state until the TCP agent has sent a new segment, at which time ATCP returns to its normal state. During the congested state ATCP relies solely on TCP’s CA, that is, it does nothing. The congested state is thus designed to deal with network congestion and, for this reason, the classic TCP behavior is left unaltered.

Finally, when an ICMP “destination unreachable” message is received, the TCP sender is placed in persist mode and sends probing packets to detect when the route might be reestablished. ATCP enters the “disconnected” state and returns to the “normal” state only when a duplicate ACK (or data segment) is received, indicating such reestablishment. ATCP takes care to reset TCP’s cwnd to one segment when it enters the disconnected state, so that TCP can reestimate the available bandwidth of the new route. The
proposed modifications are applied to all nodes, each of which is required to produce ICMP messages when route failures occur, utilizing cross-layer information.

A full state diagram of ATCP is shown in Figure 30.8. The authors in Reference 35, created an actual implementation of ATCP and studied it across a range of specialized scenarios reflecting high BER, reordering, and network congestion. The results show an increase in throughput by a factor of 2 to 3. However, the behavior of ATCP was not examined in a large MANET (only five nodes were employed in the actual testing) and no real routing algorithm was used. Furthermore, ATCP needs to maintain additional timers at the sender and this overhead is not taken into account in the study. Finally, its reliance on ECN producing routers or nodes is a requirement, which might be difficult to realize in the inherently, heterogeneous MANET environments, where some nodes may not be capable or aware of ECN.

30.4.2.5 LRED and Adaptive Pacing

The distributed link RED (LRED) [18] algorithm is a link layer modification to the 802.11 standard, which aims to reduce spatial contention and allow better utilization of the shared media. This helps TCP traffic as it is sensitive to packet drops due to spatial contention because it interprets such a loss as a sign of congestion. The method is inspired by the well-known RED [16] active queue management technique used on the Internet.

With these modifications, each node monitors the number of transmission retries at the link-layer and packets are discarded with a probability based on the average number of retries. If the average number of retries is smaller than a threshold then it is assumed that the node is rarely hidden and so no packets in the buffer are dropped. When it gets higher, a dropping probability is introduced that is constrained by a minimum and a maximum value. There is no differentiation between flows since all traffic transmitted by the node adds to spatial contention and is of interest. It is possible to use this technique with ECN marking of TCP packets so as to inform a sender that it should reduce its cwnd without dropping any packets. The technique is contained in the link layer but if the ECN capability is used it requires cross-layer modifications (as TCP packets are marked according to link layer feedback).
In the same work [18], the Adaptive Pacing modification is introduced, which works with the 802.11 MAC protocol to help coordinate transmissions so that spatial contention is dealt with. The only change in the protocol is allowing the node, when necessary, to back off for an interval time, which is an additional packet transmission time above the normal deferral period (a random back off plus one packet transmission time). To identify as to when such an additional time period is needed, the technique is coupled with LRED monitoring. When the average number of retries exceeds the minimum threshold as set in LRED, adaptive pacing is activated. The proposed modifications are confined to the MAC layer.

Both techniques are evaluated in string, cross, and grid topologies but not in mobile scenarios. The observed TCP throughput increase by using both techniques is up to 20% and there is a decidedly positive effect on fairness. Further evaluation in realistic topologies would be useful, as the simulation experiments in Reference 18 were set up in a way as to make the effects of spatial contention prominent and this might not be the case in realistic mobile situations. Finally, since the modifications involve changes in the MAC layer, issues of incremental deployment and interoperability might arise in real implementations when nodes do not operate with identical MAC protocols (e.g., LRED-enhanced and “plain” 802.11).

### 30.4.2.6 Neighborhood RED

Neighborhood RED (NRED) [48] is another cross-layer approach, which aims to increase TCP fairness in MANETs. Although feedback from the link layer is utilized, no modifications are assumed at the MAC layer, which makes the method easily deployable.

The idea is based on RED queueing [16] as used in wired networks. However, instead of monitoring its local queue, each node maintains the concept of a distributed neighborhood queue. Through experiments it is shown that such a queue concept is necessary because contention in MANETs occurs in a region rather than a single node or router. The neighborhood of a node is defined to be the transmitting node of all other nodes which may interfere with that node’s transmissions. For the purposes of the study only neighbors up to 2 hops distant are considered even though the authors accept that nodes farther away may interfere with the source’s transmission because of the great discrepancy that occurs sometimes between interference and transmission ranges.

Obtaining information for neighbors up to 2 hops away that might affect transmission requires a lot of signaling overhead as information must be exchanged with each node via its immediate neighbors. Therefore, a simplified expression of the distributed neighborhood queue is adopted. To monitor other nodes’ queue sizes passive measurements are used. Congested nodes issue a “neighborhood congestion notification” packet, which aids neighbors to estimate their drop probability. A RED-like algorithm is used to estimate which packets should be discarded to aid fairness between flows in the neighborhood. The proposed solution is a cross-layer one and requires changes at every node, even though it can be deployed in a mixed environment.

This technique is validated over static topologies and evaluated in static and mobile scenarios. It is shown that although throughput might suffer when using NRED, fairness between flows improves radically and there is no starvation of connections. However, a thorough evaluation of this technique is still needed to ascertain its effectiveness under various mobility conditions. Finally, NRED’s usefulness in a gradually deployment scenario is a prospect for future study.

### 30.4.2.7 Nonwork Conserving Scheduling Algorithm

The nonwork-conserving scheduling algorithm proposed in Reference 51 is a replacement for the first-in first-out (FIFO) work-conserving scheduling scheme use in multihop ad hoc networks. The technique aims to improve fairness for TCP traffic and avoid the “capturing” effect, where a TCP flow may starve competing flows even though the aggregate throughput could be considered sufficient.

This method introduces a timer at the MAC level, which must expire before a packet is released for transmission. Effectively, there is a delay $d$ before a packet is sent for transmission. This delay is calculated as the sum of three parts:

$$\text{delay} = D_{\text{trans-delay}} + D_{\text{delay}} + D_{\text{random}}$$
$D_{\text{tr-delay}}$ is an estimate of the time it would take to transmit the packet if no contention were present and is calculated as the packet length divided by the bandwidth of the channel. $D_{\text{random}}$ is a random value uniformly distributed between 0 and $D_{\text{delay}}$ and which is used to avoid synchronization effects. Finally, $D_{\text{delay}}$ is a delay determined by the recent queue output rate, that is, by counting the number of bytes the queue outputs in every fixed interval. In short, as the queue output in the fixed interval increases, $D_{\text{delay}}$ increases. Routing packets are treated as high priority as in typical work-conserving scheduling schemes and are transmitted without waiting for the delay value.

Various simulation scenarios that highlight the unfairness of the standard work-conserving scheduling scheme in MANETs demonstrate the effectiveness of the new modifications. In particular, the approach clearly increases fairness in the scenarios considered in Reference 51 but also leads to a slight decrease in aggregate throughput. The scheme is completely contained in the MAC layer and does not rely on cross-layer feedback. However, it requires changes to the firmware of the transceiver as the delay is so fine grained that it must be hardware-assisted. As a prospect for future study, it would be useful to determine the technique’s effectiveness in realistic mobile scenarios. Moreover, the effects of incremental deployment would have to be studied: solutions that require changes in the firmware of the transceiver might not be applied to all hosts in a MANET and hence a mixed firmware/MAC access environment is likely.

### 30.4.2.8 Contention-Based Path Selection

The contention-based path selection (COPAS) [12] is a routing algorithm modification proposed to alleviate the TCP “capture” effect and help lift spatial contention from paths. To do this it takes into account how “busy” the medium is around each node and uses different paths for forward and reverse traffic. The technique can be applied to any of the reactive routing protocols that use the standard route request (RREQ), route reply (RREP) cycles but in Reference 12 it is evaluated over the DSR protocol.

In short, during the RREQ cycle of the path discovery phase, the destination waits for some time to collect as many paths as possible. It then chooses two, using path disjointness and minimal route congestion as selection criteria, and responds with two RREP messages. Congestion is measured along the route by having each node monitor its MAC layer behavior, in particular a weighted average of its backoffs due to activity in the medium. A higher average implies a busier medium.

For instance, in Figure 30.9 there are three equally disjoint routes namely \{Source → D → E → F → Destination\}, \{Source → A → B → C → Destination\}, and \{Source → G → H → I → J → Destination\}. After the criterion of congestion has been evaluated, the latter two are chosen as the DATA and ACK paths, respectively.

Using separate paths for ACKs and DATA helps alleviate spatial contention as the two do not compete over the same path for usage of the medium. Since congestion is a dynamic property, COPAS maintains snapshots of the path contention by piggybacking information on packets in the forward and reverse paths. If the route experiences contention that exceeds a certain threshold, a new, less contented route is sought out. COPAS requires alterations at the routing layer and needs cross-layer feedback to maintain the contention information at the nodes.

In Reference 12 the proposed modifications are evaluated over static topologies using DSR. The throughput improvement of TCP Reno reaches 90% but there is a slight delay penalty for end-to-end delivery as COPAS tends to “go around” the shortest route. Future research into COPAS will need to evaluate it under realistic conditions of mobility. It will also have to examine whether the method can yield cumulative performance improvement in TCP when coupled with orthogonal techniques such as ELFN or Fixed-RTO (both are described in Section 30.4.1).

### 30.4.2.9 Split TCP

Split TCP [33] is a modification which aims to alleviate various TCP problems that arise with connections along long paths. In particular, since it is more likely for long paths to experience link failures (due to mobility), short connections are advantaged over long ones. Furthermore, flows along long path suffer from the effects of hidden terminal interference and exhibit unfairness when mixed with shorter flows. The split TCP scheme separates a long connection into several shorter localized segments through the use
30.5 Conclusions

This chapter has presented the latest developments on addressing TCP issues over MANETs. Since TCP was originally designed for wired LANs, several studies have shown that it exhibits suboptimal performance
in MANET environments. The main reason for this is the conventional TCP assumption that all perceived packet losses are due to congestion. TCP’s reaction to such events is a rapid reduction of the sending rate. However, in MANET environments, packet losses may be caused by other factors but TCP, being unable to distinguish among them, invariably reacts by simply slowing down transmission, which is not necessarily the right course of action. For instance, in the case of packet drops due to errors, the correct action would be to retransmit quickly the corrupt segment and continue as normal. Further, the main symptom watched for by TCP to identify packet loss, namely, the reception of three duplicate ACKs, is not always a valid heuristic in MANETs where frequent link failures and multipath routing make duplicate ACKs as part of the networks normal rather than pathological behavior.

In order to address these issues, several modifications have been proposed in the literature. These can be categorized into solutions deployable in an end-to-end fashion, affecting only the TCP sender and receiver, and those deployed point-to-point, which involve alterations at intermediate nodes as well as, possibly, the end points. Modifications may also be categorized as single layer or cross-layer depending on whether they are confined to a single or cross-layer of the network stack. Additionally, point-to-point solutions may either utilize explicit notification to the end points (as in TCP-ELFN) or gather implicit information without using any such signalling (e.g., neighborhood RED). In principle, an end-to-end transport layer solution is preferable as modifications are confined to end points, but it proves quite challenging to achieve this in practice since available information is limited at the transport layer. Hence, cross-layered, point-to-point modifications although more difficult to deploy, tend to yield greater improvements than end-to-end layered ones.

In conclusion, although TCP behavior over MANETs has received much attention from the research community in recent times, there is still a significant scope for further work, since the ultimate goal is convergence of wired and wireless networks. It is crucial in heterogeneous environments, such as MANETs, to examine the viability of incremental deployment for each of the proposed solutions. In particular, the interaction of modified with traditional TCP agents needs be taken into account to ensure that they can interoperate properly and that the unmodified agents are not disadvantaged. Moreover, since several of the proposed mechanisms are orthogonal to one another, it is interesting to examine whether the combination of different solutions results in aggregated improvements in performance. Finally, it has been suggested that TCP may not be the best protocol to use in MANETs since its link-monitoring mechanisms (through round-trip time measurements) while quite well suited for wired environments are not so suitable for multihop wireless conditions. As such, a viable option might be the introduction of new connection oriented, transport protocols, which provide more feedback about wireless conditions and include provisions for identification of the cause of packet losses.

The need for real testbed measurements is evident in much of the existing literature. Most TCP proposals in MANETs are evaluated through simulations or limited testbeds with few participating nodes. The advantages of real-life implementation and evaluation are twofold: they increase confidence in the

FIGURE 30.10 Split TCP over an 11 hop string topology with an interproxy distance of 3.
simulators used, possibly revealing any flaws, which might exist in the tools; and they help validate previous work. Unfortunately, wide-scale examination of existing solutions in realistic MANET environments is still lacking. Finally, as the various factors affecting TCP behavior in MANETs become better understood it is hoped that mathematical models will be developed to reflect TCP behavior under various mobility and wireless channel conditions.
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Bluetooth is an emerging standard for wireless personal area networks (WPANs): short range, ad hoc wireless networks [1]. Originally, Bluetooth was envisaged as a wireless cable replacement technique, which is why the basic RF range of Bluetooth devices is only about 10 m [2]. Over time, the number of possible uses of Bluetooth have increased to include different networking tasks between computers and computer-controlled devices such as PDAs, mobile phones, smart peripherals, and others. Consequently, performance analysis of Bluetooth networks is an important research topic. Yet Bluetooth networks operate in a rather different manner from other wireless networks and approaches applicable to those networks cannot readily be applied in the Bluetooth environment. Furthermore, many important aspects of communication using Bluetooth networks are not defined by the current Bluetooth specification [2], including the manner in which the master polls its slaves, the scheduling algorithms for Bluetooth scatternets, the preferred scatternet topology (or topologies), support for quality of service, and others. All of these aspects play a crucial role in determining the performance of Bluetooth networks, which is ultimately one of the main criteria for their wider acceptance in the marketplace. In this chapter, we will review and roughly classify existing algorithms for intra-piconet polling. We will also describe some of the topics that deserve future research attention.
31.1 Introduction: On Bluetooth Networks and Bluetooth Communications

As mentioned earlier, Bluetooth is a communication technology for short range, ad hoc wireless networks formed by fixed or mobile devices. Bluetooth devices must form networks before the actual communication can start [3]. The simplest network is called piconet: a small, centralized network with up to eight active nodes or devices. One of the nodes is designated as the master, while the others are slaves. At most seven slaves can be active at any given time, and up to 255 others can be parked but still listening to the communications in the piconet. This topology is shown schematically in Figure 31.1(a).

Bluetooth uses a set of RF frequencies (79 or 23, in some countries) in the ISM band at about 2.4 GHz. Frequency hopping spread spectrum (FHSS) technique is utilized in order to combat interference. Each piconet hops through the available RF frequencies in a pseudo-random manner. The hopping sequence, which is determined from the Bluetooth device address of the piconet master, is known as the channel [3]. Each channel is divided into time slots of $T = 625 \mu\text{sec}$, which are synchronized to the clock of the piconet master. In each time slot, a different frequency is used.

All communications in the piconet take place under the control of the piconet master. All slaves listen to downlink transmissions from the master. The slave may reply with an uplink transmission if and only if addressed explicitly by the master, and only immediately after being addressed by the master. Data is transmitted in packets, which take 1, 3, or 5 slots; link management packets also take one slot each. The RF frequency does not change during the transmission of the packet. However, once the packet is sent, the transmission in the next time slot uses the next frequency from the original hopping sequence (i.e., the two or four frequencies from the original sequence are simply skipped). By default, all master transmissions start in even-numbered slots, whilst all slave transmissions start in odd-numbered slots. A downlink packet and the subsequent uplink packet are commonly referred to as a frame. Therefore, the master and the addressed slave use the same communication channel, albeit not at the same time. This communication mechanism, known as time division duplex (TDD) is schematically shown in Figure 31.2.

Because of the TDD communication mechanism, all communications in the piconet must be routed through the master. Each slave will maintain (operate) a queue where the packets to be sent out are stored. The master, on the other hand, operates several such queues, one for each active slave in the piconet. The corresponding queueing model is shown in Figure 31.1(b). We note that these queues may not physically exist, for example, all downlink packets might be stored in a single queue; but the queueing model provides a convenient modeling framework, which facilitates the performance analysis of Bluetooth networks.

The master polls the slave by sending the data packet from the head of the corresponding downlink queue. The slave responds by sending the data packet from the head of its uplink queue. When there is no data packet to be sent, single-slot packets with zero payload are sent — POLL packets in the downlink, and NULL packets in the uplink direction [3]. As the process of polling the slaves is actually embedded in the data transmission mechanism, we will use the term “polling” for every downlink transmission from the master to a slave.
Since packets must wait at the slave and at the master before they can be delivered to their destinations, the delays they experience are mainly queueing delays. Therefore, the performance of the data traffic will be mostly dependent on the choice of the polling scheme used by the master to poll the active slaves in the piconet.

### 31.2 Intra-Piconet Polling Schemes

The polling scheme is obviously the main determinant of performance of Bluetooth piconets, and one of the main determinants of performance of Bluetooth scatternets. As usual, the main performance indicator is the end-to-end packet delay, with lower delays being considered as better performance. There are, however, at least two other requirements to satisfy. First, the piconet master should try to maintain fairness among the slaves, so that all slaves in the piconet receive equal attention in some shorter or longer time frame. (Of course, their traffic load should be taken into account.) Second, Bluetooth devices are, by default, low power devices, and the polling scheme should be sufficiently simple in terms of computational and memory requirements.

As noted earlier, the current Bluetooth specification does not specifically require or prescribe any specific polling scheme [2]. This may not seem to be too big a problem, since optimal polling schemes for a number of similar single-server, multiple-input queueing system are well known [4,5]. However, the communication mechanisms used in Bluetooth are rather specific, because:

- All communications are bidirectional (i.e., there cannot exist a downlink packet without an uplink packet, or vice versa).
- The master polls the slaves using regular packets, possibly without data payload (i.e., all polls and responses thereto take at least one slot each).
- All slave–slave communications have to be routed through the master (i.e., there can be no direct slave-to-slave communication).
- The master does not know the status of queues at the slaves, because there are no provisions for exchange of such information in the Bluetooth packet structure.

As the consequence, the existing results cannot be applied, and the performance of different polling schemes has to be re-assessed, taking the aforementioned characteristics of the Bluetooth communication mechanisms. It should come as no surprise, then, that a number of polling schemes have been proposed and analyzed [6–9]. Many of the proposed schemes are simply variations of the well-known limited and exhaustive service scheduling [10], but several improved adaptive schemes have been described as well [8,11].
In the discussion that follows, we will present a rough classification of those polling schemes, using the following criteria. First, the polling scheme determines the number of frames exchanged during a single visit to the slave. This number may be set beforehand to a fixed value, or it may be dynamically adjusted on the basis of current and historical traffic information.

Second, different slaves may receive different portions of the bandwidth; again, the allocation may be done beforehand, or it may be dynamically adapted to varying traffic conditions. The latter approach is probably preferable in Bluetooth piconets, which are ad hoc networks formed by mobile users, and the traffic may exhibit considerable variability. In fact, due to users' mobility, even the topology of the piconet may change on short notice. At the same time, the fairness of polling may be more difficult to maintain under dynamic bandwidth allocation.

Finally, the sequence in which slaves are visited may be set beforehand, or it may change from one piconet cycle to another, depending on the traffic information. Slaves that had more traffic in the previous cycle(s) may receive a larger portion of the available bandwidth. Slaves that had no traffic may receive less bandwidth, or they may even be ignored for one or more piconet cycles. Again, the main difficulty with such schemes is to ensure that the fairness is maintained.

### 31.2.1 Traditional Polling Schemes

The simplest polling schemes use a fixed ordering of the slaves and fixed bandwidth allocation per slave. The only variable parameter, then, is the duration of master's visit to each slave.

Under 1-limited service polling, the master visits each slave for exactly one frame, and then moves on to the next slave [10]. Data packets are sent if there are any, otherwise empty packets (POLL or NULL) are sent. The scheme is sometimes referred to as (Pure) Round Robin [6] or simply limited service.

Under exhaustive service polling, the master stays with the slave as long as there are packets to exchange in either downlink or uplink direction [10]. The absence of packets is detected by a POLL–NULL frame.

Under the E-limited service polling, the master stays with a slave until there are no more packets to exchange, or for a fixed number $M$ of frames ($M > 1$), whichever comes first [10]. Packets that arrive during the visit are allowed to enter the uplink queue at the slave and may be serviced — provided the limit of $M$ frames is not exceeded [10]. This scheme is also referred to as Limited Round Robin [6,11].

In fact, 1-limited and exhaustive service polling may be considered as special cases of E-limited service, where the limit $M$ equals 1 and $\infty$, respectively. In all three cases, the sequence of slaves is fixed and does not change.

In traditional polling systems, exhaustive service performs better than either 1-limited or E-limited service [4]. As Bluetooth piconets are not traditional polling systems (for reasons outlined earlier), hence this result does not hold. Several authors have found that 1-limited performs better than exhaustive service under high load [6,12]. Furthermore, E-limited service has been found to offer better performance than either limited or exhaustive service, and the value of $M$ may be chosen to achieve minimum delays for given traffic burstiness [13].

### 31.2.2 Dynamic Reordering of Slaves

In fact, even better results may be obtained through the so-called stochastically largest queue (SLQ) policy. Under this policy, the server always services the queue with the highest number of packets [5]. In other words, the master should always poll the slave for which the sum of lengths of uplink and downlink queues is the highest. However, this is not possible in Bluetooth, as there is no way for the master to know the current status of all of its slaves' uplink queues. What is possible, though, is to dynamically reorder the slave polling sequence according to the length of the corresponding downlink queues at the master. This reordering may be done once in each piconet cycle, or the master may always poll the slave with the longest downlink queue. In either case, polling may be performed according to limited, exhaustive, or even E-limited scheme.
One scheme that uses dynamic reordering is the **exhaustive pseudo-cyclic master (EPM)** queue length scheme, proposed in Reference 6, where each slave is visited exactly once per cycle. At the beginning of each cycle, however, the slaves are reordered according to the decreasing length of downlink queues.

One problem with dynamic reordering is that fairness among the slaves cannot be guaranteed when reordering is done for every poll. For example, two slaves that talk to each other might easily monopolize the network and starve all other slaves. Fairness is easier to achieve when reordering is done on a per cycle basis. Still, some polling schemes (such as the exhaustive scheme) present more of a challenge than others.

Table 31.1 summarizes the characteristics of traditional polling schemes.

### 31.2.3 Adaptive Bandwidth Allocation

The duration of the visit to each slave may be adjusted according to the current or historical traffic information. This can be done in two ways: by rewarding slaves that have more traffic, or by penalizing slaves that have less traffic. In the former case, the master is allowed to stay longer, and thus exchange more frames, with the slave that has some data to send and receive. In the latter case, the slave that had less traffic or no traffic at all, or the slave which is expected to have no traffic, will simply be ignored for a certain number of piconet cycles.

The former approach is exploited in the **limited and weighted round robin (LWRR)** [6], which tries to increase efficiency by reducing the rate of visits to inactive slaves. Initially, each slave is assigned a weight equal to the so-called maximum priority, or MP. Each slave is polled in E-limited fashion with up to \( M \) frames. Whenever there is a data exchange between the slave and the master, the weight of the slave is increased to the value of MP. On the other hand, when a POLL–NULL sequence occurs, the weight for that particular slave is reduced by one. If the slave weight drops to one (which is the lowest value), the slave has to wait a maximum of \( MP - 1 \) cycles to be polled again.

A variation of this scheme, labeled **pseudo-random cyclic limited slot-weighted round robin** [11], uses both slave reordering and poll rate reduction. The sequence in which slaves will be polled is determined in a pseudo-random fashion at the beginning of every cycle, and less active slaves are not polled for a certain number of slots (not cycles). In addition, the maximum number of frames that may be exchanged during a single visit to any slave is limited.

Poll rate reduction is also utilized in the **fair exhaustive polling (FEP)** scheme [8], where a pool of “active” slaves is maintained by the master. Slaves are polled with one frame per visit, as in 1-limited service. When a POLL–NULL frame occurs, that slave will be dropped from the pool and will not be polled for some time. The “inactive” slave may be restored to the pool when the master downlink queue that corresponds to that slave contains a packet, or when the entire pool is reset to its original state. The pool is reset when the last slave in the pool is to be dropped, or after a predefined timeout. In this manner, the slaves that have more traffic will receive proportionally larger share of the bandwidth as long as they have traffic to send or receive.

A slightly more sophisticated approach to poll rate reduction is employed in the scheme known as **adaptive E-limited polling** [14]. In this case, each slave is serviced for up to \( M \) frames during a single visit. However, the limits are assigned to each slave separately, and they are made variable between predefined bounds. Initially, all slaves are assigned the value of \( M \) equal to the upper bound of \( M^+ \). When the slave is polled and there is a data packet sent in either direction, the current value of \( M \) for that slave is decreased...
TABLE 31.2 An Overview of Adaptive Polling Algorithms

<table>
<thead>
<tr>
<th>Polling algorithm</th>
<th>Access delay</th>
<th>End-to-end delay</th>
<th>Adaptivity</th>
<th>Fairness</th>
</tr>
</thead>
<tbody>
<tr>
<td>LWRR [6]</td>
<td>Average</td>
<td>Good (high loads)</td>
<td>Good (penalizes inactivity)</td>
<td>Inherent</td>
</tr>
<tr>
<td>FEP [8]</td>
<td>Good</td>
<td>Bad (under bursty traffic)</td>
<td>Good (penalizes inactivity)</td>
<td>Can be unfair</td>
</tr>
<tr>
<td>ACLS [15]</td>
<td>Good</td>
<td>Excellent</td>
<td>Inherent</td>
<td></td>
</tr>
<tr>
<td>FPQ [16]</td>
<td>Good</td>
<td>Good</td>
<td>Good (but computationally intensive)</td>
<td>Adjustable</td>
</tr>
</tbody>
</table>

by one, until the lower bound $M^-$ is reached. When a POLL–NULL frame is encountered, the value of $M$ for that slave is reset to the maximum value, but the slave will skip a certain number of cycles. In this manner, the slave that has been idle for some time can send more data immediately after becoming active again. In case there is continuously backlogged traffic, the service gradually decreases to allocate a fair share of available bandwidth to each slave.

The adaptive cycle-limited service (ACLS) scheme [15] strives to keep the duration of the piconet cycle as close to a predefined value as possible. Bandwidth is allocated dynamically, partly on the basis of historical data (i.e., the amount of traffic in the previous piconet cycle), and partly on the basis of current traffic (i.e., whether they have some data to exchange or not). However, each of the $m$ slaves is guaranteed a fair share of the available bandwidth over the period of $m - 1$ piconet cycles, plus a certain minimum bandwidth in each piconet cycle. This scheme appears well-suited for piconets in which some of the slaves have tight bandwidth and latency constraints, as is often the case with multimedia traffic.

We also mention the efficient double-cycle polling [17], an adaptive algorithm, which tries to optimize performance for uplink and downlink traffic separately; and fair predictive polling with QoS support (FPQ), a predictive algorithm with rudimentary QoS support [16].

Table 31.2 summarizes the characteristics of adaptive polling schemes.

31.3 BNEP and Segmentation/Reassembly Policies

All of the polling schemes described above focus on the optimization of performance of Bluetooth baseband traffic. As the traffic to be transported originates from the applications running on Bluetooth and other devices, we should also look into the details of packet segmentation and reassembly policies. As most traffic nowadays is based on the transmission control protocol (TCP) family of protocols, it is necessary to examine the ways in which such traffic can be transported over Bluetooth. Fortunately, the bluetooth network encapsulation protocol (BNEP), provides a ready solution to these problems [18].

The BNEP protocol is designed to encapsulate and forward Ethernet frames through Bluetooth networks. Multi-hop traffic, including the slave to slave traffic, may be handled by Bluetooth masters and bridges acting as store-and-forward switches. In other words, the entire TCP PDU, which consists of a number of Bluetooth PDUs, has to be stored in the device before being repackaged (if necessary) and forwarded to the next stop along the route. Routing in this case is done in the IP layer, transparently to Bluetooth. Figure 31.3(a) shows the protocol stack when TCP/IP packets are encapsulated using BNEP. The headers and their typical length are shown in Figure 31.3(b). Note that each TCP message generated will require a total of 59 bytes in appropriate headers throughout the protocol stack.

As Bluetooth baseband packets can have either 1, 3, or 5 slots each, with varying payload of up to 339 bytes, as shown in Table 31.3, L2CAP packets obviously have to be segmented into a number of baseband packets. Upon reception, the payload has to be extracted from the baseband packets, and the L2CAP packet has to be reassembled. Again, the Bluetooth specification offers little guidance in that respects, and several policies for packet segmentation and reassembly have been described [8,9].

We note that the noise and interference levels may play a critical role in choosing the segmentation policy. The Bluetooth frequency hopping sequence has been shown to be fairly efficient, and a large number
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FIGURE 31.3 BNEP: transmission of TCP/IP traffic over Bluetooth: (a) BNEP protocol stack; (b) BNEP with an ethernet packet payload sent using L2CAP (all field sizes are expressed in bytes). (Adapted from: Bluetooth SIG, Technical Report, revision 0.95a, June 2001.)

TABLE 31.3 Packet Types for Communication over an ACL Link

<table>
<thead>
<tr>
<th>Type</th>
<th>Slot(s)</th>
<th>Payload (bytes)</th>
<th>FEC</th>
<th>Asymmetric data rate (kbps total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DM1</td>
<td>1</td>
<td>17</td>
<td>2/3</td>
<td>217.6</td>
</tr>
<tr>
<td>DH1</td>
<td>1</td>
<td>27</td>
<td>None</td>
<td>341.6</td>
</tr>
<tr>
<td>DM3</td>
<td>3</td>
<td>121</td>
<td>2/3</td>
<td>516.2</td>
</tr>
<tr>
<td>DH3</td>
<td>3</td>
<td>183</td>
<td>None</td>
<td>692.0</td>
</tr>
<tr>
<td>DM5</td>
<td>5</td>
<td>224</td>
<td>2/3</td>
<td>514.1</td>
</tr>
<tr>
<td>DH5</td>
<td>5</td>
<td>339</td>
<td>None</td>
<td>780.8</td>
</tr>
</tbody>
</table>

of Bluetooth piconets may coexist in the same radio range [19]. Still, packets can be damaged by noise and interference, in which case retransmission will be needed. We note that in a noisy environment:

- DM-type packets, which include 2/3 forward error correction (FEC), might be preferred over DH-type packets, which have no such provisions;
- Shorter (DH3 and DM3) packets might be preferred over longer ones, despite their smaller payload, because they are less susceptible to damage.

There are many issues related to the transmission of TCP/IP (and other types of) traffic over Bluetooth that ought to be investigated in more detail, in particular reliability, fairness, admission control, and congestion control. An overview of the performance of different polling algorithms in the presence of TCP/IP traffic is given in Reference 14.

31.4 Open Problems and Directions for Further Research

This chapter presents a brief overview and classification of intra-piconet polling schemes for Bluetooth piconets. Some additional issues, in particular the transmission of TCP/IP traffic over Bluetooth, and segmentation and reassembly policies, are discussed as well.
The aspects of Bluetooth networking not covered here include piconet admission control and QoS support. Also, issues related to scatternet formation, operation, and maintenance, are not mentioned here. We have also not addressed the issues related to the Bluetooth radio layer, where problems such as noise, interference, and packet loss, may have a significant impact on performance.

Future work might also analyze the performance of Bluetooth networks under different traffic models, preferably those that try to mimic real life traffic patterns for devices, such as PDAs, that are most likely candidates for communication using Bluetooth technology. Issues related to stability, fairness, reliable data transfer, and others, could also be addressed. Finally, the practical implications of performance analyses on scatternet formation and restructuring, should be examined.

We end this discussion by citing a few among the papers that contain more detailed comparative analyses of different polling schemes. In particular, we note an early report by Johansson et al. [8], a detailed and influential paper by Capone et al. [6], and a more recent overview paper by Chan et al. [14]. It may also be interesting to note that the majority of authors have relied on discrete event simulation to obtain their results. Analytical techniques have been used only recently [12,20], possibly because the well-known results in the area of polling systems [5,10] cannot be directly applied in Bluetooth.
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Bluetooth is a short-range radio technology that uses the frequency hopping spread spectrum (FHSS) technique with time-division duplex (TDD) in the license-free 2.4 GHz industrial, scientific, and medical (ISM) band. Due to its low cost and low power, Bluetooth is considered as a promising technology for wireless personal area networks (WPANs). Various consumer electronics devices (e.g., personal digital assistants,
personal computers, keyboard, and mouse) have begun to provide Bluetooth wireless communication capability. The complete Bluetooth specification is standardized within the Bluetooth special interest group (SIG). The current specification is version 1.2 [1]. To facilitate a wider adoption of this technology, part of the Bluetooth specification (i.e., physical and data link layers) is also standardized within the IEEE 802.15.1a WPAN working group [2].

Bluetooth devices are required to form a piconet before exchanging data. Each piconet has a master unit that controls the channel access and frequency hopping sequence. Other nodes in the piconet are referred to as the slave units. In a Bluetooth piconet, the master node can control up to seven active slaves simultaneously. Several piconets can be interconnected via bridge nodes to create a scatternet. Bridge nodes are capable of time-sharing between multiple piconets, receiving packets from one piconet and forwarding them to another. Since a bridge node is connected to multiple piconets, it can be a master in one piconet and act as slave in other piconets. This is called a master/slave bridge (M/S bridge). Alternatively, a bridge node can act as a slave in all the piconets it is connected to. This is called a slave/slave bridge (S/S bridge).

If a set of Bluetooth devices are within the transmission range of each other, then a piconet formation algorithm is necessary to create a connected topology for the devices and to assign the role of each device (i.e., master or slave). The current Bluetooth specification [1] has standardized the procedures for piconet formation. This involves a sequence of steps including the inquiry, inquiry scan, page, and page scan phases.

Within the piconet, all nodes share the same channel (i.e., a frequency hopping pattern), which is derived from the node ID and clock information of the master unit. In order to reduce interferences, each data packet transmission uses one of the 79 different frequencies. The medium access control is a slotted TDD mechanism. Two slave nodes cannot transmit packets to each other directly; they must go via the master node. The master node uses a polling-style scheduling mechanism to allocate the time-slots for its slaves. When a master node sends a data packet or control POLL packet to a slave node, it will then reply by either sending a data packet or control NULL packet to its master.

Similarly, given a set of Bluetooth devices, a scatternet formation algorithm is necessary to create a connected topology for the devices, and to assign the role of each device (i.e., master or bridge). Although the current Bluetooth specification [1] defines what a scatternet is, the scatternet formation issue is not fully resolved. There are still many issues on how to organize the nodes into a self-configuring operational ad hoc network. Some of the unresolved issues are as follows:

1. How does each node choose its role (i.e., master, slave, or bridge) in the scatternet?
2. How many piconets should there be in a scatternet?
3. How many piconets should a bridge node belong to?
4. How many bridge nodes should a piconet have?
5. How many slave nodes should the master control in one piconet?
6. Which mode (i.e., active, sniff, park, or hold) should the slave use in the scatternet?
7. How should the addition and deletion of nodes be supported as users come and go?
8. How should topology changes due to node mobility be supported?

We now describe how the questions stated above can affect the topology or the performance of the scatternet. Question (1) pertains to the information required to decide the role of each node. Since Bluetooth is intended to interconnect different types of devices, it is desirable for devices, which have higher processing power and battery energy to be the master or bridge nodes. Question (2) raises the packet collision problem in the scatternet. Since all the piconets use the same 79 frequencies with different sequences, packet collisions may occasionally occur for the piconets that are within the same radio range. Packet collisions will degrade the network performance. Although it is possible to reduce the number of piconets within the scatternet, some of the master nodes and bridge nodes may become the bottleneck. This may result in a relatively large average packet transfer delay for some communication sessions.

Consider questions (3) and (4). In the Bluetooth scatternet, different piconets in general are not synchronized with each other. Due to the loss of timing in the switching among different piconets, the bridge node may waste up to two time slots for each switching operation. Thus, the node degree of the
bridge node (i.e., the number of piconets the bridge node is connected to) and the number of the bridge nodes in a single piconet should not be large.

For questions (5) and (6). In the Bluetooth specification [1], the slave can be in either active, sniff, hold, or park mode. The selection of the mode of a slave node (including pure slave node, master/slave bridge node, and slave/slave bridge node) in the scatternet is an important issue. If all the pure slaves are always in active mode and most of them do not participate in the exchange of data, network utilization will be reduced due to the polling of these active slaves by their master.

The last two questions pertain to topology maintenance. This includes two scenarios: a node may join or leave the network, and a node may randomly move within the scatternet due to user’s mobility. Thus the scatternet formation algorithm also needs to assign some nodes to detect the presence of new nodes and to re-configure the topology of the scatternet due to mobility in a timely manner.

Over the past few years, the active research areas in Bluetooth ad hoc networks include (a) scatternet formation algorithms; (b) intra- and inter-piconet scheduling algorithms; (c) interference mitigation between Bluetooth and IEEE 802.11 systems; and (d) simple and energy efficient receiver design. This paper focuses on the scatternet formation problems. The objectives of this paper are to (1) identify the issues in scatternet formation; (2) describe various scatternet formation algorithms proposed in the literature; and (3) identify some of the open issues for further work.

The rest of this paper is organized as follows. In Section 32.2, we describe both the asymmetric and symmetric link establishment procedures for piconet formation. In Section 32.3, we describe different scatternet formation algorithms proposed in the literature. Section 32.4, presents the performance comparisons of several scatternet formation algorithms. We conclude by stating a number of unresolved problems that need to be addressed for the deployment of the Bluetooth scatternet.

### 32.2 Bluetooth Background

In this section, we provide some background information on device discovery and link establishment in the Bluetooth system. We begin by describing an asymmetric connection protocol between two Bluetooth devices. It is followed by a description of the symmetric connection management protocol. For an overview of Bluetooth, readers can refer to References 3–6.

#### 32.2.1 Asymmetric Connection Management

Before two Bluetooth devices that are within the same radio range can transmit data packets, they need to discover each other and establish a link connection. This is accomplished by two procedures: inquiry and paging. The inquiry procedure is used to discover other devices within the same radio range. The paging procedure is used to synchronize and set-up a Bluetooth link connection between the two devices.

##### 32.2.1.1 Inquiry Procedure (Device Discovery)

During an inquiry procedure, the device that wants to collect the information of other Bluetooth devices is called a sender and the device that wants itself to be discovered is called a receiver. The sender transmits inquiry ID packets asking the neighboring receivers to identity themselves and to provide the synchronization information required for the link establishment procedure later. Each Bluetooth device during the inquiry procedure is in one of the two states: inquiry or inquiry scan. The sender is in the inquiry state and the receiver is in the inquiry scan state.

The details of the inquiry procedure are as follows: first, the sender broadcasts an inquiry ID packet to the receivers around it and listens for the response. The receiver scans the ID packets sent by the sender. Both sender and receiver use the same 32 inquiry hop frequencies generated by the general inquiry access code (GIAC). The phase in the sequence is determined by the native clock of the Bluetooth device. The sender and receiver hop at different speeds. The receiver hops at a lower rate over the common frequency pattern (one frequency every 1.28 sec), scanning the ID packets on each hop. The sender transmits at a higher rate and listens in between transmissions for a response packet [1].
Upon receiving the inquiry ID packet, the receiver backs off for a random period. This avoids the contention problem of multiple receivers listening on the same hop frequency and transmitting the response packets simultaneously. After a random period, the receiver wakes up and starts to scan again. Finally, when the receiver receives the inquiry ID packet again, it sends the frequency hop synchronization (FHS) packet to the sender. The FHS packet contains the receiver’s address and clock value. At this time, the sender obtains the Bluetooth device address (BD_ADDR) and the clock value of the receiver.

32.2.1.2 Paging Procedure (Link Establishment)

The paging procedure is used to establish the link connection between two devices. The device that initiates the paging procedure will become the master after the link establishment. The device that enters the page scan state will later become the slave.

During the paging procedure, the master sends an ID packet on the frequency to which the receiver is listening to. The frequency is determined by the BD_ADDR and the clock information of the receiver discovered during the inquiry procedure. Then, the slave replies with an ID packet. Upon receiving the ID packet from the slave, the master sends an FHS packet, which contains the master’s BD_ADDR and clock value. In this way the slave obtains the BD_ADDR and clock value of its master node and thus can synchronize and hop with the master node. After the paging procedure, the master creates a point-to-point connection with the slave on the baseband layer.

32.2.2 Symmetric Connection Management

The inquiry procedure described in the previous section is asymmetric. That is, the sender knows the identity of the receiver (via the BD_ADDR) but not vice versa. This is due to the fact that the inquiry ID packet transmitted by the sender does not include any information of the sender itself, while the FHS packet transmitted by the receiver includes the BD_ADDR of the receiver. An asymmetric connection management is adequate as long as the role of the two devices (i.e., master or slave) is predetermined.

To allow for mutual information exchange between two Bluetooth devices during the inquiry procedure, Salonidis et al. proposed that each device should be allowed to alternate between the inquiry and inquiry scan states. The residence time in each state is chosen randomly within a predetermined time period [7]. A number of scatternet formation algorithms also use this symmetric inquiry procedure to allow each device to collect the information of its neighboring devices. Given the local neighboring information exchange, different scatternet formation algorithms will use different schemes (described in the next section) to select the role of each device.

Note that the Bluetooth specification allows the switching of roles between devices. Consider two devices \( x \) and \( y \) where device \( x \) is in the page state and device \( y \) is in the page scan state. It is possible that device \( y \) is already a master of another piconet and therefore, it can host device \( x \) as one of its slaves. When a piconet is created between devices \( x \) and \( y \) with \( x \) as the master node, the slave node \( y \) can request a role switch operation. This operation is implemented via the exchange of a specific link manager protocol (LMP) packet that facilitates the two devices to change the frequency hopping sequence of the new master.

32.2.3 Connection State

After successfully performing the inquiry and paging procedures, the two devices are in the connection states, one as the master and the other as the slave. In the connection state, the slave node has four modes, namely active, hold, sniff, or park mode. The hold, sniff, and park modes are also called the low-power modes.

**Active mode:** A node in active mode listens to the channel all the time. The master can control the transmission to (or from) different slaves by using different scheduling schemes (e.g., pure round robin, deficit round robin). A slave in active mode is assigned by an active member address (AM_ADDR). Each active slave listens to each master-to-slave slots and decides whether the packet received should be accepted depending on the AM_ADDR in the received packet.
Sniff mode: A slave wakes up and listens to the channel during each interval $T_{\text{sniff}}$ for $N_{\text{sniff-attempt}}$ slots [1]. $N_{\text{sniff-attempt}}$ is the number of slots that the slave can listen to during the interval $T_{\text{sniff}}$. If the slave receives a data packet, it will continue listening for subsequent $N_{\text{sniff-timeout}}$ time slots. Otherwise, the slave will go into sleep state. $N_{\text{sniff-timeout}}$ determines the number of additional time slots that the slave must listen to when it receives a packet.

Hold mode: In this mode, both master and slave agree on a time interval during which the slave needs not to participate in the channels temporarily. During the hold period, the slave can go to some other states such as inquiry or inquiry scan. A bridge node can use the hold mode to switch between different piconets.

Park mode: In this mode, the slave wakes up only at an interval for synchronization and sleeps at all other times. This interval is agreed between the master node and the slave node before the slave node goes into the park mode. The slave will give up its AM_ADDR and use its parked member address (PM_ADDR), or BD_ADDR after it goes into the park mode. By using the park mode, the total number of slaves in a piconet can be more than seven.

### 32.3 Scatternet Formation Algorithms

The scatternet formation algorithms can be broadly classified into two categories: proactive and reactive (or on-demand). For proactive scatternet formation algorithms (e.g., [7–18]), the scatternet is formed as soon as the devices are powered on. The same scatternet is used to transport both control and data packets. The control packets carry the messages for nodes joining or leaving, connection set-up, and topology maintenance due to node power off or failure. The data packets carry the application messages between two devices. For reactive scatternet formation algorithms (e.g., [19–22]), there is a decoupling between the control scatternet used to transport control packets and the on-demand scatternet used to transport data packets. The main advantage of this decoupling is the increase of throughput and reduction of average transfer delay for data packets. In this section, we summarize various scatternet formation algorithms proposed in the literature.

#### 32.3.1 Bluetooth Topology Construction Protocol

Salonidis et al. [17] proposed an asynchronous distributed scatternet formation algorithm called the Bluetooth topology construction protocol (BTCP) [7]. The scatternet constructed by BTCP is fully connected and has the following additional features: (a) a bridge node is connected to only two piconets (termed as bridge degree constraint); (b) given a fixed number of nodes, the scatternet consists of the minimum number of piconets; and (c) there exists a bridge node between each pair of piconets (termed as piconet overlap constraint).

The procedure for BTCP scatternet formation is shown in Figure 32.1 and is described as follows:

1. Initially all the Bluetooth devices do not know the existence of other neighboring devices. During a fixed time period (called ALT_TIMEOUT), all the devices collect the information of the other nodes by alternating between the inquiry and inquiry scan states. (b) The node with the highest Bluetooth device address is elected as the leader among all the nodes. The leader has the information (i.e., Bluetooth address and clock information) of all the other nodes. The leader then determines a connectivity list, which includes the role of each node in the subsequent scatternet. (c) The leader connects the designated masters by paging them and transmitting the connectivity list. (d) The designated masters page their slaves according to the connectivity list. The bridge nodes wait to be paged by two masters. (e) Finally, the BTCP scatternet is formed.

The BTCP causes a small connection establishment delay (about 2 sec) if all the nodes start at the same instant. If the devices cannot start the alternative inquiry/inquiry scan at the same time, the connection delay will become longer and the scatternet cannot be guaranteed to be fully connected.
The BTCP assumes that any two Bluetooth devices can reach each other so that the coverage area of the scatternet is only within one radio range. The resulting scatternet topology has the property that any two piconets are directly connected by a bridge node between them. The number of the nodes in the BTCP scatternet is limited to 36, corresponding to a maximum of 8 piconets.

### 32.3.2 Bluetrees

Zaruba et al. [8] proposed two scatternet formation algorithms. The topologies created by both algorithms are called Bluetrees. In the first algorithm, the Bluetooth devices begin by acquiring the Bluetooth address of their neighbors via the boot procedure. The next step is the creation of the rooted spanning tree. An arbitrary node is chosen to be the *blueroot* and acts as the master node. All the intermediate neighboring nodes of blueroot become the slave nodes. These slave nodes will then try to page their neighboring devices, which are not the direct neighbors of the blueroot. If those devices exist, the slave nodes which perform the paging will switch their roles to be the master/slave bridge nodes and establish link connections with those devices. This procedure continues recursively until the leaves of the tree are reached (devices that are pure slave nodes). An example of a rooted Bluetree scatternet topology is shown in Figure 32.2.

Since the topology has a tree structure, there is a unique single path between each source and destination pair. The routing is simplified by having the upstream nodes identify the intermediate downlink links to reach their children.
The second scatternet formation algorithm in [8] aims to reduce the set-up time and avoid the preselection of the blueroot. This is accomplished by choosing multiple nodes as blueroots and then merging the trees created by each blueroot to form a single spanning tree. In this algorithm, devices that have the largest ID among all their neighbors are chosen as the blueroots. By limiting the number of roles on each device and the number of slaves that a master can control in a piconet, the switching cost is reduced in terms of switching delay, scheduling, and re-synchronization.

The shortest path algorithm of network topology graph is used in the performance analysis of Bluetrees. The average route error is calculated by the difference between the actual path of Bluetree and the shortest path. Simulation results show that the average route error is significantly influenced by the density of the network.

As shown in Figure 32.2, a Bluetree scatternet has a hierarchical structure in which all the nodes except the root node and leaf nodes are bridge nodes. Each bridge node acts as the slave of its upstream piconets and master of its downstream piconets. The routing is simple but it may not be efficient since all the inter-piconet traffic has to go through the upstream piconets and may cause a bottleneck if the traffic load is high.

### 32.3.3 Bluenet

Wang et al. [9] recognized the limitation of the Bluetree scatternet formation and proposed a scatternet formation algorithm called the Bluenet. The algorithm begins with the device discovery phase in which each node learns the information of its neighbor. After that, the master nodes are selected randomly. Each master node invites up to $n$ ($n \leq 5$) neighboring nodes to form a single piconet by paging. Once a node has become a slave in a piconet, it will stop replying to paging messages sent by other nodes. At the end of this phase, the network consists of multiple piconets and some isolated nodes.

In the second phase, the isolated Bluetooth nodes are connected to the piconets. It is possible that these isolated nodes can be connected to more than one piconet. In this case, they become the bridge nodes. In the final phase, the piconets are interconnected with each other to form a connected Bluenet scatternet. Unfortunately, a detailed description is not given in [9] for the second and third phases. An example of a Bluenet scatternet topology is shown in Figure 32.3.

### 32.3.4 Scatternet Formation Algorithm Proposed by Law et al.

The design goals of the scatternet formation algorithm proposed in [10] are (a) to minimize the number of piconets; (b) to minimize the node degree of the bridge nodes; (c) to minimize the time to create a scatternet (i.e., time complexity); and (d) to reduce the number of signaling messages sent between devices (i.e., message complexity).

The proposed algorithm assumes that all the nodes are within the same transmission range (i.e., they are all one-hop neighbors). When the algorithm is executed, all the Bluetooth devices are partitioned
Given the number of nodes \( n \) and the degree constraint \( k \), the algorithm has the following properties \[10\]: (a) the maximum degree of bridge nodes is limited to two; (b) the scatternet contains at least \( \lceil (n - 1)/k \rceil \) piconets and at most \( \lfloor (n - 2)/(k - 1) \rfloor + 1 \) piconets; and (c) the time complexity is of \( O(\log n) \) and the message complexity is of \( O(n) \).

Once the scatternet has been formed, the leader continues to invoke another procedure periodically (called MAIN in \[10\]) to detect the presence of new incoming nodes. Thus, new Bluetooth devices can join the scatternet dynamically.

### 32.3.5 Tree Scatternet Formation Algorithm

Similar to Bluetrees, the tree scatternet formation (TSF) algorithm proposed in \[11\] also creates a scatternet with a tree structure. At any given time, the topology created by TSF is a collection of one or more rooted spanning trees (called tree components in \[11\]). Each tree component has one root node and all the other nodes are called the tree nodes. The isolated single nodes (termed as free nodes) are not connected to any tree components. The basic operations of TSF are (a) to merge different tree components into a single tree component, (b) to connect a free node to a tree component.

In each tree component, a subnet of nodes (called coordinators) is used to detect the presence of other tree components or free nodes. Once a new tree component is detected, a control message will be sent from the coordinator to its root node. The merging of two trees is performed by one tree root node paging the other tree root node. An example of a scatternet created by TSF algorithm is shown in Figure 32.5.

TSF is self-healing in that a Bluetooth device can join or leave the scatternet at any time. When a parent node detects the loss of a child node, the parent node only needs to decide whether it has become a free node. The parent node will then update its node type accordingly. On the other hand, when a child node detects the loss of a parent node, the child node will become either a free node (if it was a leaf node) or a root node in the new tree component.

The TSF algorithm has one limitation. When the coordinators from two different tree components detect the presence of each other, these two tree components can be merged into a single tree component only if those two root nodes are within the same radio range of each other. In that case, the scatternet
cannot always guarantee to be fully connected. Tan et al. also proposed a distributed scheduling algorithm specifically for the scatternet created by the TSF algorithm. Interested readers can refer to [23] for details.

### 32.3.6 Loop Scatternet Formation Algorithm

The design goals of the loop scatternet formation (LSF) algorithm proposed in [12] are: (a) to minimize the number of piconets; (b) to reduce the maximum number of hops between any pair of Bluetooth devices (called network diameter); and (c) to reduce the maximum of Bluetooth device pairs that may use the node as a relay device (called maximum node contention).

The LSF algorithm assumes that all the nodes are within the same transmission range (i.e., they are all one-hop neighbors). The algorithm consists of two phases. In the first phase (formation of a ring scatternet), Bluetooth devices are connected to form piconets with at most \( k - 2 \) slaves, and the piconets are interconnected to form a ring. All bridge nodes are assumed to be slave/slave bridges. Each bridge node is connected to two piconets. The second phase aims to reduce the network diameter and the maximum node contention. This is accomplished by creating more bridge nodes between the piconets. During this phase, a slave/slave bridge is created between piconet \( i \) and piconet \( i \pm \lceil \sqrt{P} \rceil \) where \( P \) is the number of piconets. An example of a scatternet created by LSF algorithm is shown in Figure 32.6. In this example the value of \( P \) is equal to 4.

Given the number of nodes \( n \) and the degree constraint \( k \), the LSF algorithm has the following properties [12]: (a) the maximum degree of bridge nodes is limited to two; (b) the scatternet contains at least \( \lceil n/(k - 1) \rceil \) piconets and at most \( \lceil (n - 2)/(k - 2) \rceil + 1 \) piconets. Under the assumption that \( \sqrt{P} \) is an integer, the network diameter is equal to \( 2 \sqrt{P} \).

### 32.3.7 Bluestar

The scatternet formation algorithm proposed by Petrioli et al. [13] has three phases (Figure 32.7). The first phase is the topology discovery phase (i.e., discovery of neighboring Bluetooth devices). During this phase, each Bluetooth device obtains the ID, weight, and synchronization information of all of its neighbors.
neighboring devices. Note that this discovery phase is symmetric. That is, if a Bluetooth device $x$ has discovered a neighboring device $y$ and has received all of its relevant information (e.g., ID, weight), node $y$ will also have obtained node $x$’s information. This phase is accomplished by alternating between the inquiry and inquiry scan states, and by forming temporary piconets. A temporary piconet is created between two devices for information exchange (e.g., ID, weight). Once the information has been obtained, the temporary piconet is released. A timer is used to limit the duration of the topology discovery phase.

The second phase (called BlueStars formation phase in [13]) aims to create different piconets (called BlueStars). The weight value for each Bluetooth device is used to determine its role. Bluetooth devices which have the highest weight value in their neighborhood become the master nodes. Other devices will become the slave nodes. At the end of phase two, several isolated piconets are created. Each piconet has one master and several slaves. If a piconet has more than seven slaves, some slaves are switched to the park mode. Note that each slave is connected to only one master.

The third phase (called BlueConstellation in [13]) aims to connect different piconets to form a scatternet. Each master node chooses some of its slave nodes to be the bridge nodes. The bridge node selection is performed locally by each master. The selection criterion also depends on the weight and ID information of the masters and slaves in the neighboring piconets.

Petrioli et al. extended their work and renamed the scatternet formation algorithm as Bluemesh in [14]. Simulations results in [14] show that for a given topology, the devices have no more than 2.4 roles on average and the path length for any source and destination pair is not significantly longer than the corresponding shortest path.

### 32.3.8 BFS, MST, DFS, MDST, and E-MDST

Guerin et al. proposed and analyzed various scatternet formation algorithms in [15]. Given a set of nodes and a set of physical links (a physical link exists between two nodes if they are within the communication range of each other), a physical-topology graph can be constructed. Given a set of nodes and a set of logical Bluetooth links (a logical Bluetooth link exists between two nodes if the Bluetooth topology has a communication link between them), a logical-topology graph can be constructed. According to the Bluetooth specification, Guerin et al. assumed that the node degree of both master nodes and bridge nodes to be less than seven. Given the physical-topology graph, a logical-topology graph exists if the node degree constraints are satisfied. They noticed that a logical-topology graph exists if the physical topology graph has a spanning tree, which satisfies the degree constraints. However, a spanning tree with degree seven or less exists if and only if the maximum degree of a spanning tree, in a graph is upper bounded by seven, and determining this condition is an NP-hard problem. In spite of this fact, polynomial time algorithms are available in a number of practical scenarios.

Guerin et al. began by using three centralized spanning tree algorithms to construct the scatternet. Those spanning tree algorithms include the depth first search (DFS), breadth first search (BFS), and the minimum weight spanning tree (MST). Simulation results showed that the scatternet constructed by using DFS provides a lower average node degree and a lower maximum node degree for the bridge nodes than.
the scatternet constructed by using either BFS or MST. However, those three algorithms (i.e., BFS, MST, and MST) cannot selectively control the node degrees for the master and bridge nodes.

Guerin et al. then proposed a heuristic called the MDST algorithm. The basic idea of this centralized scheme is to begin with a spanning tree, and then replace edges from nodes of high node degree with those nodes of low degree. They also proposed another heuristic called the extended MDST (E-MDST) algorithm. This centralized scheme provides a mechanism to reduce the node degree of the bridge nodes while maintaining the node degree of the master nodes to be less than seven.

A description for the distributed implementation of the scatternet formation algorithm based on MST is also provided. As mentioned in [15], further work is required for other distributed spanning tree based algorithms.

32.3.9 Optimal Topology for Proactive Scatternets

Marsan et al. [18] proposed a centralized scheme to determine the optimal topology for a proactive Bluetooth scatternet. Given the traffic requirements and some Bluetooth constraints (e.g., a master node can only connect to at most seven active slaves), the objective is to create a scatternet such that the traffic load of the most congested node is minimized. The problem is formulated as an integer linear program. Although the proposed algorithm is centralized and may not be practical for implementation, this algorithm can be used as a benchmark for performance comparisons with other distributed schemes.

32.3.10 Scatternet Route Structure

An on-demand scatternet route formation algorithm was proposed in [19]. A scatternet is only created when there is a need to establish a connection between a source and destination pair. The proposed scatternet formation algorithm combines with on-demand routing together.

When there is no traffic request present, the Bluetooth devices are in the low-power “STANDBY” state. There is no logical link establishment between these devices. When a source node wants to send packets to a destination node, it first initiates the route discovery process. The control packet called route-discovery-packet (RDP) is sent from the source node to all of its neighboring nodes. Flooding is then used to broadcast this packet to the whole network. Eventually, the RDP packet will reach the destination. The destination will then send a route-reply-packet (RRP) back to the source along the newly discovered route.

The RDP carries various information including the source and destination Bluetooth device addresses (BD_ADDRs), extended ID types, and packet sequence number. Each piece of RDP information is transmitted via two inquiry messages. On the other hand, the RRP is used to carry information such as the master/slave role, address, and clock information. The on-demand scatternet is formed via paging from the destination node to the source node. Each intermediate Bluetooth device in the new scatternet route only needs to page its upstream neighbor to create a physical channel in between and deliver the packet. An example of a scatternet route structure is shown in Figure 32.8.

![Figure 32.8](image-url)
Note that flooding is used during the route discovery phase. Each node has to take part in the route discovery by inquiry even if the source node and destination node are neighbors. The flooding method may cause a large number of unnecessary packet broadcasts in the network. Therefore, the use of flooding may waste the limited bandwidth and limited power of the Bluetooth devices for processing.

### 32.3.11 Two-Phase Scatternet Formation Algorithm and its Variant TPSF+

In the current Bluetooth specification, all packet transmissions need to be routed via the master or bridge nodes. When the traffic load is high, these master or bridge nodes may become the network bottleneck. Furthermore, in order to support dynamic joining or leaving of mobile devices within a scatternet, a number of time slots in the master nodes may need to be allocated for the dynamic topology configuration updates. This further reduces the time slots available at the master nodes for data transmissions.

Kawamoto et al. [20] proposed a two-phase scatternet formation (TPSF) protocol with the aim of supporting dynamic topology changes while maintaining a high aggregate throughput. In the first phase, a control scatternet is constructed for control purpose (i.e., to support dynamic join/leave, route discovery, etc.). The second phase is invoked whenever a node needs to initiate data communications with another node. A dedicated piconet/scatternet is constructed on-demand between the communicating nodes. Since the on-demand scatternet can dedicate all the time slots to a single communication session, it has the capability to provide a high throughput and a small end-to-end data transfer delay. The on-demand scatternet is torn down when the data transmissions are finished.

The control scatternet formation consists of three steps. In the first step, each node performs the device discovery by exchanging control information with its neighbor. The second step consists of role determination. The node with the highest number of neighbors among all its neighbors is selected as the master node. The last step is the creation of the control scatternet. The topology of the control scatternet has the following features. Each bridge node belongs to at most two piconets and acts as a slave/slave bridge. Both the master and bridge nodes are in active mode while all the pure slave nodes are in the park mode.

The on-demand scatternet formation consists of two steps. The formation is initiated by the source node that wants to transmit data to the destination node. First, the dynamic source routing (DSR) [26] based protocol is applied to the piconet route discovery in the control scatternet. The piconet route discovery is achieved via the exchange of route request (RREQ) and route reply (RREP) messages. Then, all the master nodes along the piconet route select the participating nodes for the on-demand scatternet. This part is achieved via the exchange of path request (PPEQ) and path reply (PREP) messages. Finally, the destination node initiates the connection set up via the paging procedure. An example of various steps of the TPSF algorithm is shown in Figure 32.9.

In References 21 and 22, Zhang et al. studied the mobility of Bluetooth devices within a limited range and proposed TPSF+, which is a modification of the second phase (i.e., on-demand scatternet formation) of the original TPSF. TPSF+ has the advantage of involving a small number of nodes participating in the on-demand scatternet route discovery procedure so as to avoid unnecessary route discoveries. The on-demand scatternet route discovery is limited to several piconets instead of all the piconets within the control scatternet. Results show that the route discovery procedure for TPSF+ is more efficient than the original TPSF [22].

### 32.4 Performance Comparison

Apart from the constraints imposed by the Bluetooth system (e.g., a master node can only connect to at most seven active slaves), an efficient scatternet formation algorithm should possess some of the following features:

1. The average connection establishment time (i.e., the average time required to create a scatternet) is low.
2. The average node degree for the bridge nodes is small.
3. The scatternet is fully connected.
4. The algorithm has a low message complexity and time complexity.
5. The scatternet consists of a small number of piconets.
6. Given a set of source and destination pairs, the scatternet has a high aggregate throughput and a small average packet transfer delay.
7. The delay for topology maintenance is small.

The performance of scatternet formation algorithm can be evaluated either analytically or via simulations. Salonidis et al. [7] used an analytical model to determine the state alternation time period used in the symmetric device discovery phase. Misic et al. [24] used the queueing model to determine the average packet transfer delay of two piconets interconnected by a bridge node. A number of network simulators (e.g., Bluescat [27], BlueHoc [28], Blueware [29]) have been developed for the evaluation of the scatternet performance.

Although there are many scatternet formation algorithms proposed over the past few years, there are only a few performance comparisons reported in the literature.

The Bluenet and Bluetree scatternet formation algorithms are compared in [9] via network simulations. The average shortest path and the maximum traffic flow are used as the metrics of the performance evaluation. The average shortest path is defined as the average shortest path length (in terms of hop count) between all the 2-node pairs. The maximum traffic flow is used to evaluate the traffic capacity, which can be carried by determining all the possible maximum multi-commodity flows in the network. The simulation results in [9] show that the average shortest path ratio of Bluenet decreases by 0.23 when compared with Bluetree algorithm and the maximum traffic flow in Bluenet is higher than that of Bluetree.

In [25], Basagni et al. compared three scatternet formation algorithms, namely BlueStars [13], Bluetree [8], and the “Yao protocol” [16]. Their results showed that the average device discovery delay is the dominant factor in calculating the average connection establishment time. In addition, the performance
BlueStars is better than Bluetree and the “Yao protocol” in terms of a lower number of piconets, average path length, and the average number of roles per node.

In the remainder of this section, we summarize the results for the performance comparison between TPSF+, BTCP, and Bluenet as reported in [22]. These results are obtained via the use of the Bluescat simulator version 0.6 [27]. As an open source Bluetooth network simulator, Bluescat is the extension of BlueHoc network simulator [28], which is developed based on ns-2 [30] by IBM. The model is extended by including the packet collisions due to simultaneous transmissions of packets from two or more different sources (from different on-demand piconets) within the same radio range. All the master nodes use the deficit round robin scheduling scheme [31]. The random waypoint mobility model [37] is also used for modeling the nodes’ movement.

32.4.1 Comparison between TPSF+ and BTCP

In this section, two scatternet formation algorithms TPSF+ [22] and BTCP [7] are being compared. In the simulation model, there are 36 nodes randomly placed within the coverage area of 10 m × 10 m. Since all the nodes are in the same radio range, packet collisions may occur. Two nodes are randomly selected as the source and destination pairs. For each data point, the simulation was run 100 times and each run time was 120 sec. The nonpersistent transmission control protocol (TCP) on/off traffic is used. During the “on” periods, packets are generated at a constant burst rate of 1440 kbps. During the “off” periods, no traffic is generated. Burst times and idle times follow the exponential distributions. The average “on” time is 0.5 sec and the average “off” time is 0.5 sec. The packet size is 1000 bytes.

The performance metrics include the aggregate throughput and the average end-to-end delay. The aggregate throughput is defined as the total throughput obtained by all the communication sessions. The end-to-end delay is determined from the time when the packet is created to the time when the packet is received.

The performance comparisons between TPSF+ and BTCP are shown in Figure 30.10 and Figure 32.11. The results show that TPSF+ achieves higher aggregate throughput and lower end-to-end delay, compared with BTCP. The comparison between TPSF+ and BTCP for user datagram protocol (UDP) performance can be found in [22].
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**FIGURE 32.10** Aggregate throughput versus number of sessions.
32.4.2 Comparison between TPSF+ and Bluenet

In this section, the scatternet formation algorithms Bluenet [9] and TPSF+ [22] are being compared. In the simulation model, there are 40 nodes in total and these nodes are placed in an area of 20 m × 20 m. Note that the scatternet formation algorithm BTCP cannot be included in this experiment due to the fact that BTCP assumed all the nodes are within the same transmission range.

The sample scatternet topologies based on TPSF+ and Bluenet scatternet are shown in Figure 32.12 and Figure 32.13, respectively. The arrow denotes the master–slave relationship. The dotted and solid arrows denote that slaves are in park mode and in active mode, respectively. In Figure 32.12, the on-demand scatternet has three hops and it is dedicated to data packet transmission.

Figures 32.14 and Figure 32.15 show the comparisons in terms of the aggregate throughput and end-to-end delay between TPSF+ and Bluenet. TPSF+ achieves a higher aggregate throughput and lower end-to-end delay than Bluenet in multi-hop scenario. The performance bottleneck in Bluenet is due to the traffic load at the master and bridge nodes. TPSF+ avoids this bottleneck problem by setting up dedicated on-demand scatternet for each communication session.

32.4.3 Comparison between TPSF and TPSF+

In this experiment, TPSF+ [22] is compared with the original TPSF [20]. The random waypoint mobility model is used [37]. Each slave is moving within its master’s range with variant maximum speeds of 2, 4, 6, 8, and 10 m/sec. For each speed, the simulation was run 2000 times. The performance metric is the successful on-demand scatternet connection ratio, which is defined as the ratio of the number of successful connected paths to the total number of communication paths requested.

Figure 32.16 shows that when the node's moving speed increases, the successful path connection ratio is slightly reduced by using TPSF+, whereas it is reduced greatly by using TPSF. In TPSF, the route information is obtained when the nodes access the network. The route information may not always be up-to-date due to the movement of the nodes. In TPSF+, the route information is obtained when a source node needs to send data packets to a destination node. The more updated route information causes the on-demand scatternet be created with a higher successful ratio.
FIGURE 32.12  Sample TPSF+ scatternet topology.

FIGURE 32.13  Sample Bluenet scatternet topology.
32.5 Conclusions

In this paper, we described a number of scatternet formation algorithms proposed recently. We conclude this paper by stating a number of unresolved issues that need to be resolved for the deployment of the Bluetooth scatternet:

Implementation and prototyping: Although various scatternet formation algorithms have been proposed in the literature, their performance is mainly obtained via computer simulations. There is very few work...
on prototyping of scatternet formation algorithms [32]. A detailed comparison study via a testbed of Bluetooth devices is necessary.

Cross-layer optimization between topology maintenance and scheduling: Over the past few years, there are different inter-piconet scheduling algorithms proposed in the literature (e.g., [33–36]). Although the performance evaluation via network simulations have included different Bluetooth link types (e.g., synchronous connection-oriented [SCO], asynchronous connectionless [ACL]) and traffic models (e.g., constant bit rate traffic, TCP traffic, UDP traffic), the impact of topology maintenance and scheduling have not been investigated. If several time slots in each master node needs to be allocated for topology maintenance, there may be a decrease in the aggregate throughput for Bluetooth ad hoc networks, which use proactive scatternet formation algorithms. Further work on a study of cross-layer optimization between topology maintenance and scheduling is recommended.

Acknowledgment
This work was supported by the Natural Sciences and Engineering Research Council of Canada (NSERC) under grant number STPGP 257684-02. The authors would like to thank Yoji Kawamoto and Xiuying Nie for discussions on different scatternet formation algorithms.

References


33
Bluetooth Voice
Access Networks

33.1 Introduction

Bluetooth is currently being embedded into a large variety of mobile and portable devices, such as cellphones, Personnel Digital Assistants (PDAs), and laptops. In many devices, real-time voice is a very commonly supported application. Future access networks can use this built-in connectivity to provide real-time voice services in public places such as airports, convention centers, and shopping malls.

Native support for voice is included in the Bluetooth standard through the use of synchronous connection oriented (SCO) links, which provide a circuit-switched type of connection using 64 kbps PCM. In this chapter, we consider the issue of real-time voice support over Bluetooth for future voice access networks. Recent work in this area is summarized and discussed. The native voice capacity of a single Bluetooth piconet is very low, and in many cases multiple Bluetooth access points would be needed to obtain the desired capacity and coverage in access network applications. In order to ensure contiguous service areas many deployments will use heavily overlapped radio coverage using a number of networked single-radio Bluetooth base stations or multichip designs [1]. In such a system the Bluetooth base stations (BBSs) would typically be interconnected via a high-speed wired LAN, which also provides an attachment to the PSTN/Internet. A design referred to as the Bluetooth distributed voice access protocol (DVAP) is introduced. In DVAP, Bluetooth mobiles collect connectivity information, which is provided to the base station infrastructure. Mobile node migration is then used to reduce blocking when a BBS is carrying a full load of active SCO links. A simple heuristic referred to as dynamic base station selection is used for making the base station assignment. To improve the quality of service, the approach referred to as voice over ACL is also discussed in detail.

The remainder of the chapter is organized as follows. Section 33.2 overviews voice transmission in Bluetooth. In Section 33.3, several designs based on SCO links are discussed and summarized. Following
this, in Section 33.4 we consider the network designed based on ACL links. Finally, in Section 33.5 some concluding remarks are given.

33.2 Bluetooth Overview

Bluetooth has emerged as a key commercial wireless standard, providing reliable, secure, and low cost local communications. Current projections for Bluetooth are optimistic and suggest that Bluetooth enabled devices will continue to proliferate at a very high rate. Bluetooth is operated in the 2.4-GHz license-free Industrial, Scientific, and Medical (ISM) radio band, and uses a slow frequency hopping air interface at a rate of 1600 hops/sec, with each time slot occupying 625 $\mu$sec. The 2.4 GHz ISM band spans about 84 MHz, from 2.4 to 2.4835 GHz; Bluetooth divides this into 79 1-MHz channels, which are used for frequency hopping. Bluetooth has also defined three different radio power classes. Class 1 operates at 100 mW (20 dBm), Class 2 at 2.5 mW (4 dBm), and Class 3 at 1 mW (0 dBm). In a Class 3 system, the typical coverage range is about 10 m, which is targeted at simple cable replacement applications. Class 1 provides a coverage range, which is comparable to that of conventional wireless LANs (WLANs) such as IEEE 802.11.

Interference immunity is an important issue in wireless networks. Since the ISM band is license free, any radio transmitter conforming to public regulations may use it. For this reason the interference characteristics are situation dependent, difficult to generalize, and both interference suppression and interference avoidance can be used to obtain interference immunity. Direct-sequence spectrum spreading (DSSS) is widely used in public cellular systems [2,3]. In an ad hoc environment such as Bluetooth, however, the dynamic range of interfering and intended signals can be huge and near–far ratios in excess of 50 dB are typical [4]. Interference avoidance using frequency-hopping spread spectrum (FHSS) is a more efficient way to achieve interference immunity in this type of situation, and this is the approach that has been taken in Bluetooth. IEEE 802.11b/g devices also operate in the 2.4-GHz ISM band and their Bluetooth interference effects have been the subjects of several recent studies [5]. Other in-band interferers such as microwave ovens may also lead to Bluetooth interference problems [4]. Bluetooth’s frequency hopping design is such that multiple overlapping Bluetooth networks are also mutually interfering, that is, interpiconet interference caused by co-located Bluetooth networks provides potential interference, which may be important in certain situations. This issue will be discussed at length later in this chapter.

Bluetooth has a master/slave link layer protocol architecture, and typical nodes have both master and slave functionality. A master can organize up to seven active slaves into a communication unit referred to as a piconet. An example of a piconet is shown in Figure 33.1. All direct communications within a piconet must occur between the master and its slaves, that is, there is no direct slave–slave interaction and thus communication between slaves must occur by relaying packets through the master. When traffic flows call for significant slave-to-slave communication, a reduction in usable capacity will obviously occur.

A Bluetooth master strictly controls transmission activities in its piconet, and the frequency hopping sequence used is uniquely defined and derived from the master’s identity. This sequence defines the piconet and therefore there can never be more than one master per piconet. Bluetooth uses slotted time division duplexing (TDD) for communications, using 625 $\mu$sec time slots. In a Bluetooth device, its clock is derived from a free running native clock, which is never adjusted, is never turned off, and whose resolution is half that of the basic time slot, that is, 312.5 $\mu$sec.

Two basic types of physical links have been defined in the Bluetooth specification, that is, the SCO link and the Asynchronous Connection-Less (ACL) link. SCO links are intended for carrying voice connections, whereas data traffic is sent over ACL links. An SCO link is a symmetric, point-to-point link between a master and a slave, where time slots are reserved for voice packets using time division multiplexing. An SCO link can be viewed as a circuit-switched connection between the master and its slave. An ACL link can be operated either symmetrically or asymmetrically, and time slots are not reserved. Transmissions on ACL links may be interrupted by other activities, such as inquiry, paging, and scanning. Different kinds of packets have been defined in Bluetooth, and some of the relevant packet types will now be discussed.
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FIGURE 33.1 Bluetooth piconet.

TABLE 33.1 SCO Packets

<table>
<thead>
<tr>
<th>Type</th>
<th>Payload header (bytes)</th>
<th>User payload (bytes)</th>
<th>FEC</th>
<th>CRC</th>
<th>Symmetric max. rate (kb/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HV1</td>
<td>n/a</td>
<td>10</td>
<td>1/3</td>
<td>No</td>
<td>64.0</td>
</tr>
<tr>
<td>HV2</td>
<td>n/a</td>
<td>20</td>
<td>2/3</td>
<td>No</td>
<td>64.0</td>
</tr>
<tr>
<td>HV3</td>
<td>n/a</td>
<td>30</td>
<td>No</td>
<td>No</td>
<td>64.0</td>
</tr>
</tbody>
</table>

The DM1 packet is a special type of Bluetooth packet. DM1 cannot only carry regular user data but also can be used to support control messages over any link type, that is, both ACL and SCO. When a DM1 packet is used as a control packet, it can be recognized on the SCO link and can therefore interrupt the synchronous transmission of voice in order to send control information.

The SCO packets are carried over SCO voice links (Table 33.1). Since there is no cyclic redundancy code (CRC) checking in SCO packets, they are never retransmitted even if they have not been correctly received. This means that when real-time voice is carried over SCO links, the SCO packet loss rate must always be such that it satisfies the minimum loss requirements of the voice connection. Three SCO packets, that is, HV1, HV2, and HV3 have been defined. Additionally, the DV packet, which can carry mixed voice/data voice, is defined. Table 33.2 shows the characteristics of the Bluetooth SCO packets. HV stands for high-quality voice. All three HV packets, that is, HV1, HV2, and HV3 packets are transmitted in a single time slot, and deliver a 64 kbps user voice rate. The number following “HV, ” is the maximum number of voice links that an individual Bluetooth device can support simultaneously. The HV1 and the HV2 packets are protected with a rate 1/3 forward error correction (FEC) and 2/3 FEC, respectively. The HV3 packet is not protected with FEC. Therefore, HV1, HV2, and HV3 packets carry 10, 20, and 30 information bytes respectively. An HV1 packet can carry 1.25 msec of speech at a 64 kbps rate, that is, 10 bytes/(2 x 625 µsec) = 64 kbps. Every two time slots, an HV1 packet will be transmitted. Therefore the intervoice packet transmission interval of HV1 packets in one direction is two time slots (i.e., $T_{SCO} = 2$). Using the HV1 packet, one 64 kbps voice link occupies the entire capacity of a Bluetooth device, that is, only a single HV1 SCO link can be support by a Bluetooth piconet. The transmission interval using HV2 packets in the same directional link is four time slots (i.e., $T_{SCO} = 4$). One HV2 packet can carry up to 2.5 msec of 64 kb/sec speech. Two HV2 SCO links would be supported per Bluetooth device. An HV3 packet contains 3.75 msec of...
TABLE 33.2 ACL Packets

<table>
<thead>
<tr>
<th>Type</th>
<th>Payload header (bytes)</th>
<th>User payload (bytes)</th>
<th>Symmetric max. rate (kb/sec)</th>
<th>Asymmetric max. rate (kb/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Forward</td>
<td>Reverse</td>
</tr>
<tr>
<td>DM1</td>
<td>1</td>
<td>0–17</td>
<td>2/3</td>
<td>Yes</td>
</tr>
<tr>
<td>DH1</td>
<td>1</td>
<td>0–27</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>DM3</td>
<td>2</td>
<td>0–121</td>
<td>2/3</td>
<td>Yes</td>
</tr>
<tr>
<td>DH3</td>
<td>2</td>
<td>0–183</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>DM5</td>
<td>2</td>
<td>0–224</td>
<td>2/3</td>
<td>Yes</td>
</tr>
<tr>
<td>DH5</td>
<td>2</td>
<td>0–339</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>AUX1</td>
<td>1</td>
<td>0–29</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

of 64 kbps speech and is transmitted every six time slots (i.e., $T_{SCO} = 6$). Up to three HV3 SCO links can be supported simultaneously. Since error resilience is reduced in going from HV1 to HV3 packets, voice capacity is increased from a single voice link to three voice links.

Conventional data can be also be carried over SCO links using DV packets. A DV packet includes both a voice and data field. A one-byte header in the DV packet is used as a data field. In terms of user payload, 10 bytes belong to voice without FEC protection and up to nine bytes are used by data with a 2/3 rate FEC. There is a two-byte CRC in the DV packet, which is only related to the data. For this reason a DV packet can be retransmitted only to recover the data field. Every two time slots (1.25 msec) a DV packet is sent, therefore each DV packet would carry 1.25 msec of speech at a rate of 64 kbps. For the voice part, the DV packet is similar to the HV1 packet except that no FEC protection is used.

ACL packets are used on the ACL links. Three DM packets, three DH packets, and one AUX1 packet have been defined for this purpose. Since a CRC check code exists in DM and DH packets, these packets can be retransmitted if no acknowledgment of proper reception is received. However, the AUX1 packet has no CRC and is not retransmitted. DM stands for data-medium rate. There are three types of DM packets, DM1, DM3, and DM5. The number following “DM,” represents the number of time slots across which the packet transmission extends. For example, a DM5 packet is continuously transmitted over 5 time slots on the same frequency hop. The information plus CRC bits in DM packets are coded with a rate 2/3 FEC, which adds 5 parity bits to every 10-bit segment. If necessary, extra zeros are appended after the CRC bits to get the total number of bits to a multiple of 10 [6]. The payload header in the DM1, DM3, and DM5 packets is 1, 2, and 3 bytes long, respectively. The user payload of the DM1, DM3, and DM5 packet contains up to 17, 121, and 224 information bytes, respectively, as shown in Table 33.2. The maximum symmetric rate for DM3 packets is 258.1 kbps and the maximum asymmetric rate is 387.2 and 54.4 kbps for forward and reverse links, respectively. When the system is operated in a symmetric manner, both directions use DM3. The maximum rate is 121 bytes/(4 × 625 µsec) = 387.2 kb/sec. When the system is operated in an asymmetric manner, the forward link uses DM3 packets and reverse link uses DM1 packets. The maximum forward rate is 121 bytes/(4 × 625 µsec) = 387.2 kb/sec and the maximum reverse rate is 17 bytes/(4 × 625 µsec) = 54.4 kb/sec.

Table 33.2 also shows the characteristics of DH packets. DH means “data high” rate. There are also three types of DH packets, DH1, DH3, and DH5. As in the DM packets, the number following the word, “DH,” represents the number of time slots that a packet uses, that is, a DH3 packet is transmitted across 3 time slots. The payload header in the DH1, DH3, and DH5 packets is 1, 2, and 3 bytes long, respectively. The information bits in DH packets are not FEC encoded. As a result, the user payload of the DH1, DH3, and DH5 packets contains up to 27, 183, and 339 information bytes, respectively. Comparing DM and DH packets for the same packet length, we note that DH packets give higher user capacity than DM packets because there is no FEC overhead. Comparing single time slot and multiple time slot packets in DM or DH packets, single time slot packets result in lower user capacity than multislots packets because there is no loss due to the guard band that separates single slot packets.
Connection establishment in Bluetooth is complicated by the need to synchronize the frequency hopping between nodes. Three mechanisms have been defined to support connection establishment, namely, scanning, paging, and inquiry. Scanning is the process whereby Bluetooth nodes listen for other nodes. When scanning is performed, the frequency hopping rate used is very low, so that the scanning node persists on the same frequency hop for relatively long periods of time. Conversely, a node that performs an inquiry or a page, actively transmits query or paging packets at a high frequency-hopping rate, and thus eventually the two nodes will coincide in time and frequency.

When two devices have never been connected, inquiry and inquiry-scan can be used by the devices to find one another. The inquiring device uses a known general inquiry access code (GIAC) to determine the frequency hopping sequence, and the hopping rate used is twice the nominal slot rate, that is, 3200 hops/sec. Two inquiry packets are sent in a single time slot. The inquiry-scanning device changes its listening frequency every 1.28 sec. When this device receives an inquiry packet, it does not respond immediately but performs a random backoff to avoid inquiry response collisions. After reentering inquiry-scan and receiving a second inquiry packet, it will respond. The inquirer can then proceed to page the device. The paging process is similar except that once a paging device knows the other node’s address and clock phase, it can use this information to page the node directly and efficiently. As in inquiry, the paging hop rate is 3200 hops/sec, with two pages per 625 µsec time slot. In the page-scanning device, the listening frequency is changed slowly, every 1.28 sec. Once paging is successful, frequency hop synchronization has been achieved and the slave node can join the piconet. Different data scheduling policies have been studied for Bluetooth [7,8] so that data throughput and delay can be optimized for a single piconet.

One of the key features of Bluetooth is its power saving capabilities. Three power saving modes, that is, sniff, hold, and park, have been defined. In sniff mode, a slave does not listen continuously. Instead, a sniff interval is defined between the slave and its master, and the slave is free to assume a low power sleep/doze state between sniff intervals. In hold mode, the activity of the slave can be further reduced. Before entering hold mode, the master and the slave agree upon the time duration of the hold. When this time expires, the slave will awaken, synchronize to the traffic on the channel, and will wait for communication from the master. Park mode is the most aggressive of the power saving modes. In this case the slave gives up its active member address (AM_ADDR) and does not actively participate in the piconet, however it still remains synchronized to the master. A slave in park mode is given an 8-bit parked member address (PM_ADDR) and 8-bit Access Request Address (AR_ADDR). The PM_ADDR is used in a master-initiated unpark procedure. The AR_ADDR is used by the parked slave in a slave-initiated unpark procedure. A parked slave can be distinguished from the other parked slaves using PM_ADDR. In addition to the PM_ADDR, a parked slave can be unparked by its 48-bit BD_ADDR. The all-zero PM_ADDR is a reserved address; if a parked device has the all-zero PM_ADDR it can only be unparked by the BD_ADDR. In that case, the PM_ADDR has no meaning. By varying the sniff interval (T_sniff) or serving time (N_sniff−attempt), power consumption can be further reduced [9].

Reference 7 proposed an Unparked Queue-based policy (UQP) and Parked-Unparked Queue-based policy (PUQP), which extends PP in Reference 10 to implement a master and parked slave pair. These two policies will reduce park time for slaves that have high backlogs in the master–slave queues. Otherwise, the park time increases if slaves have a small backlog in the master–slave queues. UQP is implemented when the master-initiated unpark procedure is processed. Since the master cannot know the exact queue sizes in slaves, the average queue size information has to use an estimation. PUQP is implemented when the slave-initiated unpark procedure is used. The queue sizes of slaves can be passed along with the packets to the master during the unpark access window. Compared with the constant unpark interval, UQP and PUQP have higher throughput, lower delay, and lower power consumption.

### 33.3 Voice over SCO Links

The Bluetooth baseband protocol provides both circuit and packet switched modes of operation, that is, time slots can be reserved for packets carrying voice over SCO links (VoSCO), or can be dynamically allocated for data over ACL links. In this section, the characteristics of VoSCO are discussed.
The Bluetooth standard provides a reference profile for simple cordless telephony applications [6]. SCO links are the native mechanism for carrying two-way symmetric voice transmissions based on 64-kbps PCM. For each SCO link, a master transmits a voice packet to the slave in question at regular time intervals, given by the parameter $T_{SCO}$ [11]. The slave then responds with its voice packet in the following slot. There are three different values of $T_{SCO}$, that is, 2, 4, and 6 slots, respectively. These correspond to lower rate schemes, the additional overhead is used for increased FEC coding [6]. Using HV1 packets, one voice link will occupy the entire capacity of the Bluetooth device. Using HV2 packets, the Bluetooth device can provide up to two voice links simultaneously. One HV2 voice link will utilize half of the entire link capacity. A data link using DH1 or DM1 packets in both directions can be supported at the same time when the Bluetooth device has one HV2 voice link. Using HV3 packets, up to three voice links can be provided by the Bluetooth device. With one HV3 voice link, two thirds of the capacity can be used to carry data. If DH1 or DM1 packets are used in both directions, two data links at the rate of 108.8 or 172.8 kbps would be supported simultaneously. In the asymmetric case, one DM3 or DH3 data link, that is, the forward link using DM3 or DH3 packets at the rate of 258.1 or 390.4 kbps, respectively, and the backward link using DM1 or DH1 packets at the rate of 54.4 or 86.4 kbps, respectively, can coexist with an HV3 voice link. Note that the voice cannot be carried simultaneously with a DM5 or DH5 data link. This is also found in References 12 and 13.

Reference 14 considers a single piconet and evaluates the throughput performance of VoSCO. Since the master can support only seven active slaves, at least one slave has to be parked in order to access a new slave when seven are active. A First-Active-First Park (FAFP) scheduling policy is used for the parking or unparking of slaves. In FAFP, the slaves are parked in the order of the time that the slaves actively participate the piconet, that is, the oldest active slave is forced to enter park mode whenever a new slave joins the piconet and the number of active slaves is seven. The parked slave with expired parking time is unparked and becomes active. Up to ten slaves can generate either voice or data traffic. The master polls slaves in a round-robin fashion for ACL connections. Only DH1 or DM1 packets are assumed to be transmitted if at least one SCO connection is present. Data traffic is generated as a Markov-modulated Poisson process (MMPP). Each data source is modeled by a two state Markov chain, where on and off periods are exponentially distributed with a mean of $\alpha^{-1}$ and $\beta^{-1}$ sec, respectively.

Throughput performance is evaluated when one SCO connection is present (DH-1HV3, DH-1HV2, DM-1HV3, and DM-1HV2). Since we have an SCO connection, 33% of the total available slots must be reserved for the voice (SCO) traffic. When one ACL and one SCO connection are established, the rate of the ACL connection is 114 kbps (DH-1HV3), which can be compared with the rate of 370 kbps with two ACL connections (DH5), that is, a 69.2% decrease. Throughput performance worsens as the number of ACL connections increases. When six ACL connections and one SCO connection are supported, the rate shows 19 and 12 kbps for DH-1HV3 and DM-1HV3, respectively. When nine ACL connections and one SCO connection are supported using park mode, the rate drops to 12 and 8 kbps for DH-1HV3 and DM-1HV3, respectively. The effect of degradation in throughput for an SCO connection is shown to become greater as the number of ACL connections increases, for example, 47 kbps for 10 ACL connections (DM5) versus 8 kbps for 9 ACL and one SCO connections (DM-1HV3), which is 83.1% decrease in throughput.

Performance is also considered when two SCO connections are supported (DH-2HV3 and DM-2HV3). In this case, the two connections occupy more time slots (67% of total available slots) than in the previous case, and thus a lower data rate is available. When four ACL connections with DM packets and two SCO connections with HV3 packets are in operation, the residual throughput is only 8 kbps. This can degrade even further to 3 kbps if more than eight ACL and two SCO connections communicate using park mode (DM-2HV3). In this case, 47 kbps for 10 ACL connections (DM5) reduces to 3 kbps for 8 ACL and two SCO connections (DM-2HV3), which is a 93.6% performance degradation. These low data rates may not be suitable for certain applications.

Data traffic performance in the presence of SCO links was also considered in Reference 8. In this study, up to two SCO links were considered with different values for $T_{SCO}$, while the piconet was subjected to
persistent TCP data transfers. As in Reference 14, similar data capacity reduction effects were observed with increasing numbers of voice links.

Many systems use compressed real-time voice transmission, which can significantly reduce the required rate per call. Bandwidth can be further saved by removing speech silence periods, that is, using voice activity detection (VAD). If $T_{SCO}$ is made larger than that prescribed in the Bluetooth standard, more capacity will be available for ACL traffic [8]. Using this idea, Reference 15 presents an approach called Adaptive $T_{SCO}$. Using VAD and variable rate voice coding, the SCO interpacket transmission interval can be adaptively determined. In this study, a two-state Markov chain model was used to simulate talkspurt and silence periods for voice. For Adaptive $T_{SCO}$, the values of $T_{SCO}$ during activity and silence were chosen to be 6 and 12 slots, respectively. With one voice connection, the data throughput is 238.93 kbps and mean packet delay is 21.72 msec using VoSCO. For Adaptive $T_{SCO}$, the numbers are 257.18 kbps and 18.09 msec, respectively. The performance of Adaptive $T_{SCO}$ is clearly better than that of conventional VoSCO. Data throughput is 119.4 kbps and packet delay is 36.47 msec using VoSCO. For Adaptive $T_{SCO}$, these numbers are 172.2 kbps and 31.05 msec, respectively. Increasing the number of SCO connections, similar capacity reduction effects were obtained as in References 8 and 14. Note that the Adaptive $T_{SCO}$ scheme is not compatible with the Bluetooth specification and would require changes to the standard.

In some applications, multiple Bluetooth access points would be needed to obtain reasonable coverage. In order to ensure contiguous service areas these networks may use overlapped radio coverage using a number of networked single-radio BBSs. In such a system, the BBSs would be interconnected via a high-speed wired LAN, which also provides an attachment to the PSTN/Internet. This type of system is shown in Figure 33.2. A potential application for this type of system would be like an access network in an airport lounge where phone calls could be made and received using Bluetooth enabled handsets. In the figure, four LAN-interconnected BBSs are shown supporting voice communications for a potentially large number of Bluetooth mobiles (BMs). Locally generated voice calls are originated at the BMs and connected through Bluetooth SCO links onto the PSTN/Internet via the LAN/gateway. It is also assumed that the BMs can receive incoming calls that originate in the PSTN/Internet. A requirement for this is that the mobile nodes register and remain in contact with a base station when they are powered-on and within the coverage area of the system.

In Reference 16 several access point designs were studied based upon this type of architecture. It was assumed that there is strong overlapping of radio coverage between all base stations. The different designs considered the value of base station coordination among the Bluetooth piconets that are supporting SCO voice transmissions. The first design proposed is referred to as Bluetooth Base Station Original (BBSO),
and corresponds to using the Bluetooth telephony profile directly. Each BBS operates independently and therefore this corresponds to the case where there is no coordination among the base stations. A BM associates with a BBS using the Bluetooth INQUIRY/PAGE procedures [6]. Once a base station is contacted via INQUIRY, PAGING is used to establish an ACL link [4]. The mobile node is then parked by the BBS to await incoming and outgoing calls. Once a BM is parked, it must be periodically awakened to determine if a voice call needs to be set up. However, the wakeup procedure is effective only when the BBS has no more than two SCO links in progress [11,16].

In Bluetooth Base Station with Migration (BBSM), “node migration” is used to reduce the effects of base station blocking. In BBSM, when the BBS is about to add a third SCO link, it first unparks and disconnects all of its parked BMs. Each mobile then reenters the INQUIRY state so that it can reassociate with a new BBS. In Bluetooth Base Station with Standby Unit (BBSS), one of the BBSs is assigned the role of a STANDBY_BBS, dedicated to node discovery and voice call setup functions. The other BBSs are VOICE_BBS’s. The main role of the STANDBY_BBS is to perform INQUIRY SCAN, PAGE SCAN, and wakeup functions for BMs that are parked within the coverage area. The STANDBY_BBS however, does not provide SCO connections, rather it dynamically moves BMs to an available VOICE_BBS when SCO links are required. All nodes are initially parked at the STANDBY_BBS, and this avoids the restrictions discussed above, however the SCO link capacity of the STANDBY_BBS is wasted. An advantage of this scheme is that BM migration occurs via paging and only when a call is being set up or terminated. A disadvantage with this approach however, is that the system must be carefully designed so that BBS coverage is heavily overlapped. In Reference 16 it was shown that call blocking in BBSS is lower than that of the other designs. Unfortunately, the best design in Reference 16 from a call blocking standpoint (i.e., BBSS) relies on the base stations having full overlap of their coverage areas.

Figure 33.3 shows a comparison of call blocking probability for the different designs proposed in Reference 16 when there are 5 overlapping BBS. The difference in the three plotted curves shows the potential for Bluetooth link sharing. At a 1% blocking rate for the BBS0 case, the BBSM protocol achieves a level of blocking, which is over an order of magnitude smaller. The BBSM design can operate with over 60% higher traffic loading than BBS0 at the same 1% blocking rate. The improvements obtained by BBSS are even more significant. It can be seen that BBSS can handle about twice the voice traffic loading as BBS0 at the 1% call blocking point.
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A design referred to as the Bluetooth DV AP was proposed in Reference 1. DV AP is similar to BBSS in that BMs are moved between BBSs to reduce the potential for call blocking. However, in BBSS the standby BBS must be within the range of all the BBSs that it is serving. In DVAP, the role of the standby BBS is performed by all the BBSs in a distributed manner. As in the other designs, an activated mobile associates with a BBS using the standard Bluetooth INQUIRY/PAGE procedures [6]. When a BM is activated within the BBS coverage area, it enters INQUIRY mode immediately to find a base station. Once a base station is contacted via INQUIRY, PAGING is used to establish an ACL link [4]. The mobile node is then parked by the BBS to await incoming and outgoing calls. Periodically, each BM will test the quality of the channel between it and each BBS. In Bluetooth, the most efficient way to do this is via PAGING, that is, to have either the BM or the BBS in question PAGE the other unit. Using LAN communications between the BBSs, Bluetooth clock/phase timing information is exchanged, which can make the PAGING operation very efficient [16]. When call requests arrive, the BBSs intercommunicate so that their state is known to each other. DVAP uses BM migration to reduce call blocking. When a call arrives whose assignment will result in a 3rd SCO link at a target BBS, BMs are moved via Bluetooth PAGING to other BBSs whenever possible [16].

Dynamic base station selection (DBS) is used in DVAP [1]. Multiple base station selection has been considered in the context of cellular systems with overlapping coverage, and the reader is referred to Reference 17 for a comprehensive overview of these techniques. These schemes are based on extensions to directed retry (DR) and directed handoff (DH) [17]. It can be shown that in the general case, base station assignment that minimizes the voice call blocking rate is a difficult discrete optimal control problem, and in DVAP a heuristic is used when a call request arrives. In the following description, we assume that a call request arrives for mobile node $i$, and this node is denoted by BM$_i$, BBS$_j$ is defined to be base station $j$, for $j = 1, \ldots, N_{\text{BBS}}$, where $N_{\text{BBS}}$ is the number of base stations. $L_i$ is defined to be the current number of SCO links available to service the request from BM$_i$, and $S_i$ is the set of BBSs, which are within the range of BM$_i$. $M_i$ is defined to be the set of all mobiles that are within the range of BBS$_j$. The algorithm is very simple and is based on computing simple worse-case loading factors, which would result from each feasible selection of the base stations available to BM$_i$.

The loading fraction for BM$_i$ is denoted by LM$_i$, and is defined by $LM_i = 1/L_i$. The load factor for BBS$_j$ is denoted by BBSM$_j$, and is obtained by summing up the station loading fraction values for each mobile within its coverage range, that is,

$$BBSM_i = \sum_{j \in M_i} LM_j.$$  \hspace{1cm} (33.1)

When a call arrives for BM$_i$, the following procedures are used to select a BBS. The algorithm is shown in Figure 33.4. First the minimum worse-case load factor is initialized to $\infty$. Then all of the potential options

\begin{verbatim}
1  LF_{min} = \infty
2  for each BBS \in S_i
3      begin
4        Assign BM$_i$ to BBS
5        Compute LM$_i$ and BBSM$_j$ for all $i$ and $j$.
6        Find BBSM$_{max} = \max(BBSM_j)$
7        if BBSM$_{max} < LF_{min}$ then
8            begin
9              LF$_{min} = BBSM_{max}$
10             Selected_BBS = BBS
11            end
12       end
\end{verbatim}

FIGURE 33.4 Dynamic BBS selection (DBS) algorithm.
for BM_i are tested. This corresponds to the for loop beginning on line 3 in Figure 33.4, which will be executed for each of the BBS options for BM_i. For each option, LM_i and BBSM_i are recomputed. Then the maximum value for BBSM_i is found and denoted by BBSM_max, in line 6. If this value is found to be the smallest load factor to this point, then LF_min is updated and Selected_BBS is set to the current base station. It is clear that once the for loop beginning on line 3 has completed, the option chosen is the one that results in the lowest worse-case load factor for all BBSs. Note that if a BM has no SCO links available, its loading fraction is set to the number of BMs in the system.

Figure 33.5 gives an example of how DVAP compares with the systems studied in Reference 16. As discussed in Reference 1 the designs in Reference 16 are only applicable to deployments which heavily overlap the coverage areas of the base stations. Figure 33.5 shows the simulated voice call blocking rate as a function of traffic intensity for a system with 5 BBSs and 48 BMs. The figure shows that the DVAP system moderately improves upon its call blocking performance. Under full coverage overlap, DVAP is essentially a distributed version of BBSS, and the reason for the improvement is that in BBSS one of the five BBSs is designated as the standby BBS. This leaves only four BBSs to support actual SCO voice transmissions. Additional results in Reference 1 show the value of DVAP under various partial coverage overlapping situations.

33.4 Voice over ACL Links

A number of studies have investigated the use of Bluetooth ACL links for real-time voice transmission [14,15,18]. Using voice compression, the voice vocoding rate can be reduced far below that of conventional 64-kbps PCM, and ACL links are a flexible mechanism for carrying this type of voice traffic. The study in Reference 18 considered the performance of voice over ACL (VoACL). The system studied consists of a full piconet with 7 slaves. TCP data traffic and voice connections were combined in the same piconet with each connection having a slave as a source and another slave as its destination. The total number of connections in the piconet varied from 5 to 15, with a unity ratio of TCP and voice connections. The TCP connections carried large file transfers, with 500-byte packets. The voice-coding rate was 8 kbps and the packetization period was 20 msec, which gives a voice payload size of 20 bytes. DH1 packets were used when carrying VoACL links. This study showed that although voice connection delay
is increased slightly using ACL links compared with SCO links, these delays are still quite acceptable for VoIP applications. On the other hand, when voice is carried over ACL, TCP connections achieve large performance improvements compared to operating the same number of calls over SCO links.

Reference 13 introduced a Bluetooth design where time is divided into superframes, which can carry VoACL at a rate of 64 kbps. Bluetooth typically uses 64 kbps log PCM voice coding with either A-law or $\mu$-law companding and transmits 30 bytes every 3.75 msec when HV3 packets are used. VoACL obtains the required 64 kbps by extending the 3.75 msec packetization time to 20 msec and sending 160 voice bytes. A 20-msec frame is a common frame size found in other wireless voice systems. In Bluetooth, 20 msec corresponds to 32 time slots, and this was the superframe size used. The proposed scheme conveys voice information at the start of every superframe. The remainder of the superframe is used to transmit user data or to retransmit corrupted voice packets if necessary. This allows simultaneous data services greater access to the piconet, which increases data throughput. Furthermore, voice information sent in this fashion is protected by a CRC and can be retransmitted in the event of channel error. A motivation of this study was to enable reliable voice connections under marginal link situations, where ARQ retransmission would be beneficial. It should be noted that employing VoACL requires buffering at the receiver that will add to the overall delay of each connection.

The VoACL algorithm constructs an ACL packet from raw voice bytes at the start of every superframe. These packets are referred as VoACL-voice packets and each carries 160 voice bytes. DM5 or DH3 packets can be used to carry voice information in the superframe. These are referred to as VoACL-DH3 and VoACL-DM5, respectively. A packet cycle is defined as the minimum number of slots used to convey both an ACL packet and its acknowledgment. This represents the minimum time that must transpire between two consecutive ACL packet transmissions. The packet cycle for 3- and 5-slot packets is then 4 and 6 slots, respectively. Note that only one direction of the voice link is supported by the superframe, but it is easily extended to the bidirectional case. A superframe always begins with the transmission of a VoACL-voice packet. In the VoACL-DH3 case there will be 28 ($32 - 4$) slots remaining in the superframe, while the VoACL-DM5 case leaves 26 ($32 - 6$) slots. The VoACL algorithm uses these residual slots to provide simultaneous data services.

The VoACL algorithm can be operated in either voice priority mode or data priority mode. When operating in voice priority mode, a lost VoACL-voice packet will be retransmitted until received correctly, or until the superframe ends. This scheduling scheme places a higher priority on delivering voice without error rather than on providing simultaneous data throughput and will exhaust an entire superframe if necessary to deliver a single VoACL-voice packet. This may be a favorable approach when transferring important voice information under poor channel conditions, as it affords at least eight transmission attempts in the case of VoACL-DH3 and five in the case of VoACL-DM5. The data priority scheme places the emphasis on supporting simultaneous data applications. In this scheme, VoACL-voice packets are not retransmitted and all of the residual superframe slots are devoted to the transfer of data. This ensures that voice applications do not adversely interfere with simultaneous data applications, and guarantees a minimum level of access to the piconet for data traffic. By using ACL links, VoACL offers a greater degree of scheduling freedom for larger sized packets, which dramatically improves the bandwidth available to simultaneous data applications. Flexible priority assignments between voice and data can be implemented easily in VoACL by allowing varying numbers of retransmissions within a superframe.

### 33.4.1 Bluetooth FH Collision Loss

In References 1 and 16, several access point designs were introduced for Bluetooth voice access networks. The different designs considered the value of interbase station coordination among the Bluetooth piconets that are supporting SCO voice transmissions. Unfortunately, with increasing overlap of radio coverage, SCO link voice packet loss increases. In Reference 16, lower rate ACL voice links were considered in the design of a voice access network, but the issue of packet loss was not accurately evaluated. To obtain good statistical performance, a large number of potential Bluetooth voice links are provided throughout the desired coverage area. Unfortunately, when coverage is such that significant Bluetooth link sharing is
possible, SCO packet loss rates can be very poor. However, when VoACL is used, ARQ retransmission can recover from this loss. It is important in this type of application that a proper statistical measure of voice loss rate is used, which characterizes the link performance over finite time windows. A finite time-window loss model was introduced in this study for this purpose. Analytic and simulation models show that the VoACL design has acceptably voice packet loss performance compared with SCO voice designs [6] and that the call blocking rate is about the same between the ACL and SCO systems.

When there are simultaneous overlapping Bluetooth links, packets can sometimes be lost due to collisions caused by the frequency hopping air interface. This occurs when two links choose the same hopping frequency (or perhaps an adjacent frequency) for transmission. This is a common occurrence considering the fact that there are only 79 hopping frequencies available. The issue of packet loss in Bluetooth voice access networks was first considered in Reference 19. Under worse-case situations the loss rates can be high enough to become a problem, which may affect real-time voice quality, even with a small number of overlapping voice links. The model proposed in Reference 20 assumes that loss occurs whenever packets are overlapped on the same frequency hop. This is clearly a worse-case assumption since it does not account for path-loss effects, which would help to protect a link when the sender and receiver are in close proximity relative to its interferers. In many applications, Bluetooth will benefit from this type of clustering. This type of analysis was given in Reference 21.

Consider the worse-case analysis presented in Reference 19. Assume that there is a set of \( n_{SCO} \) SCO links currently active. Note that \( n_{SCO} \leq 3N_{BBS} \), where \( N_{BBS} \) is the number of available \( \text{VOICE}_BBS \). Under worse-case loss assumptions it was shown that the lowest worse-case packet loss rate is given by

\[
P_{L}^{\text{min}} = 1 - \gamma \left\lceil \frac{n_{SCO}}{3} \right\rceil^{-1},
\]

where \( \gamma = 78/79 \) for Bluetooth [20]. Similarly the highest worse-case loss rate is given by

\[
P_{L}^{\text{max}} = \begin{cases} 
1 - \gamma \frac{n_{SCO} - 1}{3} & \text{for } n_{SCO} \leq N_{BBS} \\
1 - \gamma \frac{N_{BBS} - 1}{3} & \text{otherwise.} 
\end{cases}
\]

The derivation of these equations assumes that frequency-hops are generated independently and randomly across the 79 Bluetooth channels [20]. Moreover, the time slots are assumed to be overlapped exactly. When this is not the case, loss rates can be even higher. These results give simplistic minimum/maximum worse-case loss rates, and not mean loss probabilities.

Equations (33.2) and (33.3) are plotted in Figure 33.6 for 3, 5, and 9 BBSs. The lower staircase curve is that for \( P_{L}^{\text{min}} \) and the upper curves correspond to \( P_{L}^{\text{max}} \). For a given number of active SCO links, these minimum/maximum worse-case loss rates can be read from the figure. Note that since each base station can support only 3 SCO links, the curves for 3, 5, and 9 BBSs end at 9, 15, and 27 SCO links, respectively. It can be seen that once the number of SCO links operating in a given coverage area equals 4, the minimum loss rate that can be achieved is about 1.2%. Subjective listening tests have shown that for a given loss rate, a random dropping of packets is less objectionable than if losses are bursty. In the Bluetooth case the losses are caused by frequency-hop collisions, which will be highly random. Here, acceptable performance may be obtained up to about 5% packet loss, but good performance requires that a packet loss concealment algorithm is used [22,23]. The results from Figure 33.6 for the 3 BBS case show that the maximum packet loss rate is about 2.5%. As seen in the figure for \( P_{L}^{\text{max}} \), this loss value can be achieved with as few as 3 SCO links, since each of those links could be assigned to the same time-slot pair in three different base stations. On the other hand, if the 3 SCO links were handled by the same BBS, a loss rate of 0 is possible (see \( P_{L}^{\text{min}} \), for 3 SCO links). In the latter case, the single base station will have assigned the SCO links to disjoint time slot pairs. Similarly, in 5 BBS, a packet loss rate of just below 5% is the maximum possible. This loss rate can clearly be obtained with as few as 5 SCO links and yet the curves show that worse-case loss rates less than 4% are possible with as many as 12 SCO links. In the latter case, the 12 SCO links involve only 4 of the 5 BBSs. For 9 BBS in this system we are clearly in an infeasible packet loss region once the number of SCO links exceeds 15. This worse-case analysis suggests that FH packet loss can be a very serious issue when
designing a high capacity voice access network. Very high loss rates are possible even when the number of overlapping SCO links is very low.

Reference 24 included a much more accurate packet loss model and showed that voice over ACL is necessary in order to avoid unacceptable packet loss in high capacity voice access networks. Unlike the scheme proposed in Reference 13, no superframe is used; instead, voice is transmitted directly using VoIP with limited ARQ retransmission. At each station, voice is given priority over data. Table 33.2 shows the characteristics of the Bluetooth ACL links. It can be seen that DM1 and DH1 have a one byte of payload header. The payload in DM1 or DH1 is less than that in HV3. HV3 has the highest payload for a single time slot packet and therefore it has the highest capacity. Using DM1 or DH1 to carry 64 kbps voice calls cannot provide three simultaneous voice links as does HV3. For this reason multislot packets were used. First consider DM5 and DH5. The user payload in a DM5 and DH5 packet is up to 224 and 339 bytes, respectively. The maximum symmetric rate of a DM5 packet is 286.7 kbps. 286.7 kbps ÷ 64 kbps ≃ 4.5. Using DM5 ACL packets, a Bluetooth enabled device can provide up to four 64-kbps voice links. 433.9 kbps ÷ 64 kbps ≃ 6.8, up to six 64-kbps voice links can be provided if DH5 ACL packets are used. On the other hand, for a DM3 packet the maximum user data rate is 258.1 kbps and thus up to four voice links can be provided. For a DH3 packet, the maximum rate is 390.4 kbps and up to six voice links can be provided. In the designs considered it was assumed that DM3 packets are used. In order to provide capacity for ARQ retransmissions, a maximum of 3 active voice connections was allowed per base station. Using DM3 packets to carry voice calls, and under this constraint this results in the same raw voice capacity as HV3 SCO links. If a DM3 packet is used for 64-kbps voice, it can carry 15 msec of speech. In that case, a DM3 packet has to be sent every 24 time slots. Every two DM3 packets form a symmetric bidirectional ACL-voice link. When this is done we set an upper limit on the number of ARQ retransmissions allowed, this maximum number is denoted by Max_Retransmission. The VoACL scheme over DM3 is very simple. A maximum of 3 voice connections is permitted per Bluetooth base station, and a fixed maximum ACL packet retransmission count is set.

Reference 24 included extensive simulation experiments, which characterize the packet loss rate using a VoACL design. Four different base station selection algorithms were used to test the VoACL (DM3) algorithm mentioned above. The summary of these algorithms is presented in Table 33.3. DBS was presented in Reference 1. DBS uses base station inter-communication to try to balance potential traffic load of each base station. In random base station selection (RBS) [1], BMs randomly choose a BBS that
TABLE 33.3 Summary of Base Station Selection Algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBS</td>
<td>Interbase station communication is used to compute BBSM loading factors for each potential base station assignment. The algorithm is shown in Figure 33.4 and described in detail in Section 33.3</td>
</tr>
<tr>
<td>RBS</td>
<td>An incoming call is randomly assigned to one of available BBSs</td>
</tr>
<tr>
<td>QoS</td>
<td>An incoming call is assigned to the BBS, which has the best link to the BM</td>
</tr>
<tr>
<td>STATIC OPT</td>
<td>This is a static assignment where each BM is preassigned to a BBS such that the number of BMs are as uniformly distributed as possible</td>
</tr>
</tbody>
</table>

has an available voice link. STATIC OPT corresponds to the optimum \( a \ priori \) static assignment of BMs to BBSs [1]. In addition, a scheme referred to as link-QoS was used where an arriving call selects the best link quality among BBSs, which have available voice links. Several different network topologies were considered, which model public access network situations, and were selected so that the level of voice link sharing is different.

The short range propagation model used was originally presented in Reference 4 and given as follows. Distance dependent attenuation, shadowing, and multipath fading are included. The link gain \( g = P_r / P_t \), being the ratio between received and transmitted power, is given by

\[
g = g_0(d) \cdot s(d) \cdot r^2(d),
\]

where \( g_0(d) \) is the distance dependent attenuation factor, \( s(d) \) is the shadowing factor, and \( r^2(d) \) is the multipath factor.

The attenuation factor \( g_0(d) \) is modeled as free space propagation

\[
g_0(d) = 10^{-4} \cdot d^2.
\]

Log-normal shadowing is also included. The shadowing factor \( s(d) \) is a random variable with a log-normal distribution, \( 10 \log s = \mathcal{N}(0, \sigma^2) \) is a normally distributed variable in dB with zero mean. The variance \( \sigma^2 \) is dependent on the distance \( d \) and is given by

\[
\sigma_{\text{dB}} = \min\left\{ \frac{d}{2m}, 6m \right\}.
\]

The multipath fading factor \( r(d) \) is a Rician random variable with mean power \( \mathbb{E}[r^2] = 1 \). The parameter \( K \) in dB is as well modeled as a function of the distance \( d \),

\[
\frac{K}{\text{dB}} = 12 - \frac{2d}{m}.
\]

In Reference 24, a new packet loss figure of merit was used to characterize this type of system. Since the number of calls is a random variable, the loss rate for a connection will typically vary over the lifetime of the connection, as other calls start and end. A \textit{windowed loss rate}, or WLR(\( t_w \), PL\_threshold) was used. The window duration parameter \( t_w \) is used as a sliding window for every active voice connection. If the packet loss rate across that window ever exceeds PL\_threshold, then that voice connection is marked as unacceptable. Then, depending upon the model unacceptable calls can be terminated or allowed to continue. The value of WLR(\( t_w \), PL\_threshold) gives the fraction of accepted calls that have been marked unacceptable. WLR defined in this manner gives a much more realistic assessment of the subjective impact of cochannel interference when the interferers are intermittent as is the case when Bluetooth links are in close proximity.

In the results that were presented, each BM is either active, that is, with a call connection pending, in progress, or inactive. An inactive node sleeps for an exponentially distributed time interval with a
mean of Call_Idle_Time seconds before a call request is generated. The call can originate from either the BM itself or from the PSTN/Internet. When the call has been blocked, the node reenters the call idle state. When the call is set up, a mobile is in the call connection state. The call lasts for a hold time, which is exponentially distributed with a mean of Call_Hold_Time seconds. In Reference 24, a default value of 10 sec was used for Call_Hold_Time and Call_Idle_Time was varied to obtain different normalized traffic intensities. This rather small value was used for the sake of simulation speed, as in Reference 4. In the simulation results the call blocking rate was considered for the various designs. Acceptable values for blocking are generally considered to be less than about 1% [25].

Three different kinds of loss rate were considered, that is, packet loss rate, average call loss rate, and call loss rate using WLR. When the Bit Error Rate (BER) of a packet is below $10^{-3}$, the packet is assumed to be unsuccessful. The packet loss rate is the ratio of the total number of lost packets to the total number of packets. When the packet loss rate of a call is over 1%, the call is counted as lost in the average case. The call loss rate in the average case is the ratio of the total number of lost calls to the average case and the total number of calls. Whenever the packet loss rate within the Check_Window of a call is over 1%, the call is counted as lost in the WLR case. The call loss rate in the worse case is the ratio of the total number of lost calls in the worse case to the total number of calls. The Check_Window is set to 1 sec. The parameter of Max_Retransmission is set to 2. The distance attenuation, shadowing factor (log-normal distribution), and multipath fading (Rician distribution) [4] are included in the simulation to determine the BER of a packet.

An example of the results for a moderately overlapped radio case is shown in Figure 33.7. Figure 33.7(a) indicates about a 50% improvement in capacity performance between the DBS algorithm and the STATIC
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FIGURE 33.7 SCO link call loss and blocking: (a) mean call blocking rate; (b) mean packet loss rate; (c) average call loss rate, and; (d) WLR call loss rate.
FIGURE 33.8 ACL link call loss and blocking: (a) call blocking rate; (b) mean packet loss rate; (c) mean call loss rate; and (d) WLR call loss rate.

OPT algorithm when the blocking rate is roughly 1% for both algorithms. The blocking rate can be decreased and the system capacity increased by using the DBS algorithm. If we consider only raw packet loss rate shown in Figure 33.7(b), the system performance would be deemed acceptable, that is, the packet loss rate is below 0.35% with the call blocking rate below 1%. However, Figure 33.7(c) and 33.7(d) show that average call loss and WLR performance is unacceptable. This is true even for the link-QoS algorithm. Since SCO packets cannot be retransmitted the call quality is unacceptable. In this case the link sharing gain is not useful because the call loss rate does not meet the minimum threshold. These curves point to a fundamental problem with Bluetooth SCO links, which will prohibit their use in high capacity access network applications.

Call quality over ACL links is shown in Figure 33.8. Using ACL packets to carry voice, the call blocking rate can be maintained but the loss rate can be dramatically reduced. The call blocking performance over SCO link and ACL links is shown in Figure 33.8(a). Figure 33.8(a) shows that the blocking rate for VoACL and SCO links is about the same. This is true for all four different BSS algorithms. However, VoACL can obtain much better loss rate performance as shown in Figure 33.8(b) and 33.8(d) compared with the SCO link case shown in Figure 33.7(b) and 33.7(d). The packet loss rate is below $10^{-3}\%$ at 1% blocking rate for the DBS algorithm. Loss rates remain acceptable even under much higher traffic intensities. When traffic intensity is 10, the packet loss rate is around $8.5 \times 10^{-3}\%$ as shown in Figure 33.8(b). The call loss rate performance shown in Figure 33.8(c) and 33.8(d) is also acceptable. The results are almost same using the two different call loss rate measurements. WLR is less than 0.01% when the blocking rate is below 1% using the DBS algorithm. This is very good and means that the large capacity improvement due to link sharing is feasible when ACL links are used.
33.4.2 Extended SCO (eSCO) Links

Extended SCO links were introduced in the November 2003, Bluetooth 1.2 specification [26]. As in conventional SCO links, slots in eSCO links are reserved and therefore an eSCO link can be used for a circuit-switched connection between the master and the slave. eSCO packets are carried over eSCO links and three types of eSCO packets, namely, EV3, EV4, and EV5 packets, have been defined [26]. Unlike SCO links, ARQ retransmission of voice packets is possible over eSCO links. If an eSCO packet retransmission is required, the retransmission will happen in the slots that follow the reserved slots. Since some capacity may be used for retransmission purposes, a Bluetooth device can only provide up to two symmetric voice connections simultaneously when the maximum number retransmissions is allowed. Compared with the design proposed in Reference 24, eSCO link has less capacity for the same quality of service level.

33.5 Summary

In this chapter we have given an overview of recent work in the area of real-time voice over Bluetooth. Both SCO and ACL links have been considered for voice applications. Future access networks can use Bluetooth connectivity to provide real-time voice services in public places such as airports, convention centers, and shopping malls. We have also considered the design of this type of high capacity public access voice network. To obtain good statistical performance a large number of potential Bluetooth voice links are provided throughout the desired coverage area. Results show that conventional Bluetooth SCO voice links are likely to be inadequate for this purpose. Unfortunately, when coverage is such that significant Bluetooth link sharing is possible, SCO packet loss rates are unacceptable. The alternative is to operate such a network using Bluetooth (VoACL) with ARQ retransmission or to wait for eSCO link support, but in the latter case voice capacity is very limited. Proper statistical measures of voice loss rate are very important in this type of system, which characterizes link performance over finite time windows. Analytic and simulation models show that VoACL designs have acceptable voice packet loss performance compared with SCO link designs [6] and that the call blocking rate is about the same between the ACL and SCO systems.

33.5.1 Future Work

Using voice coding rates lower than 64 kbps, far more than 7 voice connections would be possible per Bluetooth access device. However, a single Bluetooth radio can only support 7 voice connections concurrently due to the limitation of 7 active slave members. Although applying park/unpark procedures can theoretically circumvent this limitation, using this method is not an efficient way to handle this problem. An alternate design is to handle this issue using multihop bridging between multiple piconets. More work is needed to study the practical effectiveness of this approach when carrying real-time services, its affect on delay and jitter, and its negative affects on relay node performance.
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NTP VoIP Test Bed: A SIP-Based Wireless VoIP Platform

34.1 Introduction

Over a century, telephony industry was mainly established based on circuit-switched technologies. In the recent years, Internet protocol (IP) technology has been utilized to transport voice over packet-switched network [15]. This approach consumes lower bandwidth, and therefore reduces communications costs. For example, a typical coding algorithm used by circuit-switched telephony is based on International Telecommunications Union (ITU) Recommendation G.711, which requires 64 Kbps bandwidth in each direction for a telephone call [14]. On the other hand, by adopting silence suppression technique and advanced coding algorithms (such as those described in ITU G.729), voice traffic can be transported over IP network at 8 Kbps [7], with approximately the same voice quality as circuit-switched voice. Many Internet telephony service providers follow this approach to offer cost-effective voice services. Since IP is the de facto standard for data transactions, Voice over IP (VoIP) is advantageous in integration of voice and data [6]. One of the most popular protocols for VoIP signaling and call control is session initiation protocol (SIP) that supports functions to facilitate integration of user presence, instant messaging, and multimedia communications [23]. Specifically, SIP is chosen as the signaling protocol in IP multimedia subsystem in 3GPP specifications [17].

Under the National Telecommunication Development Program (NTP), we have established a VoIP test bed that allows deployment of SIP-based wireless VoIP applications. This chapter presents the operations and the numbering plan of the NTP VoIP test bed, and the wireless VoIP applications developed in this
test bed. We first introduce SIP. Then we discuss the design philosophy of call servers in the NTP VoIP test bed. We propose an approach to support real-time VoIP through general packet radio service (GPRS) that interworks with the NTP VoIP test bed. We also describe a WLAN-based GPRS support node approach for accessing VoIP services.

34.2 NTP VoIP Test Bed: Architecture and Protocol

Figure 34.1 illustrates the NTP VoIP test bed architecture. Components in this VoIP system interact with each other through the SIP protocol. These components are described as follows:

Call server (Figure 34.1[a]) provides primary capabilities for call-session control in the NTP VoIP test bed. A call server processes SIP requests and responses as a SIP proxy server. It also functions as a registrar that stores the contact information of each SIP user. Details of proxy and registrar servers will be given in Section 34.2.1. At the current stage, the NTP call server is implemented on Windows 2000 server running on an industrial PC. Figure 34.2 illustrates the operations, administration, and maintenance (OAM) system of the call server. This figure shows the SIP phone management page of the call server.

PSTN gateway (Figure 34.1[b]) supports interworking between the NTP VoIP test bed and the public switched telephone network (PSTN), which allows IP phone users to reach other PSTN users directly or indirectly through private branch exchange (PBX; see Figure 34.1[c]). Two types of PSTN gateways have been deployed in the NTP VoIP test bed, including the gateway developed by Industrial Technology Research Institute (ITRI); (see Figure 34.3[a]) and Cisco 2600 (Figure 34.3[b]).

SIP user agent (UA) is a hardware- or software-based SIP phone client (Figure 34.1[d]) that provides basic call functions such as dial, answer, reject, hold/unhold, and call transfer. In the NTP VoIP test bed, we have installed the SIP UA in terminals including desktop computers, notebooks (with or without WLAN access), and PDAs (with WLAN access only). The GUI for softphone (software-based SIP phone) is shown in Figure 34.4. We also include hardware-based SIP phones (or hardphones) manufactured by Cisco, Leadtek, Pingtel, and Snom (see Figure 34.5).

At the time of writing, the NTP VoIP test bed has been deployed in four sites: National Taiwan University (NTU), National Tsing Hua University (NTHU), National Chiao Tung University (NCTU), and ITRI. NTU is in Taipei City while the other three organizations are in Hsinchu City. Figure 34.1 illustrates the NCTU and NTU sites of the NTP VoIP test bed. A call server and a PSTN gateway are deployed in each site, accompanying several SIP hardphones and softphones.

Depending on the locations of the calling party and the called party, and whether they are SIP phones or PBX/PSTN phones, there are four call setup scenarios in the NTP VoIP test bed.

Scenario 1: If a SIP phone UA1 in NCTU attempts to call another SIP phone UA2 on the same campus, the call setup signaling messages are delivered between UA1 and UA2 indirectly through the NCTU call server. The voice connection is established directly between UA1 and UA2 without involving the NCTU call server.

Scenario 2: If a SIP phone UA1 in NCTU attempts to call another SIP phone UA2 in NTU, UA1 first signals to the NCTU call server. From the destination address, the NCTU call server determines that UA2 is located in the NTU campus, and forwards the call setup request to the NTU call server. The NTU call server retrieves the registry information of the called party and set up the call to UA2. Again, the voice connection is established directly between UA1 and UA2 without involving the NCTU call server.

Scenario 3: If a SIP phone UA1 in NCTU makes a call to a PBX phone P1 in NCTU or a traditional phone in the PSTN, the call setup procedure is similar to that of Scenario 1 with the following exceptions. The NCTU call server determines that the called party is not a SIP phone and routes the call to the NCTU PSTN gateway. The PSTN gateway then sets up the call to P1 directly (if P1 is a PBX phone) or to the PSTN central office for further processing.
**FIGURE 34.1** NTP VoIP Testbed.
Scenario 4: If a SIP phone UA1 in NCTU attempts to call a PBX phone P1 in NTU, then the NCTU call server will forward this request to the NTU call server. Similar to Scenario 3, the NTU call server will route this call to the NTU PSTN gateway for further processing.

In order to reach a SIP phone from the PSTN, this SIP phone must be assigned a telephone number. Following Taiwan’s numbering plan (based on E.164 recommendation [5]), the telephone number for a SIP phone in the NTP VoIP test bed is of the format 0944-nnn-xxx. The first four digits 0944 are
FIGURE 34.4 GUI of NTP VoIP Softphone: (a) SIP UA developed by NTP/ITRI; (b) Windows messenger 4.7 (including a SIP UA) on Windows XP.

In this section, we describe the SIP protocol and call flows. Then we elaborate on the call server developed in the NTP VoIP test bed.

34.2.1 SIP Signal Protocol

Session initiation protocol [21] is a signaling protocol for creating IP multimedia sessions (e.g., voice and video streaming). Following a text-based HTTP-like format, SIP conjuncts with protocols such
as session description protocol (SDP) [12] and real-time transport protocol (RTP) [22]. SDP describes multimedia information of a session, including media type, IP address, transport port, and codec. RTP transports real-time multimedia data such as voice and video data. SIP supports the following features:

- **User location** determines the end terminal location for communication.
- **User availability** determines the willingness of the called party to engage in communications.
- **User capability** determines the media and media parameters to be used.
- **Session setup** establishes session parameters at both called and calling parties.
- **Session management** transfers and terminates sessions, modifies session parameters, and invokes services.

To handle setup, modification, and tear down of a multimedia session, SIP messages are exchanged between the call parties, including the SIP **requests** from the calling party to the called party, and SIP **responses** from the called party to the calling party. IETF RFC 3261 [21] defines six types of requests that are utilized in the NTP VoIP test bed:

1. **REGISTER** is sent from a SIP UA to the call server for registering contact information.
2. **INVITE** is sent from a calling UA to a called UA to initiate a session, for example, audio, video, or a game.
3. **ACK** is sent from the calling UA to the called UA to confirm that the final response has been received.
4. **CANCEL** is sent from the calling UA to the called UA to terminate a pending request.
5. **BYE** is issued by either the calling or the called UAs to terminate sessions.
6. **OPTIONS** is sent from a SIP UA to query the capabilities of another UA.

All SIP requests are acknowledged by SIP responses. A SIP response consists of a numeric status code and the associated textual phrase. Examples of the codes are 100 (Trying), 180 (Ringing), 200 (OK), 302 (Moved Temporarily), and 487 (Request Terminated).
Every SIP entity is identified by a unique identification called SIP uniform resource identifier (URI). The SIP URI is of the format sip:username@hostname:port. In this format, the prefix sip: indicates that the whole string is a SIP URI. The hostname is the name of the host for the SIP phone and username is a local identifier representing the SIP phone on the host. The port is the transport port to receive the SIP message on hostname, which has a typical value “5060”. A SIP URI example is sip:george@work.com:5060.

34.2.2 Basic SIP Call Flow

As its name implies, the primary function of SIP is session initiation (call setup). The basic SIP call setup between two UAs, that is, UA1 (the calling party) and UA2 (the called party), is illustrated in Figure 34.6. The procedure is described as follows:

**Step A.1.** UA1 sends the INVITE request to UA2. The INVITE message includes the SIP URI of UA2 and SDP message that describes the RTP information of UA1 (including the IP address and port number). This RTP information will be utilized by UA2 to send VoIP packets to UA1.

**Step A.2.** Upon receipt of the INVITE request, UA2 replies the 100 Trying response. This message is a provisional response to inform UA1 that the INVITE request is in progress at UA2.

**Step A.3.** UA2 plays an audio ringing tone to alarm the called user that an incoming call arrives. UA2 sends the 180 RINGING response to UA1. This message is a provisional response that asks UA1 to play an audio ringback tone to the calling user.

**Step A.4.** Once the called user picks up the handset, UA2 sends a 200 OK response to UA1, which is a final response. The 200 OK response includes the SDP message that describes the RTP information of UA2 (i.e., IP address and the transport port).

**Step A.5.** Upon receipt of the 200 OK response, UA1 sends the ACK request to UA2 as an acknowledgment. At this point, the session is established and the conversation begins; that is, UA2 starts sending the RTP packets to UA1 based on the SDP parameters obtained at Step A.1. Similarly, UA1 sends the RTP packets to UA2 according to the SDP parameters obtained in Step A.4.

**Step A.6.** Either one of the call parties can terminate the call. Assume that UA2 terminates this session by sending the BYE request to UA1.

**Step A.7.** Upon receipt of the BYE request, UA1 replies the 200 OK response to confirm that the call has been terminated.
An example of the INVITE request sent in Step A.1 is shown below:

```
INVITE sip:mary@pc3.home.net SIP/2.0
Via: SIP/2.0/UDP station5.work.com
From: George <sip:george@station5.work.com>
To: Mary <sip:mary@pc3.home.net>
Call-ID: 123456@station5.work.com
CSeq: 1 INVITE
Content-Length: 421
Content-Type: application/sdp

v=0
c=IN IP4 140.113.131.23
m=audio 9000 RTP/AVP 0
a=rtpmap:0 PCMU/8000
```

In this example, the From, To, and Call-ID header fields in a SIP message uniquely identify the session. These header fields are never modified during the session, except that some tags may be added to the To/From header fields. The From header field indicates that this call is initiated from sip:george@station5.work.com. SIP allows a display name to be used with the SIP URI. When the called party is alerted, his or her SIP terminal will display the name George instead of the SIP URI sip:george@station5.work.com.

The Content-Type header field indicates that the message body contained in this SIP request is described by SDP. The SDP message provides necessary information to establish a media session.

### 34.2.3 NTP VoIP Call Server

In addition to user agent (UA), SIP defines three types of servers: proxy server, redirect server, and registrar.

A SIP proxy server accepts the SIP requests from a UA, and forwards them to other servers or UAs, perhaps after performing some translations. For example, to resolve the SIP URI in the INVITE request, the proxy server consults the location service database to obtain the current IP address and transport port of the called UA. After location information retrieval, the proxy server forwards the INVITE message to the called UA.

A redirect server accepts a request from a calling UA, and returns a new contact address to the calling UA. Similar to the proxy server, the redirect server may query the location service database to obtain the called party’s contact information. Unlike the proxy server, the redirect server does not forward the INVITE message. Instead, it returns the contact information to the calling UA.

The basic call setup procedure described in Section 34.2.2 assumes that the calling party knows the physical location of the called party. In the real world, a SIP user may change the location, and it may not be possible for the calling party to know the exact location of the called party. To solve this problem, SIP provides a registration network entity called registrar to locate the moving users. A SIP registrar only accepts the REGISTER messages. A UA can periodically register its SIP URI and contact information (specifically, the IP address and the transport port) to the registrar. The registrar stores the contact information in the location service database. Therefore, when a UA moves around different networks, the registrar always maintains the actual contact information of the UA. SIP REGISTER request is similar to the registration request (RRQ) message sent from a terminal to a gatekeeper in H.323 [13]. In most implementations, the location service database, the SIP registrar and the proxy server are integrated together. In NTP VoIP test bed, these server functions are implemented in a call server.

Figure 34.7 shows the message flow for SIP registration in the NTP VoIP test bed. When a UA logs in at host station5.work.com, a REGISTER request is sent to the call server (the registrar function). In this message, the Via header field contains the network nodes visited by the request so far. The From header field indicates the address of the individual who initiates the registration request. The To header...
field indicates the “target user” being registered. The Contact header field contains the contact address of the user at which the user can be reached. The call server (the proxy function) retrieves the contact address from the location server database by using the To header field as the searching key. Generally, the From and To fields are identical when a UA registers for itself. In some exceptions, these two fields may have different values. For example, a secretary Mary may use her SIP UA to register the location of the UA for her boss George. In this case, the From header field is the SIP URI of Mary’s UA, while the To header field is the SIP URI of George’s UA. Mary may set the Contact header field to the SIP phone on her desk, so that she can answer the calls when people call George. She may also set the Contact address to a voice mail server. In this case, all SIP calls to George are immediately forwarded to the voice mail system.

If a UA has registered to the call server, then other UAs do not need to know the exact location of the UA when they attempt to make calls to this UA. All they need to do is sending the INVITE request to the call server (the proxy function). The call server will look up the location service database to find out the exact contact address of the called party. By introducing the registration mechanism, SIP supports personal mobility where a UA only needs to maintain one externally visible identifier, regardless of its network location. The call flow involving the call server is illustrated in Figure 34.8 with the following steps:

Step B.1. UA1 attempts to make a call to UA2. UA1 first sends the INVITE request to the NTP VoIP call server (the proxy function). The call server may query the location service database to obtain the contact information of UA2. Then it forwards the INVITE message to UA2.

Step B.2. If the incoming call is accepted, UA2 replies the 200 OK message to UA1 through the call server (for simplicity, the provisional responses illustrated in Figure 34.6 are not shown here).
Step B.3. Upon receipt of the 200 OK response, UA1 sends the ACK message directly to UA2 without involving the call server. The conversation starts.

In the registration example illustrated in Figure 34.7, the 200 OK response contains more than one Contact header fields. This SIP feature implies that a user is allowed to register for more than one UAs. If multiple contacts are given in registration, then during call setup, the NTP VoIP call server will send the INVITE message to a number of locations at the same time. This operation is known as forking.

The forking mechanism provides an interesting feature in NTP VoIP test bed. Suppose that George has two SIP phones sharing a public address sip:george@phone.com, one at home and one at his office. Suppose that the two SIP phones UA1 and UA2 of George share the above public address with the contact addresses sip:george@home.com and sip:george@work.com, respectively. When someone dials George's phone number (his public address), both phones ring. When George picks up the nearest phone, the other phone stops ringing. Figure 34.9 illustrates how this feature is enabled in the NTP VoIP test bed:

Step C.1 When UA1 is turned on, it sends the REGISTER request to the NTP VoIP call server (the registrar function).
Step C.2 The call server binds the contact address of UA1 sip:george@home.com with George's public address sip:george@phone.com.
Step C.3 UA2 is turned on and sends the REGISTER request to the call server.
Step C.4 Similarly, the contact address of UA2 sip:george@work.com is bound with George's public address sip:george@phone.com.

At this point, both contact addresses sip:george@home.com and sip:george@work.com are associated with George's public address in the call server. When Mary makes a VoIP call to George, the following steps are executed (see Figure 34.10).

Step D.1 Mary's IP phone UA3 sends the INVITE request to the NTP VoIP call server (the proxy function). This message specifies George's public address sip:george@phone.com. The call server queries the location service database to retrieve the contact addresses of George; that is, sip:george@home.com and sip:george@work.com.

Step D.2 The call server forwards the INVITE request to UA1 and UA2 simultaneously. Both phones ring at the same time.

Step D.3 Suppose that George answers UA1. Then this SIP phone will send the 200 OK message to the call server. The call server forwards this response to UA3.

Step D.4 The call server sends the CANCEL request to UA2. UA2 stops ringing and sends the 200 OK response to the call server.

Step D.5 UA3 replies ACK to UA1 directly, and the RTP session is established between UA3 and UA1.

Forking is useful in combining various services. For example, this feature has been exploited to build a voice mail service in the NTP VoIP test bed.

### 34.3 Wireless VoIP Service

Several approaches have been proposed to integrate VoIP services with wireless technologies [19,20]. This section describes wireless VoIP services that can be implemented in NTP VoIP test bed. We consider two types of wireless networks that have been interworked with NTP VoIP test bed: GPRS network [16] and WLAN-based GPRS support Node (WGSN) network [11].

#### 34.3.1 VoIP Mobile Switching Center Approach

Figure 34.11 shows an integrated system for VoIP services over GSM/GPRS. In this figure, the GPRS network consists of serving GPRS support node (SGSN) and gateway GPRS support node (GGSN) [2]. The GGSN provides interworking with external data networks (e.g., the NTP VoIP test bed), and is connected
with SGSNs via an IP-based GPRS backbone network. The SGSN connects the GPRS core network to the GSM radio network. Both GGSN and SGSN communicate with mobility databases including the home location register (HLR) and the visitor location register (VLR), to track the locations of mobile subscribers.

The GPRS reuses the existing GSM infrastructure to provide end-to-end packet-switched services. In the GSM radio network, a mobile station (MS) communicates with a base station subsystem (BSS). A BSS consists of several base transceiver stations (BTSs) and a base station controller (BSC). A BTS contains transmitters, receivers, and signaling equipments specific to the radio interface, which provides the MSs radio access to the GSM/GPRS network. The BSC supports radio channel allocation/release and the handoff management. In the circuit-switched service domain, the mobile switching center (MSC) connects to the BSS through one or more E1/T1 lines, which performs the switching functions for mobile applications. In the packet-switched service domain, a packet control unit (PCU) is implemented in the BSC to connect to an SGSN. The BSC forwards circuit-switched calls to the MSC, and packet-switched data (through the PCU) to the SGSN.

By introducing a new core network node called VoIP MSC (VMSC), we propose real-time VoIP services over GPRS without modifying the existing GSM/GPRS network nodes. A VMSC is a router-based softswitch, which communicates with BSCs, VLR, HLR, and MSCs (either GSM MSCs or VMSCs) just like a standard MSC. The VMSC also interfaces with the PSTN via the SS7 ISDN User Part (ISUP) protocol [16]. Unlike MSC, a VMSC communicates with an SGSN through the GPRS Gb interface (based on frame relay). In other words, while an MSC delivers voice traffic through circuit-switched trunks, a VMSC delivers VoIP packets through the IP-based GPRS core network. In Figure 34.11, the data path of a GPRS MS is (1) ↔ (2) ↔ (3) ↔ (4). The voice path in the VMSC approach is (1) ↔ (2) ↔ (6) ↔ (5) ↔ (4). In this voice path, (1) ↔ (2) ↔ (6) is circuit-switched as in GSM, and (5) ↔ (4) is packet-switched in GPRS. By using the circuit-switched based GSM air interface, the VMSC approach provides better QoS for real-time communications. Both standard GSM MSs and GPRS MSs can setup calls in the VMSC-based network as if they are in the standard GSM/GPRS network. The VMSC is anticipated to be cheaper than an MSC in terms of the implementation costs.

At a VMSC, the voice information is translated into GPRS (i.e., SIP) packets through vocoder and PCU. Then the packets are delivered to the GPRS network through the SGSN (see path (5) ↔ (4)). An IP address is associated with every MS attached to the VMSC. In GPRS, the IP address can be either statically or dynamically created for a GPRS MS. Creation of the IP address is performed by the VMSC through the standard GPRS packet data protocol (PDP) context activation procedures [9]. The VMSC maintains an MS table. The table stores the MS mobility management (MM) and PDP contexts such as temporary mobile subscriber identity (TMSI), international mobile subscriber identity (IMSI), and the QoS profile requested. These contexts are the same as those stored in a GPRS MS [9]. In the VMSC approach, SIP is used to support voice applications, where the VMSC serves as the SIP UA for any MS engaged in a VoIP session.
In Figure 34.11 the call server in NTP VoIP test bed performs standard functions for SIP proxy server and registrar (such as request forwarding and user location recording). In a connection between a SIP UA and a GSM MS, the TCP(UDP)/IP protocols are exercised in links (9), (10), and (11). The GPRS tunneling protocol [10] is exercised in link (4), and the GPRS Gb protocol [8] is exercised in links (3) and (5). Standard GSM protocols are exercised in links (1), (2), (6), (7), and (8). The SIP protocol is implemented on top of TCP(UDP)/IP, and is exercised between the VMSC and the nodes in the NTP VoIP test bed. The SIP packets are encapsulated and delivered in the GPRS network through the GPRS tunneling protocol.

In GSM/GPRS, a registration procedure is performed when an MS is turned on or when the MS moves to a new location (referred to as a routing area in GPRS [16,18]). In Figure 34.11, the GSM registration messages are delivered through the path \((1) \leftrightarrow (2) \leftrightarrow (6) \leftrightarrow (7) \leftrightarrow (8)\). Then the PDP context for this MS is activated, and the SIP messages (i.e., REGISTER and 200 OK) are delivered through the path \((1) \leftrightarrow (2) \leftrightarrow (6) \leftrightarrow (5) \leftrightarrow (4) \leftrightarrow (9)\). Details of the SIP registration is described in Figure 34.7 of Section 34.2.3. When outgoing/incoming calls arrive at the MS, the call origination/termination procedures are performed. The signaling path for GSM call setup and SIP INVITE is similar to that for the registration procedure. After the call is established, the voice path is \((1) \leftrightarrow (2) \leftrightarrow (6) \leftrightarrow (5) \leftrightarrow (4) \leftrightarrow (10)\) in Figure 34.11. Details of SIP call setup procedure is given in Figure 34.8 of Section 34.2.3.

### 34.3.2 WLAN-based GPRS Support Node

This subsection describes the architecture and features of the WLAN-based GPRS support node (WGSN) jointly developed by NCTU and Computer and Communications Laboratories (CCL) of ITRI [11]. WGSN provides the functions of SIP application level gateway (ALG) and authentication/authorization/accounting (AAA) in the NTP VoIP test bed.

Figure 34.12 illustrates the interconnection between the NTP VoIP test bed and the WGSN. The WLAN radio network includes 802.11-based Access Points (APs) that provide radio access for the MSs. The WGSN acts as a gateway between the NTP VoIP test bed and the WLAN APs, which obtains the IP address for a MS from a Dynamic Host Configuration Protocol (DHCP) server. WGSN routes the packets between the MS and the external data networks (i.e., the NTP VoIP test bed). The WGSN node communicates with the HLR to support GPRS mobility management following 3GPP Technical Specification 23.060 [2]. Therefore, the WLAN authentication and network access procedures are exactly the same as that for GPRS described in Section 34.3.1.

Based on the seven interworking aspects listed in 3GPP Technical Specification 22.934 [3], we describe the following features implemented in WGSN [11].

**Service aspects:** WGSN provides general Internet access and VoIP services based on SIP. A network address translator (NAT) is built in the WGSN node for IP address translation of IP and UDP/TCP headers. However, the NAT does not translate the IP address in SIP/SDP messages, and the VoIP voice packets delivered by the RTP connection cannot pass through the WGSN node. This problem is solved by implementing a SIP ALG in the WGSN node, which interprets SIP messages and modifies the IP address contained in these SIP messages.

**Access control aspects:** WGSN utilizes the standard GPRS access control for users to access WLAN services. Our mechanism reuses the existing subscriber identity module (SIM) card and the subscriber data records in the HLR. Therefore, the WGSN customers do not need a separate WLAN access procedure, and the maintenance for customer information is simplified. User profiles for both GPRS and WLAN are combined in the same database (i.e., the HLR).

**Security aspects:** WGSN utilizes the existing GPRS authentication mechanism [17]. That is, the WLAN authentication is performed through the interaction between an MS (using SIM card) and the authentication center (residing in the HLR in Figure 34.12). Therefore, WGSN is as secured as existing GPRS networks. We do not attempt to address the WLAN encryption issue [16]. It is
well-known that WLAN based on IEEE 802.11b is not secured. For a determined attack, *wired equivalent privacy* (WEP) is not safe, which only makes a WLAN network more difficult for an attacker to intrude. The IEEE 802.11 Task Group I is investigating the current 802.11 MAC security. For authentication, 802.1x and its *extensible authentication protocol* (EAP) is the recommended approach. WGSN will follow the resulting solution.

**Roaming aspects:** WGSN provides roaming between GPRS and WLAN. We utilize the standard GPRS mobility management mechanism without introducing any new roaming procedures.

**Terminal aspects:** A WGSN MS is installed with a *universal IC card* (UICC) reader (a smart card reader implemented as a standard device on the Microsoft Windows platform). The UICC reader interacts with the SIM card to obtain authentication information for WGSN attach procedure. The SIP UA is implemented at the application layer of a WGSN MS.

**Naming and addressing aspects:** The WGSN user identification follows the *network access identification* (NAI) format [4] specified in the 3GPP recommendation [3]. Specifically, the IMSI is used as WGSN user identification.

**Charging and billing aspects:** The WGSN acts as a router, which can monitor and control all traffics for the MSs. The WGSN node provides both offline and online charging (for prepaid services) based on the *call detail records* (CDRs) delivered to the billing gateway.

In addition to the seven aspects listed above, WGSN also provides automatic WLAN network configuration recovery. A WGSN MS can be a notebook, which is used at home or office with different network configurations. The network configuration information includes IP address, subnet mask, default gateway, WLAN *service set identifier* (SSID), and so forth. When the MS enters the WGSN service area, its network configuration is automatically reset to the WGSN WLAN configuration if the MS is successfully authenticated. The original network configuration is automatically recovered when the MS detaches from the WGSN. This WGSN functionality is especially useful for those users who are unfamiliar with network
configuration setup. The SIP registration and call setup procedures for WGSN are given in Section 34.2.3. Details of WGSN implementation can be found in Reference 11.

34.4 Conclusions

Under the NTP, we have deployed a SIP-based wireless VoIP test bed. Users participated in this test bed can freely download the SIP-based softphone client (UA) and install it on their personal computers with Windows 2000/XP operating systems. The UA provides digit–number dialing, SIP URI dialing, and E.164 dialing. It also supports functions such as call hold/retrieval and call transfer. At the time of writing, the PDA version of UA program has not been released due to intellectual property issue.

As described in Section 34.3, NTP VoIP test bed has been integrated with GPRS and WLAN to support wireless VoIP services. In the current stage, we are integrating UMTS IP multimedia subsystem [17] with the NTP VoIP test bed, and will develop a wireless VoIP service network based on open service access (OSA) specification [1]. Three extra sites are being included in the NTP VoIP test bed. They are located in National Cheng Kung University (NCKU) in Tainan, Providence University (PU) in Taichung, and Dong Hwa University (HDHU) in Hualien. The connectivity of the seven NTP VoIP sites is illustrated in Figure 34.13.
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Cross-Layer Algorithms for Video Transmission over Wireless Networks

35.1 Introduction

The third generation (3G) mobile networks and the rapidly deployed wireless local area networks (WLANs), such as IEEE 802.11 WLAN, have motivated various novel applications for the next generation mobile wireless networks. Multimedia applications, such as video streaming and video telephony, are regarded as “killer applications” in the emerging wireless networks. Video applications usually involve a large volume of data transmitted in a time sensitive fashion. However, the underlying wireless networks only provide time-varying and limited bandwidth, high data error rate, packet delay, and jitter. Extensive research has been done on either video data coding algorithms or wireless network protocols. But the traditional layered network model limits the video transmission over wireless networks because it tries to separate information and functions between different layers. To enable more efficient real-time video transmission over dynamic wireless environments, the video applications and underlying wireless networks should cooperate in order to share information and optimize the transmission process dynamically. This chapter reviews the state-of-the-art research efforts on video coding, error control, and rate control.
algorithms. A new cross-layer algorithm is presented, which coordinates the algorithms at different layers in order to get better performance than using them separately. The cross-layer rate control algorithm matches the application’s future bandwidth requirement to the available bandwidth in the network so that an optimal data transmission rate can be selected. In the cross-layer error control algorithm, lower layers are responsible for error detection and fast retransmission, and application layer conducts an adaptive error correction algorithm with the help of lower layers.

The chapter is organized as follows. Section 35.2 is a review of current research results. Sections 35.3 and 35.4 introduce the cross-layer error control and rate control algorithms, respectively. The theoretical analysis, simulation results, and implementation considerations are presented in detail. Section 35.5 summarizes the chapter and points out some important open problems for future investigation.

35.2 Video Transmission over Mobile Wireless Networks

In this section, we will review current research results on video transmission over wireless networks, including application-based, network-based, and cross-layer approaches.

35.2.1 Application-Based Approaches

At application layer, there are two families of standards to compress the raw video data. The International Telecommunications Union-Telecommunications (ITU-T) H.261 is the first video compression standard gaining widespread acceptance. It was designed for videoconferencing. After that, ITU-T H.263 and its enhanced version H263+ were standardized in 1997 [1], which offered a solution for very low bit-rate (<64 Kb/sec) teleconferencing applications. The Moving Pictures Expert Group (MPEG) series are standardized by International Standard Organization (ISO). MPEG-1 achieves VHS quality digital video and audio at about 1.5 Mb/sec. MPEG-2 is developed for digital television at higher bit rate. In contrast, the recently adopted MEPG-4 standard [2] is more robust and efficient in error-prone environments at variable bit rates, which is achieved by inserting resynchronization markers into the bitstream, partitioning macro blocks within each video packet syntactically, using header extension code to optionally repeat important header information, and using reversible variable-length coding such that data can be decoded in both forward and reverse directions. A completely new algorithm, originally referred to as H.26L, is currently being finalized by both ITU and ISO, known as H.264 or MPEG-4 part 10 Advanced Video Coding (AVC).

Most video applications are characterized as being time sensitive: it will be annoying if the video data does not arrive to the receiver in time. In order to transmit video over error-prone wireless environments, various error-resilient video coding algorithms have been proposed [3]. The scalable coding is one of the most important approaches. The scalable or layered video involves a base layer and at least one enhancement layer. The base layer itself is enough to provide usable result, but the enhancement data can further improve the quality. Scalability can be achieved in many forms, including signal-to-noise-ratio (SNR), temporal, and spatial scalability. A new scalable coding mechanism, called fine granularity scalability (FGS), was recently proposed to MEPG-4 [4]. An FGS encoder uses bitplane coding to represent the enhancement bitstream. Bitplane coding enables continuous sending rate by truncating the enhancement layer bitstream anywhere. This advantage of FGS makes it more flexible than other scalable coding algorithms. An important property of scalable coding is that the base layer has the highest priority and must be transported correctly. In contrast, another coding approach, named multiple description coding (MDC) [5], encodes the signal into multiple bitstreams, or descriptions, of roughly equal importance. So any single description can provide acceptable result, while other descriptions complement to each other to produce better quality. Multiple descriptions can be transmitted simultaneously through diverse paths in order to increase the probability of receiving at least one description. MDC achieves these advantages at the expense of coding efficiency.

Rate control and error control are regarded as application-layer quality of service (QoS) techniques, which maximize the received video quality in the presence of underlying error-prone networks [3].
Rate control determines the data sending rate based on the estimated available bandwidth. A lot of so-called transmission control protocol "TCP-friendly" rate control approaches have been proposed for best-effort Internet in order to avoid network congestion [6]. Error control is employed to reduce the effect of transmission error on applications. Two basic approaches are forward error correction (FEC) and automatic repeat request (ARQ). FEC adds parity data to the transmitted packets and this redundant information is used by the receiver to detect and correct errors. FEC maintains constant throughput and has bounded time delay. ARQ is based on packet retransmissions when errors are detected by the receiver. ARQ is simple but the delay is variable. Many alternatives to FEC and ARQ have been introduced in Reference 7. One of the most well-known error coding techniques is Reed–Solomon coding [8] which can deal with burst errors. The field of R–S coding is of the form \( \text{GF}(2^M) \), where \( M \) is any positive integer. Each bit block of \( 2^M \) bits is called a symbol. If the original packet length is \( K \) symbols, then after adding redundant parity data, the codeword will be of length \( N > K \). The original packet can be completely recovered when there are no more than \( (N - K)/2 \) error symbols during transmission. In order to protect source data with different importance, joint source/channel coding has been proposed [9]. For example, different frames in MPEG-4 coding or different layers in scalable source coding can combine with unequal length of parity data. Error concealment [10] is a technique employed by receivers to minimize the effect of packet errors on the quality of video.

### 35.2.2 Network-Based Approaches

In addition to the research on video applications, a large body of research has been conducted on improving underlying networks for the benefits of upper applications. We will review network-based approaches from right below application layer down to physical layer, according to the open system interconnect (OSI) reference model.

Between application layer and transport layer, there are several standardized protocols designed for supporting real-time applications, such as real-time transport protocol (RTP), real-time control protocol (RTCP), real-time streaming protocol (RTSP), and session initiation protocol (SIP) [3]. RTP provides extra information to application layer in the form of sequence numbers, time-stamping, payload type, and delivery monitoring. But RTP itself does not ensure timely delivery or other QoS guarantees. RTCP is a control protocol for monitoring RTP packet delivery. RTSP and SIP are designed to initiate and direct delivery of real-time data.

At transport layer, TCP provides reliable transmission of data by flow control, congestion control, and retransmission. However, for most real-time communications, applications can tolerate data errors to some extent, but they have strict time constraint. So another simpler transport protocol, UDP, is widely used for real-time data transmission. UDP only uses cyclic redundancy check (CRC), or checksum, to verify the integrity of received packet. Since UDP does not perform any error correction, it may sacrifice the whole packet only for some minor data errors, which can yield unpredictable degradation and poor application quality. In order to solve this problem, a modified version, called UDP Lite, is introduced [11]. UDP Lite allows partial checksum on packet data by enabling application layer to specify how many bytes of the packet are sensitive and must be protected by checksum. If bit errors occur in the sensitive region, the receiver drops the packet; otherwise it is passed up to the application layer. This approach allows the application to receive partially corrupted packets, which may still generate acceptable video quality.

Most differences between wireless and wired networks exist below transport layers. Wireless networks involve different kinds of radio access networks, such as mobile cellular network and WLAN. Under the umbrella of IMT-2000, 3G mobile network standards provide high date rate up to 384 kbps for mobile users and 2 Mb/sec for users at pedestrian speed. One of the most promising 3G networks is Wideband Code Division Multiple Access (WCDMA), also known as Universal Mobile Telecommunications System (UMTS). UMTS is standardized by 3GPP [12]. A UMTS network consists of Universal Terrestrial Radio Access Network (UTRAN) and core networks (CN). An IP packet coming from an Internet host is first directed to a 3G gateway general packet radio service (GPRS) support node (3G-GGSN) through Gi interface, then tunneled from 3G-GGSN to UTRAN via 3G Serving GPRS Support Node (3G-SGSN).
by GPRS Tunneling Protocol for data transfer (GTP-U). We are most interested in data transmission over the wireless link, which is the air interface (Uu) between UTRAN and mobile stations (called UE in UMTS), because the data transmission rate at wireless link is usually the bottleneck of throughput. Radio Link Control (RLC) [13], located at the upper half of data link layer, segments packets into radio blocks and provides three data transfer modes to upper layers: Transparent Mode without any extra information; Unacknowledged Mode which can only detect erroneous data; Acknowledged Mode, which provides more reliable data delivery by limited number of retransmissions. Media Access Control (MAC) is responsible for mapping logical channels into transport channels provided by physical layer (PHY), as well as reporting of measurements to the Radio Resource Control (RRC). RRC manages and controls the use of resources and therefore has interactions with RLC, MAC, and PHY. In addition to wide area wireless networks, WLANs have been rapidly accepted in enterprise environments, mainly due to the standardization by IEEE 802.11 work group and the low cost of deploying a WLAN. The IEEE 802.11a [14] and the newly approved 802.11g can provide high data rate up to 54 Mb/sec. IEEE 802.11x standards only define the physical layer and MAC layer in order to seamlessly connect WLAN to existing wired LANs. For the channel access control, in contrast to the centralized control in cellular networks, IEEE 802.11 employs carrier sense multiple access with collision avoidance (CSMA/CA) in a highly distributed fashion. The mandatory function implemented in 802.11 stations is distributed coordination function (DCF), by which mobile stations contend for the radio channel and there is only one user at one time. But the DCF does not fit well to the time-sensitive applications. Instead, another optional point coordination function (PCF) should work better because there is a point coordinator (PC), which polls every user in the contention free period (CFP). The contention period (CP) controlled by DCF and the CFP controlled by PCF alternate to accommodate both functions. At the physical layer, IEEE 802.11x provides different transmission rates. For example, 802.11a provides eight data rates from 6 to 54 Mb/sec by changing channel coding parameters [14].

Research activities on video transmission over wireless networks can be found in References 15–31. Liu and Zarki [15] discussed rate control of video source coding for wireless networks. Wu et al. [16] proposed a general adaptive architecture for video transport over wireless networks. Vass et al. [17] proposed a novel joint source/channel coding for wireless links, based on the concept of application-level framing. Wang et al. [18] compared MDC with scalable coding in wireless networks when multiple paths are available. Majumdar et al. [19] investigated unicast and multicast video streaming over WLAN where the wireless network is modeled as a packet erasure model at network layer. Miu et al. [20] presented experimental results to show the advantage of transmitting H.264/MPEG-10 AVC encoded video over multiple access points in IEEE 802.11b WLAN. The above approaches are used at application layer and the underlying wireless network is considered as a high packet loss rate environment. Other research is focused on improving the performance of wireless networks. Fitzek and Reisslein [21] proposed a prefetching protocol for continuous media streaming between a base station and mobile stations in a cell. The protocol used transmission rate adaptation techniques to dynamically allocate transmission capacity for different streams. Singh et al. [22] evaluated the performance of using UDP Lite and transparent mode RLC in global system for mobile (GSM). Wang [23] developed a new MAC protocol for frequency division duplex (FDD) WCDMA in 3G cellular networks. A scheduling scheme, assisted by minimum power allocation and effective connection admission control, was used to fairly queue multimedia traffic with different QoS constraints. Zhang et al. [24] considered scalable video transmission over precoded orthogonal frequency division multiplexing (OFDM) system, enhanced by adaptive vector channel allocation. Zou et al. [25] proposed a MPEG-4 frame drop policy in order to save bandwidth of IEEE 802.11 WLAN in the DCF mode.

### 35.2.3 Cross-Layer Approaches

According to the above review, most current research activities are focusing on solving part of the problem: there have been a huge number of results based on applications and networks separately, but there is still not much research on the interaction between different layers in order to take full advantage of each
other. Girod et al. [26] introduced several advances in channel-adaptive video streaming, which involved several system components jointly. But their integration to wireless networks was not investigated. Zhang et al. [27] integrated their work at different layers into a cross-layer framework supporting multimedia delivery over wireless internet. However, they did not address the cooperation of techniques at different layers. Zheng and Boyce [28] introduced an improved UDP protocol. The protocol captures the frame error information from link layer and uses it for application layer packet error correction. Shan and Zakhor [29] proposed a cross-layer error control scheme in which the application layer implements FEC and requests link layer to retransmit lost packet when necessary. Ding et al. [30] proposed a cross-layer error control algorithm, which can dynamically adjust FEC at application layer according to the link layer retransmission information. Krishnamachari et al. [31] investigated cross-layer data protection for IEEE 802.11a WLAN in the PCF mode. The application layer scalable coding and FEC were adopted, along with MAC layer retransmission and adaptive packetization. The above results investigated cross-layer error control methods in order to deal with high error rate in wireless networks. How to use limited and variant bandwidth in wireless networks is another challenging issue that should be addressed. In the following sections, we will introduce the cross-layer error control and rate control algorithms for video transmission over mobile wireless networks.

35.3 Cross-Layer Error Control Algorithm

Due to channel fading, user mobility and interference from other users, wireless links are less reliable than wired connections. Data link layer and physical layer in wireless networks provide some error control mechanisms, such as error detection and packet retransmission. Yet the lower layers do not know to which extent their error control mechanisms should be used, which is actually better known by the upper layer applications. For example, when using retransmission for error correction in a video application, the lower layers only know whether the data is received correctly, based on which the data will be re-sent or not. Whether the delay is within the time constraint is judged by the application layer. Error control techniques can also be embedded into applications. However, application-layer retransmission is usually less efficient than link layer retransmission [27], and FEC at application layer cannot adapt to network conditions to reduce the redundant error control information. In this section, a novel cross-layer error control algorithm is described. We will go through the algorithm in details, followed by the performance analysis, simulation results and implementation considerations.

35.3.1 Error Control Algorithm

The algorithm with inter-layer signaling is illustrated in the protocol stack in Figure 35.1.

The details for the steps of the algorithm at a sender are as follows:

S1. The compressed real-time data is first processed by error control layer. Data is segmented into packets of \( K \) bytes. For each packet, \( R \) bytes of parity data are added by R-S coding in the field \( GF(2^8) \), and a small header (including sequence number \( n \) and parity data length \( R \)) of \( H \) bytes is also added. The data is then saved into a buffer of \( N \times (K + R + H) \) bytes row by row and is read column by column. This is for data interleaving. The packet size of the output data is of \( N \) bytes. Parameter \( R \) is adjusted by

\[
R = \max(R - R_{\text{step}}, R_{\min}),
\]

where \( R_{\min} \) and \( R_{\text{step}} \) are the minimal value and decreasing/increasing step of \( R \), respectively.

S2. At data link layer, packet \( n \) is fragmented into small radio frames with sequence numbers \( n_1, n_2, \ldots \), and \( n_m \). CRC is added in each radio frames for error detection.

S3. A radio frame \( n_k \) is sent and a timer is set.
S4. If a nonacknowledgment (NACK), including a type LOW and a frame sequence number \( n_k \), is received from the receiver, or the timer is timeout, 

S5. Then frame \( n_k \) is retransmitted. If the sender keeps getting NACKs for the same frame after \( \text{retx}_{\max} \) times of retransmissions, this frame will be discarded and its timer is cleared. 

S6. If a NACK, including a type HIGH and a packet sequence number \( n \), is received, it is forwarded to error control layer. 

S7. At error control layer, upon receiving a type HIGH NACK with a packet sequence number \( n \), \( R \) is updated by 

\[
R = \min(R_0 + 2^k R_{\text{step}}, R_{\max}),
\]

where \( R_0 \) and \( R_{\max} \) are the initial value and the maximal value of the length \( R \) of the parity data, respectively. \( k \) is increased by 1 if the packet sequence number in NACK immediately follows the packet sequence number in last NACK. Otherwise \( k \) is set to 0.

The details for the steps of the algorithm at a receiver are as follows:

R1. When a frame \( n_k \) is received, errors are detected by CRC at the link layer. If any error is detected or the received frame is out of sequence. 

R2. Then a NACK, including a type LOW and the frame sequence number \( n_k \), is sent back to the sender. If no error is detected, all frames belonging to packet \( n \) are assembled. If the packet \( n \) is completed, it is sent up to error control layer. 

R3. At error control layer, the received packets are interleaved in order to get the original application packets. R–S decoding algorithm is run to correct errors if there is any. On receiving a duplicated packet, the old packet is replaced with the new one. 

R4. The packet is buffered until it is retrieved by the application layer. The application layer uses its own error concealment techniques if an error cannot be recovered by the lower layers. 

R5. At error control layer, if a packet cannot be corrected, a NACK including the type HIGH and the sequence number \( n \) of the erroneous packet is sent down to data link layer. 

R6. At data link layer, upon receiving a NACK from error control layer, the NACK is sent to the sender. 

R7. If a packet \( n \) is still not available when it is requested by the upper applications, the error control layer sends a request to the data link layer for this packet. The data link layer will immediately send the packet \( n \) to upper layers and go to Step 3, even if the requested packet is not completed yet.
There are several remarks on the above algorithm.

1. For the adaptive error control algorithm, the larger the length $R$ of parity data, the more errors can be corrected. On the other hand, this redundancy reduces the bandwidth efficiency. An appropriate $R$ has to be chosen. In the proposed adaptive algorithm, $R$ is dynamically adjusted based on the network information. When there is no HIGH NACK received, sender periodically decreases $R$ from its initial value $R_0$ by a small step $R_{\text{step}}$. When there is a type HIGH NACK received, which indicates that a higher level error protection is requested, the sender sets $R$ back to $R_0$. If another HIGH NACK is received immediately following the last HIGH NACK, $R$ is exponentially increased by Equation (35.2). This is used to enhance the error protection capacity in response to the error burst in wireless channels. The initial value of the parity data length $R_0$ is calculated by

$$R_0 = aR_0 + 2(1 - a)b(K + R)C_{\text{error}} / C_{\text{total}}, \quad (35.3)$$

where $C_{\text{error}}$ and $C_{\text{total}}$ are the number of received HIGH NACKs and the total number of sent packets, respectively, and $C_{\text{error}} / C_{\text{total}}$ is the estimation of packet loss rate. $b$ deals with the variance of the estimation and $b > 1$. $a$ is used to smooth the estimation and $0 < a < 1$. This algorithm works when packet loss rates do not vary very fast.

2. Since each packet can be protected by parity data using different values of $R$, the proposed algorithm can provide multiple levels of error protection. In an application when data has different importance, the most important part can be assigned a larger $R_0$ by setting a larger $b$ in Equation (35.3), while less important part can be protected by a smaller $R_0$.

3. In Figure 35.1, for the sake of illustration and generality, an error control layer is shown between the application layer and the data link layer. It can be actually implemented in application layer, data link layer, or any appropriate layers in between. This virtual error control layer serves as a controller, which coordinates the error control techniques in different layers. Its operations include:

- When the upper layer FEC cannot recover a packet, it requests lower layers to send a type HIGH NACK to the sender in order to increase the parity data length.
- The existing lower layer protocols do not send a packet to the upper layers until every fragment of the packet has been correctly received. This may incur unnecessary packet delay, which is not deserved by real-time services. In the proposed error control algorithm, the virtual control layer can request the lower layer to send an incomplete packet when the upper application requires. The upper layer will try to recover the corrupted packet by its own FEC. In this way, the error control techniques in both the upper and the lower layer are fully utilized.
- Retransmissions in the link layer can be executed up to $\text{ret}_{\text{max}}$ times or until the packet is requested by upper layers. Since retransmission can be stopped by the upper applications, it does not incur any extra packet delay. However, it increases the probability of obtaining a correct packet before it is requested.

4. Figure 35.1 does not show the intermediate network layers between the application layer and the data link layer. If IP is used for the network layer, IP header is protected by CRC. Packets with corrupted IP header will be discarded. At the transport layer, UDP Lite should be employed in order to pass data payload up as far as there is no error in the header.

### 35.3.2 Algorithm Analysis

In order to analyze the above algorithm, we adopt the well-known two-state Gilbert Elliot model to represent the variation of wireless channel. The wireless channel can stay at two states: “good” state and “bad” state. The bit error rate (BER) at “good” state, defined as $e_g$, is far less than the BER at “bad” state,
defined as $q_i$. The state transition matrix is

$$
\begin{bmatrix}
\mu_{gg} & 1 - \mu_{gg} \\
1 - \mu_{bb} & \mu_{bb}
\end{bmatrix},
$$

(35.4)

where $\mu_{gg}$ and $\mu_{bb}$ are the transition probabilities of staying in “good” and “bad” states, respectively. The steady-state BER can be calculated by:

$$
\rho_b = \frac{1 - \mu_{gg}}{2 - \mu_{gg} - \mu_{bb}} \mu_{gg} + \frac{1 - \mu_{bb}}{2 - \mu_{gg} - \mu_{bb}} q_i.
$$

(35.5)

The radio frame error probability at data link layer is:

$$
P_L = 1 - (1 - \rho_b)^{M_0+H_0} \approx (M_0 + H_0) \rho_b,
$$

(35.6)

where $M_0$ and $H_0$ are the length of data payload and header of the radio frames, respectively. In order to reflect the effect of retransmission on the system, we define a transmission efficiency parameter as the ratio of transmission time without loss and the transmission time with loss-and-retransmission.

$$
\eta_L = \frac{(M_0 + H_0)}{\sum_{n=1}^{\text{retx}_{\text{max}}^{-1}} (nM_0 + (2n-1)H_0)P_{\text{m0}} + (\text{retx}_{\text{max}}M_0 + (2\text{retx}_{\text{max}} - 1)H_0)(1 - \sum_{k=1}^{\text{retx}_{\text{max}}^{-1}} \rho_{m0})},
$$

(35.7)

where $P_{m0} = P_L^{n-1}(1 - P_L)$ represents the probability of $n-1$ radio frames getting errors before a successful (re)transmission. We assume that the transmission rate is constant during retransmissions and the size of NACK packets is dominated by the header length.

At error control layer, due to interleaving, every lower layer frame loss corresponds to one byte error in the application packet. An application packet loss occurs when there is an error in the header of the packet, or there are more than $R/2$ corrupted bytes in the payload. The probability of a packet loss can then be calculated as:

$$
P_H = (1 - (1 - P_L)^H) \frac{H}{M + H} + \sum_{i=R/2+1}^{M} \binom{M}{i} \rho_L^i (1 - \rho_L)^{M-i} \frac{M}{M + H},
$$

(35.8)

where $M = K + R$ is the length of data payload. A discrete Markov Chain can be used to model the state of $R$. Specifically, we let state 0 represent initial value $R_0$ and state $i$ represent $R = R_0 + i \times R_{\text{step}}$, where $i \in \Gamma = [N_L, 2^{NH}]$. $N_L$ is the negative lowest bound and $2^{NH}$ is the upper bound. Letting $p_H(i)$ denote $p_H$ when $R = R_0 + i \times R_{\text{step}}$, the nonzero elements in the transition matrix \{$p_{i,j}$\}, $i,j \in \Gamma$ for the Markov Chain is:

\begin{align*}
p_{N_L+1, N_L} &= 1 - p_H(N_L), & p_{N_L, 0} &= p_H(N_L), \\
p_{i-1, i} &= 1 - p_H(i), & p_{i, 0} &= p_H(i), & \text{for } N_L < i < 0, \\
p_{0, -1} &= 1 - p_H(0), & p_{0, i} &= p_H(0), \\
p_{i-1, i} &= 1 - p_H(i), & p_{i, 2^h - 1} &= p_H(i) & \text{for } 2^{h-1} \leq i < 2^h, & h = 1, 2, K, N_H, \\
p_{2^{NH}, 2^{NH} - 1} &= 1 - p_H(2^{NH}), & p_{2^{NH}, 2^{NH}} &= p_H(2^{NH}).
\end{align*}

The state transition graph for $N_L = -3$ and $N_H = 3$ is depicted in Figure 35.2.
The stationary distribution $\pi$ can be found as

$$\pi(i) = x(i) \pi(0), \quad i \in \Gamma,$$

where

$$\pi(0) = \frac{1}{\sum_{i \in \Gamma} x(i)},$$

$$x(N_L) = \frac{1}{p_H(N_L)} \prod_{j=N_L+1}^{0} (1 - p_H(j)),$$

$$x(i) = \prod_{j=i+1}^{0} (1 - p_H(j)), \quad \text{for } N_L < i < 0,$$

$$x(0) = 1, \quad x(1) = \frac{p_H(0)}{(1 - p_H(1))}, \quad x(2) = \frac{p_H(0)p_H(1)}{(1 - p_H(1))(1 - p_H(2))},$$

$$x(2^h+1) = \frac{1}{\prod_{j=2^h+1}^{2^{h+1}} (1 - p_H(j))} \left( 1 - \sum_{k=2^{h-1}+1}^{2^h} p_H(k) \prod_{j=k+1}^{2^h} (1 - p_H(j)) \right) x(2^h) - p_H(2^h - 1)x(2^h - 1),$$

for $h = 1, K, (N_H - 1)$

and

$$x(i) = \prod_{j=i+1}^{2^h} (1 - p_H(j)) x(2^h), \quad \text{for } 2^{h-1} < i < 2^h, \quad h = 2, K, N_H.$$

Figure 35.3 illustrates the packet loss rate (a) and stationary distribution (b) when $N_L = -15, N_H = 5$, and $R_0 = 50$ bytes. The distribution of $R$ is dynamically changing according to the network conditions. For example, when BER is as high as 1%, the parity data length $R$ is more likely to have values larger than $R_0$. But when BER is equal to 0.5%, $R$ tends to be smaller than $R_0$. This demonstrates the efficiency of the proposed adaptation algorithm.

### 35.3.3 Simulation Results

The above error control algorithm is tested by simulations. The video source is a one-hour video trace of movie *Star War IV* [36], which is generated specifically for the research on video transmission over wired or wireless networks [37]. Figure 35.4 shows the data loss with and without cross-layer error control. The parameters for error model (35.4) are $\mu_{gg} = 0.995$, $\mu_{bb} = 0.96$, and $\epsilon_g = 10^{-6}$. $\epsilon_b$ is chosen so that the steady state BER is 0.02. The parity data length $R$ is fixed at 50 bytes. 1080 video frames are displayed.
Using the proposed error control algorithm, most data loss can be avoided. The average loss is 0.256 bytes/frame, in contrast to 6.30 bytes/frame when error control is not used.

In Figure 35.5, the error control scheme using adaptive $R$ is compared with the scheme using fixed $R$. The BER is varying from 0.02 to 0.1. The adaptive scheme makes a good trade-off between error protection and network traffic so that a nearly constant PSNR is obtained at different BERs.

As stated in Section 35.3.1 (ii), the proposed error control algorithm can provide multiple levels of error protection. For data of higher priority, a larger value is chosen for parameter $b$ in Equation (35.3). For MPEG-4 video streaming, I, P, and B frames can be protected by choosing $b$ as 3, 2, and 1, respectively. As shown in Figure 35.6, the mean parity data length for I frame is the largest, so it has the highest PSNR.

The adaptive error control algorithm is further applied to videos encoded by MPEG-4 at different quality levels, as shown in Table 35.1. The PSNRs after using error control algorithm significantly outperform those without error control.
35.3.4 Implementation Considerations

The cross-layer algorithms involve at least two layers. This fact may increase the difficulty of implementing them. We here discuss the implementation of the proposed cross-layer algorithm in two most popular wireless networks: 3G UMTS and IEEE 802.11 WLAN.

In UMTS, two implementations are recommended, which use RLC and high speed downlink packet access (HSDPA [32]) for link layer error control, respectively. The modified protocol architectures are shown in Figure 35.7. Only steps in control plane are shown. Other steps belong to data plane and can be treated as regular data transmission in UMTS. The major procedures of implementing cross-layer error control algorithm using RLC include the following:

- The upper layer FEC and interleaving can be integrated into the application layer where developers have more freedom.
- The RLC layer of UMTS can be modified to enable sending NACK frames so that it can handle data link layer ARQ for the cross-layer control algorithm. The related control steps for a sender and a receiver are steps S4, S6, R2, and R6 in Figure 35.1.
The RRC is located at layer 3 (network layer) of UTRAN and has the control interfaces to RLC, MAC, and PHY. RRC can also provide services to upper layers. Therefore, RRC can function as relaying cross-layer control signals. The related control steps are R5, R7, and S7.

The HSDPA is designed to enhance downlink data transmission capacity in UMTS. A new transport channel between MAC and PHY, named shared HSDPA data channel (HS-DSCH), is introduced. HS-DSCH is only used for high speed downlink data transmission from a base station to UE. It is controlled by a new entity in MAC, called MAC-hs, which employs hybrid ARQ (HARQ) to make retransmission decision. Since MAC-hs is closer to physical layer than RLC is, applying error control in MAC-hs is expected to be more efficient than that in RLC. The corresponding control plane protocol stack is shown in Figure 35.7(b).

In IEEE 802.11 WLANs, all the radio access work is conducted in MAC and PHY layers in order to make the underlying networks transparent to the upper applications. This makes it difficult to enable cross-layer information exchange. To minimize cross-layer signaling, the protocol architectures in Figure 35.8 are recommended. Following aspects are discussed: the type HIGH NACK can be an application packet so
FIGURE 35.6 Simulation results on multiple-level error protection: (a) PSNR; (b) mean of parity data length.

TABLE 35.1 Adaptive Error Control of MPEG-4 Videos of Different Qualities

<table>
<thead>
<tr>
<th>Quality</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
<th>64 Kbps</th>
<th>128 Kbps</th>
<th>256 Kbps</th>
</tr>
</thead>
<tbody>
<tr>
<td>PNSR (dB) without error control</td>
<td>27.0317</td>
<td>28.1804</td>
<td>30.1252</td>
<td>28.5134</td>
<td>29.7964</td>
<td>30.2827</td>
</tr>
<tr>
<td>PNSR (dB) with error control</td>
<td>27.8962</td>
<td>30.3623</td>
<td>32.9462</td>
<td>30.2560</td>
<td>31.8715</td>
<td>32.8701</td>
</tr>
</tbody>
</table>

that step R5 and S7 do not incur any inter-layer communications. HIGH NACK is used to notify the sender of an FEC failure. Yet it does not request any retransmissions at application layer. Since the ACK-based retransmission is mandatory in IEEE 802.11 MAC layer, the MAC layer can be modified by adding the type LOW NACK. This can be implemented by adding an extra field of frame sequence number in the ACK MAC frame. This may also be implemented as a new control MAC frame using one of the reserved subtype numbers between 0001 and 1001 in the field of “frame control” [14].
35.4 Cross-Layer Rate Control Algorithm

At data link layer, the link-adaptation techniques in wireless networks [33,34] can be employed to adjust transmission bandwidth. At application layer, the data rates of video applications can also be adjusted according to different QoS requirements (e.g., layered application). In this section, we introduce a cross-layer transmission rate control algorithm involving both the application layer and the radio access network. The future data rate requirement of the application is used to determine the network transmission rate.

35.4.1 Rate Control Algorithm

In the data link layer of wireless networks, transmitting rate is determined according to the size of the buffered data at the transmitting site. When the buffer size is too large, a higher transmission rate is needed. When the buffer size is too small, the transmission rate will be reduced. Compared to the cross-layer rate control algorithm, the scheme on monitoring buffer size is lack of reality since it only reflects the past bandwidth requirements. The comparison is illustrated in Figure 35.9. When the application data rate increases during the time interval \((t, t + T)\), the lower layer buffer is rapidly overflowed at point A.
The bandwidth adjustment is triggered so that, at point A, the transmitting rate is high enough for the application. However, the bandwidth needed for application continues to increase after point A, and another bandwidth adjustment might be needed at point B. Using cross-layer rate control, the bandwidth requirement for time \((t, t + T)\) can be obtained from application layer at point C, and the accurate transmitting bandwidth can be assigned in one step.

The cross-layer rate control algorithm is suitable for layered applications. To address this, we assume that a video application has \(n\) layers of data streams, and each extra layer enhances the quality of previous layers but requires more bandwidth. We also assume that the available transmitting bandwidth set in the network is \(\Phi\). The protocol architecture is shown in Figure 35.10. Note that the rate control layer is a virtual layer, which can actually be implemented at any appropriate layer for a particular wireless network. Control steps in Figure 35.10 are explained as follows:

B1. Request bandwidth requirement for the coming time interval from the application layer:

\[
BW_H(t, t + T) = [BW_{H1}, BW_{H2}, \ldots, BW_{Hn}].
\]

\(BW_{Hi}\) is the bandwidth requirement for the application with \(i\) layers.

B2. Request current network bandwidth from lower network layers: \(BW_L \in \Phi\).

B3. Call procedure BWSchedule\((BW_H, BW_L)\) with return values \((k, BW_{L_{\text{new}}})\).

B4. Inform application layer of the maximal layer, \(k\), that can be sent, as well as the current network bandwidth \(BW_{L_{\text{new}}}\).
According to the above cross-layer rate control algorithm, since it always chooses the minimal
integer. (The complexity of the algorithm is $O(\log(n \cdot m))$, which is computationally tractable even for large $n$ and $m$.)

One practical issue with this algorithm is that, when it requests a bandwidth $BW_{new}^L \in \Phi$ from lower layers, it may not guarantee to actually obtain this bandwidth at any time. For instance, other applications might have used up all the channels providing the requested transmission capacity, the interference from other users might degrade the quality of requested channel, it might take too much time to communicate with radio access networks to set up the requested radio link, and so on. To theoretically analyze this issue, we assume that there are some other elements, in the preordered set $\Phi$, that are between current bandwidth $BW_L$ and the requested bandwidth $BW_{new}^L$. At every intermediate bandwidth, it has probability $0 < p < 1$ to reach its neighbor bandwidth closer to $BW_{new}^L$ and probability $1 - p$ to remain the current
bandwidth. Under these assumptions, we have the following statement:

*The requested bandwidth $B_{\text{new}}^L$ can finally be granted with probability 1, but the cost is $1/p$ times of the case when every bandwidth request can be immediately granted.*

This statement can be theoretically proved by discrete markov chain and Wald’s equation. We omit the details due to space limit.

### 35.4.3 Simulation Results

The proposed cross-layer rate control algorithm is used to stream two-layer FGS MPEG video, as well as temporal scalable MPEG-4 video [36]. The required bandwidths for the two encoding methods are shown in Figure 35.12. For the clarity of presentation, only five-minute video results are displayed. Assuming that the available bandwidth from lower layers is in the set $\Phi = [150, 170, 190, 210, 230, 250]$ measured in Kb/sec, the actual transmission bandwidth and the percentage of transmitted data at enhancement layer
FIGURE 35.13 Simulation results for FGS encoded video: (a) actual transmissions bandwidth; (b) percentage of transmitted data.

for FGS and scalable encoding are depicted in Figure 35.13 and Figure 35.14, respectively. The link layer rate control can only adjust the transmission bandwidth well for FGS, while the cross-layer rate control works well for both cases. The data transmission percentages for cross-layer rate control and link layer rate control are given in Table 35.2.

35.4.4 Implementation Issues

Figure 35.15 shows the implementation of cross-layer rate control algorithm in UMTS and IEEE 802.11 WLANs. Since RRC has the control interfaces to RLC, MAC, and PHY, the proposed rate control algorithm can be implemented in RRC. Along with UTRAN, RRC can control the radio channel configuration in different lower layers in order to satisfy different bandwidth requirements [33]. Examples of the channel configuration for increasing bandwidths are as follows:

1. For time-bounded applications, if a common channel is initially used, it can be reconfigured at physical layer as a dedicated channel.
2. An appropriate transport format (TF) can be chosen from the defined transport format combination (TFC) for the dedicated channel.
3. The radio link can be further reconfigured at MAC layer.

The detailed radio channel configuration in RRC and UTRAN is out of the scope of this chapter.

![Graph](image1)

**FIGURE 35.14** Simulation results for scalable encoded video: (a) actual transmission bandwidth; (b) percentage of transmitted data.

**TABLE 35.2** Percentage of Transmitted Data at Enhancement Layer

<table>
<thead>
<tr>
<th></th>
<th>FGS MPEG(%)</th>
<th>Scalable MPEG-4(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-layer rate control</td>
<td>91.9</td>
<td>92.9</td>
</tr>
<tr>
<td>Link layer rate control</td>
<td>91.8</td>
<td>77.8</td>
</tr>
</tbody>
</table>
In IEEE 802.11 WLANs, the cross-layer rate control algorithm can be implemented at MAC layer. The cross-layer communications include getting future bandwidth requirement from the application layer (by Step B1) and sending rate control results to the application layer (by Step B4). The physical layer of IEEE 802.11x provides multiple bandwidth choices. Through link adaptation techniques [34], different transmission rates can be chosen according to the application requirements. A great deal of research is undergoing to further improve the QoS capacity in IEEE 802.11 MAC layer. As stated in Section 35.2, although the PCF mode is more suitable for video applications than DCF is, it does not work in the contention period. A new standard, IEEE 802.11e [35], is currently under development. In IEEE 802.11e, DCF is replaced by enhanced DCF (EDCF) and PCF is replaced by hybrid coordination function (HCF). The EDCF provides QoS support by assigning shorter inter-frame space to higher traffic categories, while the HCF enables poll-based data transmission even in contention period.

35.5 Summary and Open Problems

This chapter reviews the current research results on video transmission over mobile wireless networks and presents new cross-layer error control and rate control algorithms. Inter-layer communication is employed to improve the efficiency of error control and the accuracy of transmission rate assignment. The proposed algorithms are theoretically analyzed. Simulation results demonstrate that, for six videos encoded at different quality levels, the proposed error control algorithm improves the video quality from 0.86 to 2.8 dB, and the proposed rate control algorithm improves the percentage of transmitted enhancement layer data by 15.1 and 0.1% for scalable encoded MPEG video and FGS MPEG video, respectively.

Although many research results have been presented in the past several years to enable smooth video transmission over mobile wireless networks, there are still some open problems in need of future study.

- The cross-layer algorithms and protocols for wireless networks are still at their early stage. Some future research topics include cross-layer parameter optimization and integrating cross-layer algorithms to the wireless network specifications.
- The multimedia applications often include different kinds of data, such as image, audio, and video. It will be challenging to successfully deliver and synchronize the combination of such real-time data over wireless networks.
- This chapter considers video transmission over wireless networks. Some video applications, however, involve communications between servers in the wired network and clients in the wireless network. Cheung et al. [38] recently introduced an intermediate agent or proxy, located at the junction of backbone wired network and wireless link, to dynamically feedback the network condition.
in order to help sender make adaptive QoS control. More efforts are needed to investigate the rate control and error control algorithms in such hybrid wired and wireless networks.

- Peer-to-peer communication in mobile ad hoc networks introduces some new and challenging problems, such as how to take advantage of multiple paths between a sender and a receiver, how to control real-time data transmission among heterogeneous devices, and how to deal with the mobility of devices, and so on.
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Wireless Sensor Networks
36.1 Introduction to Wireless Sensor Networks

Efficient design and implementation of wireless sensor networks has become a hot area of research in recent years, due to the vast potential of sensor networks to enable applications that connect the physical world to the virtual world. By networking large numbers of tiny sensor nodes, it is possible to obtain data about physical phenomena that was difficult or impossible to obtain in more conventional ways. In the coming years, as advances in micro-fabrication technology allow the cost of manufacturing sensor nodes to continue to drop, increasing deployments of wireless sensor networks are expected, with the networks eventually growing to large numbers of nodes (e.g., thousands). Potential applications for such large-scale wireless sensor networks exist in a variety of fields, including medical monitoring [1,2,3], environmental monitoring [4,5], surveillance, home security, military operations, and industrial machine monitoring.

To understand the variety of applications that can be supported by wireless sensor networks, consider the following two examples.

Surveillance. Suppose multiple networked sensors (e.g., acoustic, seismic, and video) are distributed throughout an area such as a battlefield. A surveillance application can be designed on top of this sensor network to provide information to an end user about the environment. In such a sensor network, traffic...
patterns are many-to-one, where the traffic can range from raw sensor data to a high level description of what is occurring in the environment, if data processing is done locally. The application will have some quality of service (QoS) requirements from the sensor network, such as requiring a minimum percentage sensor coverage in an area where a phenomenon is expected to occur, or requiring a maximum probability of missed detection of an event. At the same time, the network is expected to provide this QoS for a long time (months or even years) using the limited resources of the network (e.g., sensor energy and channel bandwidth) while requiring little to no outside intervention. Meeting these goals requires careful design of both the sensor hardware and the network protocols.

Medical Monitoring. A different application domain that can make use of wireless sensor network technology can be found in the area of medical monitoring. This field ranges from monitoring patients in the hospital using wireless sensors to remove the constraints of tethering patients to big, bulky, wired monitoring devices, to monitoring them in mass casualty situations [6], to monitoring people in their everyday lives to provide early detection and intervention for various types of disease [7]. In these scenarios, the sensors vary from miniature, body-worn sensors to external sensors such as video cameras or positioning devices. This is a challenging environment in which dependable, flexible, applications must be designed using sensor data as input. Consider a personal health monitor application running on a Personnel Digital Assistant (PDA) that receives and analyzes data from a number of sensors (e.g., ECG, EMG, blood pressure, blood flow, and pulse oxymeter). The monitor reacts to potential health risks and records health information in a local database. Considering that most sensors used by the personal health monitor will be battery-operated and use wireless communication, it is clear that this application requires networking protocols that are efficient, reliable, scalable, and secure.

To understand better why traditional network protocols are not suitable for these types of sensor network applications, in the remainder of this section we will categorize the unique features of sensor networks and the performance metrics with which protocols for sensor networks should be evaluated.

36.1.1 Taxonomy of Sensor Networks

As research in sensor networks has grown, so too has the range of applications proposed to make use of this rich source of data. Such diversity of sensor network applications translates to differing requirements from the underlying sensor network. To address these varying needs, many different network models have been proposed, around which protocols for different layers of the network stack have been designed. While there are many ways to classify different sensor network architectures, the following list highlights some fundamental differences in sensor networks that affect protocol design:

- **Data sinks.** One of the most important aspects of a sensor network is the nature of the data sinks. In some situations, end users may be embedded within the sensor network (e.g., actuator that correct abnormalities in environmental conditions, access points that network with the outside world), or they may be less accessible mobile access points that collect data once in a while (e.g., data collectors in the DATA Mules project [8] and in a sensor reachback scenario [9]). This distinction may be important, as efficient distributed data storage techniques may be effective in the latter scenario.

- **Sensor mobility.** Another classification of sensor networks may be made based on the nature of the sensors being deployed. Typically, it can be assumed that sensors are immobile; however, some recent sensor networks projects such as the ZebraNet project [10] have used mobile sensor nodes. In addition, in military operations, additional sensors may be mounted on soldiers or Unattended Air Vehicles (UAVs) to interact with a deployed sensor network. The mobility of sensors can influence protocols at the networking layer as well as those for localization services.

- **Sensor resources.** Sensor nodes may vary greatly in the computing resources available. It is obvious that memory and processing constraints should influence protocol design at nearly every level.

- **Traffic patterns.** Another important aspect to consider is the traffic generated on the network. In many event-driven applications, sensors may operate in a sentry state for the majority of time,
only generating data traffic when an event of interest is detected. In other applications such as environmental monitoring, data should be continuously generated.

As can be seen by the above discussion, there are many features of the sensors, the network and the application that should influence protocol design. Accordingly, much research has gone into designing protocols for these different scenarios.

36.1.2 Unique Features of Sensor Networks

It should be noted that sensor networks do share some commonalities with general ad hoc networks. Thus, protocol design for sensor networks must account for the properties of ad hoc networks, including the following:

- Lifetime constraints imposed by the limited energy supplies of the nodes in the network.
- Unreliable communication due to the wireless medium.
- Need for self-configuration, requiring little or no human intervention.

However, several unique features exist in wireless sensor networks that do not exist in general ad hoc networks. These features present new challenges and require modification of designs for traditional ad hoc networks:

- While traditional ad hoc networks consist of network sizes on the order of 10s, sensor networks are expected to scale to sizes of 1000s.
- Sensor nodes are typically immobile, meaning that the mechanisms used in traditional ad hoc network protocols to deal with mobility may be unnecessary and overweight.
- Since nodes may be deployed in harsh environmental conditions, unexpected node failure may be common.
- Sensor nodes may be much smaller than nodes in traditional ad hoc networks (e.g., PDAs, laptop computers), with smaller batteries leading to shorter lifetimes, less computational power, and less memory.
- Additional services, such as location information, may be required in wireless sensor networks.
- While nodes in traditional ad hoc networks compete for resources such as bandwidth, nodes in a sensor network can be expected to behave more cooperatively, since they are trying to accomplish a similar universal goal, typically related to maintaining an application-level QoS, or fidelity.
- Communication is typically data-centric rather than address-centric, meaning that routed data may be aggregated/compressed/prioritized/dropped depending on the description of the data.
- Communication in sensor networks typically takes place in the form of very short packets, meaning that the relative overhead imposed at the different network layers becomes much more important.
- Sensor networks often have a many-to-one traffic pattern, which leads to a “hot spot” problem.

Incorporating these unique features of sensor networks into protocol design is important in order to efficiently utilize the limited resources of the network. At the same time, to keep the protocols as light-weight as possible, many designs focus on particular subsets of these criteria for different types of applications. This has led to quite a number of different protocols from the data-link layer up to the transport layer, each with the goal of allowing the network to operate autonomously for as long as possible while maintaining data channels and network processing to provide the application’s required QoS.

36.1.3 Performance Metrics

Because sensor networks posses these unique properties, some existing performance metrics for wireless network protocols are not suitable for evaluating sensor network protocols. For example, since sensor networks are much more cooperative in nature than traditional ad hoc networks, fairness becomes much less important. In addition, since data sinks are interested in a general description of the environment rather
than in receiving all raw data collected by individual nodes, throughput is less meaningful. Depending on
the application, delay may be either much more or much less important in sensor networks.

Much more important to sensor network operation is energy-efficiency, which dictates network life-
time, and the high level QoS, or fidelity, that is met over the course of the network lifetime. This QoS
is application-specific and can be measured in a number of different ways. For example, in a typical
surveillance application, it may be required that one sensor remains active within every subregion of
the network, so that any intruder may be detected with high probability. In this case, QoS may be defined
by the percentage of the environment that is actually covered by active sensors. In a typical tracking
application, this QoS may be the expected accuracy of the target location estimation provided by the
network.

36.1.4 Chapter Organization
The rest of this chapter will describe protocols and algorithms that are used to provide a variety of services
in wireless sensor networks. Sections 36.2 and 36.3 provide examples of MAC and network protocols,
respectively, for use in sensor networks. Section 36.4 presents some high-level protocols for energy-
efficient management of sensor networks at the transport layer. Section 36.5 presents time synchronization
and localization protocols that are often essential in sensor network applications. Section 36.6 presents a
discussion of open research issues in the design of sensor networks.

36.2 Medium Access Control Protocols
Medium access control (MAC) protocols that have been designed for typical ad hoc networks have primar-
ily focused on optimizing fairness and throughput efficiency, with less emphasis on energy conservation.
However, the energy constraint is typically considered paramount for wireless sensor networks, and so
many MAC protocols have recently been designed that tailor themselves specifically to the characteristics
of sensor networks. Protocols such as MACAW [11] and IEEE 802.11 [12] eliminate the energy waste caused
by colliding packets in wireless networks. Further, enhancements have been made to these protocols (e.g.,
PAMAS [13]) to avoid unnecessary reception of packets by nodes that are not the intended destination.
However, it has been shown that idle power consumption can be of the same order as the transmit and
receive power consumption, and if so, can greatly affect overall power consumption, especially in networks
with relatively low traffic rates. Thus, the focus of most MAC protocols for sensor networks is to reduce
this idle power consumption by setting the sensor radios into a sleep state as often as possible.

36.2.1 Sensor-MAC
Sensor-MAC (S-MAC) was one of the first MAC protocols to be designed for sensor networks [14]. The
basic idea behind SMAC is very simple — nodes create a sleep schedule for themselves that determines
at what times to activate their receivers (typically 1 to 10% of a frame) and when to set themselves into
a sleep mode. Neighboring nodes are not necessarily required to synchronize sleep schedules, although
this will help to reduce overhead (see Figure 36.1[b]). However, nodes must at least share their sleep
schedule information with their neighbors through the transmission of periodic SYNC packets. When
a source node wishes to send a packet to a destination node, it waits until the destination’s wakeup
period and sends the packet using CSMA with collision avoidance. S-MAC also incorporates a message
passing mechanism, in which long packets are broken into fragments, which are sent and acknowledged
successively following the initial request-to-send and clear-to-send (RTS–CTS) exchange. In addition to
avoiding lengthy retransmissions, fragmentation helps address the hidden node problem, as fragmented
data packets and ACKs can serve the purposes of the RTS and CTS packets for nodes that wakeup in the
middle of a transmission, having missed the original RTS–CTS exchange.
36.2.2 Time-Out-MAC

Several protocols have been developed based on S-MAC that offer solutions for various deficiencies and limitations of the original S-MAC protocol. Time-out-MAC (T-MAC) seeks to eliminate idle energy further by adaptively setting the length of the active portion of the frames [15]. Rather than allowing messages to be sent throughout a predetermined active period, as in S-MAC, messages are transmitted in bursts at the beginning of the frame. If no “activation events” have occurred after a certain length of time, the nodes set their radios into sleep mode until the next scheduled active frame. “Activation events” include the firing of the frame timer or any radio activity, including received or transmitted data, the sensing of radio communication, or the knowledge of neighboring sensors’ data exchanges, implied through overheard RTS and CTS packets. An example of how T-MAC works is shown for a transmission from node A to node E in Figure 36.1(c). Since nodes D and E cannot hear node A’s transmissions, they time-out after a delay of $T_A$. The end-to-end transmission from A to E is resumed during the next active period. The gains achieved by T-MAC are due to the fact that S-MAC may require its active period to be longer than necessary to accommodate traffic on the network with a given latency bound. While the duty cycle can always be tuned down, this will not account for bursts of data that can often occur in sensor networks (e.g., following the detection of an event by many surrounding neighboring sensors).

36.2.3 DMAC

As many wireless sensor networks consist of data gathering trees rooted at a single data sink, the direction of packets arriving at a node, if not the arrival times, are fairly stable and predictable. DMAC takes advantage of this by staggering the wakeup times for nodes based on their distance from the data sink [16]. By staggering the wakeup times in this way, DMAC reduces the large delays that can be observed in packets.
that are forwarded for more than a few hops when synchronizing schedules as in S-MAC and T-MAC. The
wakeup scheme consists of a receiving period and a send period, each of length \( \mu \) (set to accommodate
a single transmission), followed by a long sleep period. Nodes on the data gathering tree begin their
receiving period after an offset of \( d \times \mu \), where \( d \) represents the node's depth on the tree. In this way, a
node's receiving period lines up with its upstream neighbor's send period and a node simply sends during
downstream neighbors' receive periods, as shown in Figure 36.1(d). Contention within a sending period is
resolved through a simple random backoff scheme, after which a node sends its packet without a preceding
RTS–CTS exchange.

### 36.2.4 Traffic-Adaptive Medium Access

While the above mentioned protocols attempt to minimize power consumption by reducing the time that
the radio remains in the idle state, traffic-adaptive medium access (TRAMA) attempts to reduce wasted
energy consumption caused by packet collisions [17]. Nodes initially exchange neighborhood information
with each other during a contention period via a neighbor protocol (NP) so that each node has knowledge
of all 2-hop neighbors. These random access periods are followed by scheduled access periods, where
nodes transmit schedule information via the schedule exchange protocol (SEP) as well as actual data
packets. Using the neighbor information acquired using NP and the traffic schedule information acquired
using SEP, nodes determine their radio state using the adaptive election algorithm (AEA). In AEA, each
node calculates a priority for itself and all 2-hop neighbors for the current slot using a hashing function.
If a node has the highest priority for that slot and has data to send, it wins that slot and sends its data.
If one of its neighbors has the highest priority and the node determines that it should be the intended
receiver through information acquired during SEP, it sets itself to the receive mode. Otherwise, it is able
to sleep and conserve energy. Since two nodes within the 2-hop neighborhood of a node may consider
themselves slot winners if they are hidden from each other, nodes must keep track of an Alternate Winner,
as well as the Absolute Winner for a given time slot, so that messages are not lost. For example, consider a
node \( N \) who determines that the Absolute Winner for a time slot is one of its 2-hop neighbors \( N_{2-hop} \). If a
1-hop neighbor \( N_{1-hop} \) who does not know of \( N_{2-hop} \) believes that it has won the slot, and wishes to send
to \( N \), \( N \) must stay awake even though it does not consider \( N_{1-hop} \) to have won the slot. Since a node may
win more slots than necessary to empty its transmission buffer, some slots may remain unused that could
have been used by nodes who won too few slots. To accommodate for this, the AEA assigns priorities for
the unused slots to the nodes needing extra slots.

### 36.2.5 Sparse Topology and Energy Management

In the case of many sensor network applications, it is expected that nodes will continuously sense the
environment, but transmit data to a base station very infrequently or only when an event of interest has
occurred. In Sparse Topology and Energy Management (STEM), all sensors are left in a sleep state while
monitoring the environment but not sending data and are only activated when traffic is generated [18]. In
other words, transceivers are activated reactively rather than proactively, as with the other MAC protocols
described in this section. When data packets are generated, the sensor generating the traffic uses a paging
channel (separate from the data channel) to awaken its downstream neighbors. Two versions of STEM
have been proposed — STEM-T, which uses a tone on a separate channel to wake neighboring nodes,
and STEM-B, in which the traffic generating node sends beacons on a paging channel and sleeping nodes
turn on their radios with a low duty cycle to receive the messages (the paging channel simply consists
of synchronized time slots within the main communication channel). While STEM-T guarantees that
minimal delay will be met (since receivers are turned on nearly instantaneously after data is generated), it
requires more overhead than STEM-B since the receivers on the channel where the tones are sent must be
idle, listening all of the time. Moreover, STEM-T may require extra hardware as a separate radio is needed
for this channel.
36.3 Network Protocols

When designing network protocols for wireless sensor networks, several factors should be considered. First and foremost, because of the scarce energy resources, routing decisions should be guided by some awareness of the energy resources in the network. Furthermore, sensor networks are unique from general ad hoc networks in that communication channels often exist between events and sinks, rather than between individual source nodes and sinks. The sink nodes are typically more interested in an overall description of the environment, rather than explicit readings from the individual sensor devices. Thus, communication in sensor networks is typically referred to as data-centric, rather than address-centric, and data may be aggregated locally rather than having all raw data sent to the sinks [19]. These unique features of sensor networks have implications in the network layer and thus require a rethinking of protocols for data routing. In addition, sensors often have knowledge of their own location in order to meaningfully assess their data. This location information can be utilized in the network layer for routing purposes. Finally, if a sensor network is well connected (i.e., better than is required to provide communication paths), topology control services should be used in conjunction with the normal routing protocols. This section describes some of the work that has been done to address these sensor network-specific issues in the routing layer.

36.3.1 Resource-Aware Routing

As resources are extremely limited in wireless sensor networks, it is important to consider how to most efficiently use them at all levels of the protocol stack. Many different approaches have been developed that consider the sensors’ resources when making routing decisions. Initially, protocols were developed that considered only the sensors’ energy resources. Later work considered not only individual sensors’ energy but also the sensors’ sensing resources.

36.3.1.1 Energy-Aware Routing

Because of the scarce energy supplies available in sensor networks, a great deal of effort has been put forth in creating energy-aware routing protocols that consider the energy resources available at each sensor and that try to balance the power consumption such that certain nodes do not die prematurely. Singh et al. [20] were among the first to develop energy-aware routing metrics. They proposed that the lifetime of the network could be extended by minimizing the cumulative cost \( c_j \) of a packet \( j \) being sent from node \( n_1 \) to node \( n_k \) through intermediate nodes \( n_2, n_3, \) etc., where

\[
\begin{align*}
    c_j &= \sum_{i=1}^{k-1} f_i(z_i) \\
    f_i(z_i) &= \frac{1}{1 - g(z_i)}
\end{align*}
\]

and \( g(z_i) \) represents the normalized remaining lifetime corresponding to node \( n_i \)’s battery level \( z_i \). Further work by Chang and Tassiulas [21] solved the problem of maximizing network lifetime by finding an optimal energy-aware routing cost. In their work, the routing cost of sending a packet was the sum of the routing costs of the individual links. The cost \( c_{ij} \) of a link between node \( i \) and node \( j \) was set to

\[
c_{ij} = e_{ij}^{x_1} E_i^{x_2} E_j^{x_3}
\]

where \( e_{ij} \) represents the energy necessary to transmit from node \( i \) to node \( j \), \( E_i \) represents the residual energy of node \( i \), and \( E_j \) represents the initial energy of node \( i \). Brute force simulation methods were used to find the optimal values of \( x_1, x_2, \) and \( x_3 \).

From the intuition that can be taken from this initial work, several energy-aware routing protocols have been developed for sensor networks, including the one proposed by Shah and Rabaey [22]. In this protocol,
query interests are sent from a querying agent by way of controlled flooding toward the source nodes. Each node $N_i$ has a cost $\text{Cost}(N_i)$ associated with it that indicates its reluctance to forward messages. Each upstream neighbor $N_j$ of node $N_i$ calculates a link cost $C_{N_j,N_i}$ associated with $N_i$ that depends on $\text{Cost}(N_i)$ as well as the energy $e_{ij}$ required to transmit over this link and the normalized residual energy $R_i$ at node $N_i$.

$$C_{N_j,N_i} = \text{Cost}(N_i) + e_{ij}^\alpha R_i^\beta$$  \hspace{1cm} (36.4)

$\alpha$ and $\beta$ are tunable parameters. Each node $N_j$ builds a forwarding table $FT_j$ consisting of its lowest cost downstream neighbors and the link cost $C_{N_j,N_i}$ associated with those neighbors. Node $N_j$ assigns a probability $P_{N_j,N_i}$ to each neighbor as

$$P_{N_j,N_i} = \frac{1}{C_{N_j,N_i}} \sum_{k \in FT_j} \frac{1}{C_{N_j,N_k}}$$  \hspace{1cm} (36.5)

such that received messages will be forwarded over each link with this probability. Before forwarding its message, $N_j$ must determine its own value of $\text{Cost}(N_j)$, which is simply the weighted average of the costs in its forwarding table $FT_j$

$$\text{Cost}(N_j) = \sum_{i \in FT_j} P_{N_j,N_i} C_{N_j,N_i}$$  \hspace{1cm} (36.6)

### 36.3.1.2 Fidelity-Aware Routing

Distributed activation based on predetermined routes (DAPR) is similar to these energy-aware routing protocols but was designed specifically for maintaining high-level QoS requirements (e.g., coverage) over long periods of time [23]. Rather than assigning cost to individual nodes based on the residual energy at those nodes, DAPR considers the importance of a node to the sensing application. Since sensors in a coverage application typically cover redundant areas and redundancy can vary throughout the network, some nodes might be considered more important than others. In DAPR, a node first finds the subregion within its region of coverage that is the most poorly covered. The cost assigned to the node is related to the combined energy of all nodes capable of redundantly covering this poorly covered region. Large gains in network lifetime can be seen when considering the importance of a node to the overall sensing task when making routing decisions if the sensor deployment is such that there is a high variation in node density in different subregions of the environment. However, there is an added overhead associated with this approach, as it requires nodes to acquire additional information from neighboring nodes.

### 36.3.2 Data-Centric Routing Protocols

Sensor networks are fundamentally different from ad hoc networks in the data they carry. While in ad hoc networks individual data items are important, in sensor networks it is the aggregate data or the information carried in the data rather than the actual data itself that is important. This has led to a new paradigm for networking these types of devices — data-centric routing. In data-centric routing, the end nodes, the sensors themselves, are less important than the data itself. Thus, queries are posed for specific data rather than for data from a particular sensor, and routing is performed using knowledge that it is the aggregate data rather than any individual data item that is important.

#### 36.3.2.1 Sensor Protocol for Information via Negotiation

Sensor Protocol for Information via Negotiation (SPIN) is a protocol that was designed to enable data-centric information dissemination in sensor networks [24]. Rather than blindly broadcasting sensor data throughout the network, nodes receiving or generating data first advertise this data through short ADVertisement (ADV) messages. The ADV messages simply consist of an application-specific meta-data
FIGURE 36.2 Illustration of message exchange in the SPIN protocol [24]. Nodes advertise their data with ADV messages (a). Any node interested in receiving the data replies with a REQ message (b), to which the source node replies with the transmission of the actual data (c). The receiving node then advertises this new data (d) and the processes continues (e,f).

FIGURE 36.3 Problems with blind flooding of sensor data. (a) Implosion occurs in a highly connected network where nodes receive duplicate copies of data, wasting energy and bandwidth resources. As seen in this figure, node D receives two copies of node A’s data. (b) Overlap occurs due to the redundant nature of sensor data. This figure shows that C receives data about region $r$ from nodes A and B, again wasting valuable sensor resources.

description of the data itself. This meta-data can describe aspects such as the type of data and the location of its origin. Nodes that are interested in this data request the data from the ADV sender through REQuest (REQ) messages. Finally, the data is disseminated to the interested nodes through DATA messages that contain the data. This procedure is illustrated in Figure 36.2.

The advantage of SPIN over blind flooding or gossiping data dissemination methods is that it avoids three costly problems: implosion, overlap, and resource blindness. Implosion occurs in highly connected networks that employ flooding and thus each sensor receives many redundant copies of the data (see Figure 36.3[a]). For large data messages, this wastes considerable energy. In SPIN, on the other hand, short ADV messages will suffer from the implosion problem, but the costly transfer of data messages is greatly reduced. Overlap occurs due to the redundant nature of sensor data. Thus two sensors with some common data will both send their data, causing redundancy in data transmission resulting in energy waste (see Figure 36.3[b]). SPIN is able to solve this problem by naming data so that sensors only request the data or parts of data they are interested in receiving. Finally, in SPIN, there are mechanisms whereby a sensor that is running low on energy will not advertise its data in order to save its dwindling energy.
resources. Therefore, SPIN solves the resource blindness problem by having sensors make decisions based on their current level of available resources.

36.3.2.2 Directed Diffusion

Directed diffusion is a communication paradigm that has been designed to enable data-centric communication in wireless sensor networks [25]. To perform a sensing task, a querying node creates an interest, which is named according to the attributes of the data or events to be sensed. When an interest is created, it is injected into the network by the sink node by broadcasting an interest message containing the interest type, duration, and an initial reporting rate to all neighbors. For example, one interest might be to count the number of people in a given area every second for the next 10 minutes. Local interest caches at each node contain entries for each interest of which the node is aware that has been created on the network. An entry in the caches contains information about the interest's type, duration, and gradient (a combination of the event rate and direction toward the data sink). Nodes receiving the interest messages find (or create) the relevant interest entry in their caches and update the gradient field toward the node from which the message was received to the rate defined in the interest message. Each gradient also has expiration time information, which must be updated upon the reception of the interest messages.

Interests are diffused throughout the network toward the sink node using one of the several forwarding techniques. For example, Figure 36.4 shows a network in which the interest was sent to the region of interest via controlled flooding. Once the interest reaches the desired region, sensor nodes within the region process the query and begin producing data at the specified rate (if more than one entry for the same interest type exist, data is produced at the maximum rate of these entries). Data pertaining to these interests are then forwarded to each node for which a gradient exists at the rate specified for each individual gradient. After receiving low rate events from the source (recall that the initial reporting rate is set low), the data sink may reinforce higher quality paths, which might be chosen, for example, as those that experience low latency or those in which the confidence in the received data is deemed to be high by some application-specific measure (Figure 36.4). Reinforcement messages simply consist of the original interest messages set to higher reporting rates. These reinforced routes are established more conservatively than the original low rate interest messages so that only a single or a few paths from the event to the sink are used.

![Figure 36.4 Establishing gradients in directed diffusion](image_url)

**FIGURE 36.4** Establishing gradients in directed diffusion [25]. As the query is routed toward the region of interest, gradients for that interest are established in the reverse direction of the query dissemination. After data begin to arrive at the querying node, the path of highest quality is reinforced.
36.3.2.3 Rumor Routing

While long-lived queries or data flows justify the overhead involved in establishing cost fields in a network, it may not be worth this effort when executing short-lived and one-shot queries. Rumor routing was designed for these types of queries [26]. When an event is detected by a sensor, it probabilistically creates an agent in the form of a data packet, and the agent is forwarded throughout the network in a random manner (solid line in Figure 36.5). Nodes through which the agent is forwarded maintain local state information about the direction and distance to the event. Should an agent traverse a node with knowledge of a path to other events, it adds this information so that subsequent nodes that the agent flows through will maintain state information regarding these events as well. When a node wishes to perform a query related to a given event, it simply forwards a query packet in a random direction so that the query traverses a random walk throughout the network (dashed line in Figure 36.5). Because of the fact that two lines drawn through a given area are likely to cross, there is a high likelihood that the query will eventually reach a node with a path to the specified event, especially if multiple agents carrying that event are sent through the network. If multiple queries do not reach the event, the querying node may resort to flooding queries over the entire network.

36.3.3 Geographic Routing

Wireless sensor networks often require a query packet to be forwarded to a particular region of interest in the network. A natural approach to perform this forwarding is to utilize geographic forwarding. Geographic forwarding reduces the amount of routing overhead, which is largely due to route discovery, and requires little memory utilization for route caching compared to typical address-centric ad hoc routing protocols. Furthermore, geographic routing protocols can enable geographically distributed data storage techniques such as Geographic Hash Tables (GHT) [27].

36.3.3.1 Greedy Perimeter Stateless Routing

Greedy perimeter stateless routing (GPSR) is a geographic routing protocol in which nodes make local packet forwarding decisions according to a greedy algorithm [28]. Under normal circumstances, a packet...
that is destined for some node $D$ is forwarded to the node’s neighbor that enables the maximum progress toward $D$ (such a greedy forwarding scheme was originally proposed in the work of Takagi and Kleinrock [29]). However, obstacles or a lack of adequate sensor density can cause voids in the network topology so that packets reach a hole, from which the packet cannot be progressed any further without first being sent backward. GPSR accounts for this by incorporating a perimeter routing mechanism. These voids can be detected by the nodes surrounding them, and routes which circumnavigate the voids can be established heuristically. When a packet reaches these voids, these routes can be used (routing by the right-hand rule) until normal greedy routing can be used again. This process is illustrated in Figure 36.6(a).

While this approach works well, another more robust perimeter routing algorithm is also proposed. In this algorithm, the graph that can be drawn from the complete network topology is first reduced to a planar graph in which no edges cross. Once a packet reaches a void, the forwarding node $N$ finds the face of the planar graph that is intersected by the line connecting $N$ and the destination (see Figure 36.6[b]). $N$ then forwards the packet to the node along the edge that borders this face. This procedure continues with each forwarding node finding the face that the line connecting $N$ and the destination intersects and routing along an edge bordering the face until the void has been cleared.

### 36.3.3.2 Trajectory Based Forwarding

Trajectory based forwarding (TBF) is a useful paradigm for geographic routing in wireless sensor networks [30]. Rather than sending a packet along a straight path toward its destination (as methods such as GPSR would do under ideal scenarios with dense deployment and no obstructions), TBF allows packets to follow a source-specified trajectory, increasing the flexibility of an overall forwarding strategy. For example, multipath routing can be achieved by sending multiple copies of a single packet along separate geographic trajectories, increasing resilience to localized failures or congestion in certain parts of the network. Also, TBF can increase the efficiency of many different forwarding techniques, including multipath forwarding (Figure 36.7[a]), spoke broadcasting (Figure 36.7[b]), and broadcast to a remote subregion (Figure 36.7[c]).
36.3.4 Clustering for Data Aggregation

As sensor networks are expected to scale to large numbers of nodes, protocol scalability is an important design criteria. If the sensors are managed directly by the base station, communication overhead, management delay, and management complexity become limiting factors in network performance. Clustering has been proposed by researchers to group a number of sensors, usually within a geographic neighborhood, to form a cluster that is managed by a cluster head. A fixed or adaptive approach may be used for cluster maintenance. In a fixed maintenance scheme, cluster membership does not change over time, whereas in an adaptive clustering scheme, sensors may change their associations with different clusters over time (see, e.g., Figure 36.8).

Clustering provides a framework for resource management. It can support many important network features within a cluster, such as channel access for cluster members and power control, as well as between clusters, such as routing and code separation to avoid intercluster interference. Moreover, clustering distributes the management responsibility from the base station to the cluster heads, and provides a convenient framework for data fusion, local decision making and local control, and energy savings [31,32,33].

36.3.4.1 Low Energy Adaptive Clustering Hierarchy

In-network processing can greatly reduce the overall power consumption of a sensor network when large amounts of redundancy exist between nearby nodes. Rather than requiring all sensors’ data to be forwarded to a base station that is monitoring the environment, nodes within a region can collaborate and send only a single summarization packet for the region. This use of clustering was first introduced in the low energy adaptive clustering hierarchy (LEACH) protocol [32]. In LEACH, nodes are divided into clusters, each containing a cluster head whose role is considerably more energy-intensive than the rest of the nodes; for this reason, nodes rotate roles between cluster head and ordinary sensor throughout the lifetime of the network.

At the beginning of each round, each sensor node makes an independent decision through a randomized algorithm about whether or not to assume a cluster head role. Nodes that choose to be cluster heads announce their status to the rest of the network. Based on the received signal strength of these announcements, sensors join the cluster that requires the least power to communicate with the cluster head (assuming transmission power control is available). During the round, the ordinary sensors in each cluster send data to their respective cluster heads according to a time-division multiple access (TDMA) schedule. Intercluster interference is reduced using different spreading codes in neighboring clusters. The cluster head aggregates data from all the cluster members and sends the aggregate data to the base station. The length of each round is chosen such that each node is expected to be able to perform a cluster head role once during its lifetime.
Because there is no interaction between nodes when deciding roles, the cluster heads may be chosen such that there is no uniformity throughout the network and certain sensors are forced to join clusters located at large distances from them. To mitigate this problem, a centralized version of LEACH called LEACH-C has been developed. LEACH-C uses simulated annealing to choose the cluster heads for a given round so that the average transmission power between sensors and their cluster heads is minimized.

36.3.4.2 Hybrid Energy-Efficient Distributed Clustering

Nodes in LEACH independently decide to become cluster heads. While this approach requires no communication overhead, it has the drawback of not guaranteeing that the cluster head nodes are well distributed throughout the network. While the LEACH-C protocol solves this problem, it is a centralized approach that cannot scale to very large numbers of sensors.

Many papers have proposed clustering algorithms that create more uniform clusters at the expense of overhead in cluster formation. One approach that uses a distributed algorithm that can converge quickly and has been shown to have a low overhead is called Hybrid energy-efficient distributed clustering (HEED) [34]. HEED uses an iterative cluster formation algorithm, where sensors assign themselves a “cluster head probability” that is a function of their residual energy and a “communication cost” that is a function of neighbor proximity. Using the cluster head probability, sensors decide whether or not to advertise themselves as a candidate cluster head for this iteration. Based on these advertisement messages, each sensor selects the candidate cluster head with the lowest “communication cost” (which could be the sensor itself) as its tentative cluster head. This procedure iterates, with each sensor increasing its cluster head probability at each iteration until the cluster head probability is one and the sensor declares itself a “final cluster head” for this round. The advantages of HEED are that nodes only require local (neighborhood) information to form the clusters, the algorithm terminates in O(1) iterations, the algorithm guarantees that every sensor is part of just one cluster, and the cluster heads are well distributed.

36.3.5 Querying a Distributed Database

Since sensor networks can be thought of as a distributed database system, several architectures (e.g., Cougar [35], SINA [36], TinyDB [37]) propose to interface the application to the sensor network through an SQL-like querying language. However, since sensor networks are so massively distributed, careful consideration should be put into the efficient organization of data and the execution of queries.

36.3.5.1 Tiny AGgregation (TAG) Service

Tiny AGgregation (TAG) is a generic aggregation service for wireless sensor networks that minimizes the amount of messages transmitted during the execution of a query [37]. In contrast to standard database query execution techniques, in which all data is gathered by a central processor where the query is executed, TAG allows the query to be executed in a distributed fashion, greatly reducing the overall amount of traffic transmitted on the network. The standard SQL query types (COUNT, AVERAGE, SUM, MIN, MAX), as well as more sophisticated query types, are included in the service, although certain query types allow more energy savings than others. Time is divided into epochs for queries requiring values to be returned at multiple times. When a query is sent by some node (initially the root), the receiving nodes set their parents to be the sending node and establish an interval within the epoch (intervals may be set to a length of EPOCH_DURATuON/d, where d represents the maximum depth of the aggregating tree) during which their eventual children should send their aggregates (this interval should be immediately prior to their sending interval).

36.3.5.2 TinyDB/ACQP

TinyDB is a processing engine that runs acquisitional query processing (ACQP) [38], providing an easy-to-use generic interface to the network through an enhanced SQL-like interface and enabling the execution of queries to be optimized at several levels. ACQP allows storage points containing windows of sensor data to be created so that queries over the data streams can be executed more easily. Such storage points may be beneficial, for example, in sliding window type queries (e.g., find the average temperature in a room
over the previous hour once per minute). ACQP also supports queries that should be performed upon
the occurrence of specific events as well as queries that allow sensor settings such as the sensing rate to be
adapted to meet a certain required lifetime.

Perhaps most importantly, ACQP provides optimization of the scheduling of sensing tasks as well as
at the network layer. Since the energy consumption involved in the sensing of certain types of data is
not negligible compared to the transmission costs of sending such packets, the scheduling of complex
queries should be optimized in order to avoid unnecessary sensing tasks. ACQP optimizes this scheduling
based on sensing costs and the expected selectivity of the query so as to minimize the expected power
consumption during a query. Significant power savings can also be achieved by the ACQP’s batching of
event-based queries in some cases.

The topology of an aggregating tree can also be optimized by considering the query in its formation.
TinyDB uses semantic routing trees (SRTs). Rather than requiring children to choose a parent node solely
based on link quality, the choice of a parent node during the construction of an SRT also depends on
the predicates of the query for which the tree is being built (i.e., the conditions that should be met for
inclusion in the query). Specifically, children nodes choose a parent either to minimize the difference
between their attributes of the predicate in the query or to minimize the spread of the attributes of the
children of all potential parents. When a query is processed, a parent knows the attributes of all children
and can choose not to forward the message if it determines that none of its children can contribute to the
query (based on the query predicate and the attributes of its children).

36.3.5.3 Geographic Hash Table

Geographic Hash Tables provide a convenient, data-centric means to store event-based data in wireless
sensor networks [27]. Storing data in a distributed manner provides an energy-efficient alternative in
large-scale sensor networks, where the number of messages involved in the querying of the network
becomes very large, and in networks where many more events are detected than are queried, where the
hot spot around the querying node seen in external storage techniques can be avoided. When an event
is sensed, the location at which the data related to the event should be stored is found by hashing its key
to a location within the network. This location has no node associated with it when it is hashed, but the
data will eventually find a home node closest to the hashed location. Once the location is determined, a
data packet is sent using GPSR [28], although with no destination node explicitly included in the routing
packet. Eventually the packet will arrive at the closest node to the intended storage location, and GPSR
will enter into perimeter mode, routing the packet in a loop around the intended location and eventually
sending it back to the node originally initiating the perimeter routing. The node beginning and ending
this loop and those on the perimeter path are called the home node and the home perimeter, respectively.
To account for dynamic network topologies, a perimeter refresh protocol (PRP) is used, in which the
home node periodically sends the packet in a loop on the home perimeter and the home perimeter nodes
assume the role of home node if they do not hear these refresh packets after a certain time-out interval.

36.3.6 Topology Control

Research groups have shown that because of the low duty cycles of sensor nodes’ radios, the dominant
aspect of power consumption is often idle listening. Unless communication is tightly synchronized, even
intelligent MAC protocols such as those described in Section 36.2 cannot completely eliminate this wasted
power consumption. However, since sensor networks are expected to be characterized by dense sensor
deployment, it is not necessary for all sensors’ radios to remain on at all times in order for the network to
remain fully connected. While traditional topology control protocols attempt to maintain a predetermined
number of neighbor nodes through transmission power control (e.g., [39,40,41]) so that congestion is
reduced, several topology control protocols designed for ad hoc and sensor networks achieve energy
efficiency by assigning the role of router to only enough nodes to keep the network well connected. In
other words, the goal of these protocols is to maintain a fully connected dominating set. While some of
these protocols were originally designed for use in general ad hoc networks, most are suitable for sensor networks as well.

### 36.3.6.1 Geographic Adaptive Fidelity

Geographic adaptive fidelity (GAF) is a topology control protocol that was originally designed for use in general ad hoc networks [42]. GAF divides the network into a virtual grid and selects only a single node from each virtual grid cell to remain active as a designated router at a given time, as illustrated in Figure 36.9. As long as the cell dimensions are chosen small enough \( \frac{\text{transmission\_range}}{\sqrt{5}} \), most nodes in the network, except those near the border of the network, will retain neighbors in all four directions and the network will remain fully connected. Nodes initially enter the discovery state and listen for messages from other nodes within their cell. If another node within the cell is determined to be the designated router for the cell, the node will enter a sleep state and conserve energy. From the sleep state, a node will periodically enter the discovery state. If a node determines that it should be the designated active router for its cell, it will enter the active state and participate in data routing, eventually falling back into the discovery state. As the density of a network implementing GAF increases, the number of activated nodes per grid cell remains constant while the number of nodes per cell increases proportionally. Thus, GAF can allow a network to live for an amount of time approximately proportional to a network’s density.

### 36.3.6.2 Span

Span is a topology control protocol that allows nodes that are not involved in a routing backbone to sleep for extended periods of time [43]. In Span, certain nodes assign themselves the position of “coordinator.” These coordinator nodes are chosen to form a backbone of the network, so that the capacity of the backbone approaches the potential capacity of the complete network. Periodically, nodes that have not assigned themselves the coordinator role initiate a procedure to decide if they should become a coordinator. The criteria for this transition is if the minimum distance between any two of the node’s neighbors exceeds 3 hops. To avoid the situation where many nodes simultaneously decide to become a coordinator, backoff delays are added to nodes’ coordinator announcement messages. The backoff delays are chosen such that nodes with higher remaining energy and those potentially providing more connectivity in their neighborhood are more likely to become a coordinator. To ensure a balance in energy consumption among the nodes in the network, coordinator nodes may fall back from their coordinator role if neighboring nodes can make up for the lost connectivity in the region.

### 36.3.6.3 Adaptive Self-Configuring Sensor Networks Topologies

Adaptive self-configuring sensor networks topologies (ASCENT) is similar to Span in that certain nodes are chosen to remain active as routers while others are allowed to conserve energy in a sleep state [44]. In ASCENT, the decision to become an active router is based not only on neighborhood connectivity,
but also on observed data loss rates, providing the network with the ability to trade energy consumption for communication reliability. Nodes running the ASCENT protocol initially enter a test state where they actively participate in data routing, probe the channel to discover neighboring sensors and learn about data loss rates, and send their own “Neighborhood Announcement” messages. If, based on the current number of neighbors and current data loss rates, the sensor decides that its activation would be beneficial to the network, it becomes active and remains so permanently. If the sensor decides not to become active, it falls into a passive state, where it gathers the same information as it does in the test state (as well as any “Help” messages from neighboring sensors experiencing poor communication links), but it does not actively participate in data routing. From this state, the node may reenter the test state if the information gathered indicates poor neighborhood communication quality, or enter the sleep state, turning its radio off and saving energy. The node periodically leaves the sleep state to listen to the channel from the passive state.

36.3.6.4 Energy-Aware Data Centric Routing

Energy-aware data centric routing (EAD) is an algorithm for constructing a minimum connected dominating set among the sensors in the network, prioritizing nodes so that those with the highest residual energy are most likely to be chosen as nonleaf nodes [45]. To establish a broadcast tree, control messages containing transmitting nodes’ type (undefined, leaf node, or nonleaf node), level (in the broadcast tree), parent, and residual energy are flooded throughout the network, starting with the data sink. During the establishment of the tree, undefined nodes listen for control messages. If an undefined node receives a message from a nonleaf node, it becomes a leaf node and prepares to send a message announcing its leaf status after sensing the channel to be idle for some back off time $T_1$. Alternatively, if an undefined node receives a message from a leaf node, it becomes a nonleaf node after sensing the channel idle for some backoff time $T_2$ and sending a control message indicating its nonleaf status. However, if a message is received from a nonleaf node during its backoff interval, the node behaves as it would when receiving such a message during its original undecided state. To ensure that nodes with greater residual energy are more likely to assume the more energy-intensive nonleaf roles, $T_1$ and $T_2$ should be monotonically decreasing functions of the residual energy. Moreover, the minimum possible value of $T_1$ should be larger than the maximum possible value of $T_2$ so that the resulting set of nonleaf nodes is of minimal size. If at any point, a leaf node receives a message from a neighboring nonleaf node indicating that it is the neighbor’s parent, it immediately becomes a nonleaf node and broadcasts a message indicating so. Eventually, all connected nodes in the network will assume the role of a leaf or a nonleaf and the resulting nonleaf nodes will comprise an approximation of a minimum connected dominating set with a high priority attached to nodes with the highest remaining energy supplies.

36.4 Protocols for QoS Management

Perhaps one of the most differentiating features of wireless sensor networks is the way in which QoS is redefined. While delay and throughput are typically considered the most important aspects of QoS in general ad hoc wireless and wired networks, new application-specific measures as well as network lifetime are more suitable performance metrics for wireless sensor networks. Because of the redundancy and the application-level importance associated with the data generated by the network, QoS should be determined by the content as well as the amount of data being delivered. In other words, it may be true that the application will be more satisfied with a few pieces of important, unique data than with a large volume of less important, redundant data. Therefore, while it is important to use congestion control in some cases so that the reliability of the sensor network is not reduced due to dropped packets [46], this congestion control can be enhanced by intelligently selecting which nodes should throttle their rates down or stop sending data. Furthermore, the congestion aspect aside, it is important to reduce the amount of traffic generated on the network whenever possible to extend the lifetime of the network because of
the tight energy constraints imposed on sensor nodes. This general strategy is often referred to as sensor management, or fidelity control, and is summarized in [47].

### 36.4.1 Transport Layer

Transport layer protocols are used in many wired and wireless networks as a means to provide services such as loss recovery, congestion control, and packet fragmentation and ordering. While popular transport layer protocols such as TCP may be overweight and many typical transport layer services may not be necessary for most wireless sensor network applications, some level of transport services can be beneficial. This section describes some transport level protocols that are suitable for message delivery in wireless sensor networks.

#### 36.4.1.1 Pump Slowly Fetch Quickly

The pump slowly fetch quickly (PSFQ) protocol was designed to enable reliable distribution of retasking and reprogramming code from a sensor network base station to the sensors in the network [48]. PSFQ provides reliability on a hop-by-hop basis, unlike many end-to-end transport protocols. When new code needs to be distributed, it is fragmented and sent via a pump mechanism that slowly injects packets into the network (with interpacket spacing of at least $T_{\text{min}}$). At a relaying node, a time-to-live (TTL) field is decremented and the message is rebroadcast after a delay chosen in the interval $[T_{\text{min}}, T_{\text{max}}]$ as long as the local data cache does not indicate a packet loop. To avoid excessive broadcast overlap in dense networks, the packet is removed from the transmit buffer if four copies of the packet have been received by the node. The significant delays are introduced so that normal operation (sensor-to-sink traffic) is not interfered with and to allow the quick recovery of packet losses without requiring large amounts of buffer space at the forwarding nodes. Once a node detects that a packet is received out of sequence, it begins the fetch operation, aggressively trying to quickly recover the lost fragments. PSFQ assumes that most packet loss in sensor networks is caused by poor link quality rather than congestion. Thus, the aggressive recovery approach is not expected to further compound any congestion problem. When packet losses are detected, a node sends a NACK packet indicating the lost packets after a very short delay. If a reply is not received after $T_r$ ($T_r < T_{\text{min}}$), the NACK is resent up to a threshold number of retries, after which the node gives up. NACKs are withheld if similar NACKs are overheard from neighboring sensors. PSFQ also contains a proactive fetch operation that can be used to detect losses at the end of a sequence (since no subsequent packets will allow the receiving node to know that packets have been lost).

#### 36.4.1.2 Event-to-Sink Reliable Transport

The event-to-sink reliable transport (ESRT) protocol [49] was designed as a solution to the problem posed in Tilak et al.’s work [46]. The protocol achieves energy efficiency by requiring the sensors to send only enough traffic to meet the application’s reliability requirements, and it contains mechanisms for detecting and alleviating congestion. From an observed plot of reliability as a function of the sensors’ reporting rate (see Figure 36.10), it can be seen that the network can operate in one of five regions:

- No congestion, low reliability (NC, LR)
- The optimal operating region (OOR)
- No congestion, high reliability (NC, HR)
- Congestion, high reliability (C, HR)
- Congestion, low reliability (C, LR)

In ESRT, the data sink in the sensor network periodically broadcasts a revised reporting rate to the sensors, attempting to choose the frequency that will move the network into the OOR. If $n_i$ represents the reliability observed at the sink during interval $i$, the frequency $f_{i+1}$ for interval $i + 1$ is set to the value as indicated in Table 36.1 and broadcast to the sensors in the network.
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**FIGURE 36.10** Example plot of reliability versus sensor reporting rate. ESRT [49] adapts traffic rates according to the region of this plot that the network is operating in.

**TABLE 36.1** Rate Adaption in ESRT [49]

<table>
<thead>
<tr>
<th>Operating region</th>
<th>Updated reporting rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>(NC, LR)</td>
<td>( f_{i+1} = \frac{f_i}{\eta_i} )</td>
</tr>
<tr>
<td>(OOR)</td>
<td>( f_{i+1} = f_i )</td>
</tr>
<tr>
<td>(NC, HR)</td>
<td>( f_{i+1} = \frac{f_i}{2} \left( 1 + \frac{1}{\eta_i} \right) )</td>
</tr>
<tr>
<td>(C, HR)</td>
<td>( f_{i+1} = \frac{f_i}{\eta_i} )</td>
</tr>
<tr>
<td>(C, LR)</td>
<td>( f_{i+1} = f_i^{\eta_i/k} )</td>
</tr>
</tbody>
</table>

*Note: After each round, the data sink requires that the new reporting rate is set to \( f_{i+1} \), based on the current operating region, the current reporting rate \( f_i \), the current normalized reliability \( \eta_i \), and an arbitrary constant \( k \).*

While reliability can easily be observed at the sink by counting the number of received packets, congestion is detected by requiring routers to explicitly notify the sink in the event of a buffer overflow.

### 36.4.2 Providing Coverage of an Environment

Traditional rate control protocols such as ESRT define a network’s reliability as the number of total received packets at a base station during a given time interval. However, in many applications, such a definition is only a very coarse approximation of the fidelity of the data that has been aggregated. To get a true measure of fidelity, it is often required to look at the origin and contents of the received packets.

A common application for sensor networks is for the sensors within some region to sense the environment or a subregion in the environment so that it is completely covered. In general, these applications require \( K \)-coverage, meaning that each location in the region to be monitored should have \( K \) active
36.4.2.1 Probing Environment and Adaptive Sleeping

Probing environment and adaptive sleeping (PEAS) is a protocol that was developed to provide consistent environmental coverage and robustness to unexpected node failures [50]. Nodes begin in a sleeping state, from which they periodically enter a probing state. In the probing state, a sensor transmits a probe packet, to which its neighbors will reply after a random backoff time if they are within the desired probing range. If no replies are received by the probing node, the probing sensor will become active; otherwise, it will return to the sleep state. The probing range is chosen to meet the more stringent of the density requirements imposed by the sensing radius and the transmission radius. The probing rate of PEAS is adaptive and is adjusted to meet a balance between energy savings and robustness. Specifically, a low probing rate may incur long delays before the network recovers following an unexpected node failure. On the other hand, a high probing rate may lead to expensive energy waste. Basically, the probing rate of individual nodes should increase as more node failures arise, so that a consistent expected recovery time is maintained.

36.4.2.2 Node Self-Scheduling Scheme

A node self-scheduling scheme for sensor networks is presented in [51]. In this scheme, a node measures its neighborhood redundancy as the union of the sectors or central angles covered by neighboring sensors within the node’s sensing range. At decision time, if the union of a node’s “sponsored” sectors covers the full $360^\circ$ (see Figure 36.11), the node will decide to power off. It should be noted that additional redundancy may exist between sensors and that the redundancy model is simplified at a cost of not being able to exploit this redundancy. At the beginning of each round, there is a short self-scheduling phase where nodes first exchange location information and then decide whether or not to turn off after some backoff time. Scenarios of unattended areas due to the simultaneous deactivation of nodes are avoided by requiring nodes to double check their eligibility to turn off after making the decision.

36.4.2.3 Coverage Configuration Protocol

In coverage configuration protocol (CCP), an eligibility rule is proposed to maintain $K$-coverage [52]. First, each node finds all intersection points between the borders of its neighbors’ sensing radii and any edges in the desired coverage area. The CCP rule assigns a node as eligible for deactivation if each of these intersection points is $K$-covered, where $K$ is the desired sensing degree. The CCP scheme assumes a Span-like protocol and state machine that can use the Span rule for network connectivity or the proposed CCP rule for $K$-coverage, depending on the application requirements and the relative values of the communication radius and sensing radius. An example of how the CCP rule is applied is given in Figure 36.12. In Figure 36.12(a), node S4, whose sensing range is represented by the bold circle, must decide whether it...
should become active in order to meet a coverage constraint of $K = 1$. It is assumed S4 knows that S1, S2, and S3, whose sensing ranges are represented by the dashed circles, are currently active. The intersection points within S4's sensing range are found and enumerated 1–5 in the figure. Since S2 covers points 1 and 3, S3 covers points 2 and 4, and S1 covers point 5, S4 determines that the coverage requirements have already been met and remains inactive. In the case illustrated in Figure 36.12(b), there is an intersection point (labeled 6 in the figure) that is not covered by any of S4's neighbors. Thus, S4 must become active and sense the environment.

36.4.2.4 Connected Sensor Cover

The Connected Sensor Cover algorithm provides a joint topology control and sensing mode selection solution [53]. The problem addressed in this work is to find a minimum set of sensors and additional routing nodes necessary in order to efficiently process a query over a given geographical region. In the centralized version of the algorithm, an initial sensor within the query region is randomly chosen, following which additional sensors are added by means of a greedy algorithm. At each step in this algorithm, all sensors that redundantly cover some area that is already covered by the current active subset are considered candidate sensors and calculate the shortest path to one of the sensors already included in the current active subset. For each of these candidate sensors, a heuristic is calculated based on the number of unique sections in the query region that the sensor and its routers would potentially add and the number of sensors on its calculated path. The sensor with the most desirable heuristic value and those along its path are selected for inclusion in the sensor set. This process continues until the query region is entirely covered.

The algorithm has been extended to account for node weighting, so that low-energy nodes can be avoided, and to be implemented through distributed means, with little loss in solution optimality compared with the centralized version.

36.5 Time Synchronization and Localization Protocols

One of the main benefits of wireless microsensor networks is the spatial diversity that they provide, enabling applications such as target tracking in which a target's location and speed can be measured as it moves throughout the field where the sensors are deployed. However, such applications require two critical services — localization and time synchronization. These services could potentially be provided by installing GPS radios on the devices; however, in order to deploy microsensors on a mass scale, they should be very inexpensive devices. Furthermore, absolute position and time information is not necessary.
for many sensor network applications, as relative information can often suffice. If absolute information is necessary, a single or a few high resource nodes can be deployed in the network as references. Thus, there is a need for low-energy distributed algorithms that allows sensors to resolve relative location and time information. There has been a modest amount of research in these areas as wireless sensor networks have grown in popularity over the last several years.

36.5.1 Time Synchronization

To enable applications such as target tracking, sensor networks require time synchronization on a much finer scale than classic synchronization methods such as the network time protocol (NTP) [54]. However, the energy constraints on sensor nodes require that the necessary improvement in synchronization be achieved while at the same time limiting message overhead. Several time synchronization algorithms are described here that try to meet these goals simultaneously.

36.5.1.1 Römer’s Algorithm

Römer was among the first to address the time synchronization issue for wireless ad hoc and sensor networks [55]. In the proposed algorithm, nodes do not regularly synchronize clocks; rather, when an event is sensed and a packet needs to be sent to the sinks within the network, the elapsed time since the event was originally sensed is updated within the packet along the path as the packet is routed toward the destination. The forwarding of messages is made somewhat complicated by the uncertainty in time estimation due to clock drift and nondeterministic delays involved in message transfer. Specifically, when transforming some computer clock time delay $\Delta C$ from node 1 to node 2, the delay must be estimated by node 2 as an interval $[\Delta C(1 - \rho_2)/(1 + \rho_1), \Delta C(1 + \rho_2)/(1 - \rho_1)]$, where $\rho_i$ represents the maximum clock drift of node $i$. When estimating the elapsed time since the event occurred, the receiving node must make an estimation of the transmission delay between when the packet was sent and when the acknowledgment was received by the previous node. While this estimation is simple to perform at the sending node, it is less obvious at the receiving node. Referring to Figure 36.13, however, it can be seen that this estimation can actually be accomplished without requiring the sending node to send an extra packet explicitly indicating this delay. The round-trip time between a sender and receiver can be estimated at the receiver by the interval $[0, (t_5 - t_4) - (t_2 - t_1)]$ (or $[0, (t_5 - t_4) - (t_2 - t_1)(1 - \rho_r)/(1 + \rho_r)]$ when accounting for clock skew). The time difference $(t_5 - t_4)$ is referred to as rtt, and may be measured directly by the receiving node while the time difference $(t_2 - t_1)$ is referred to as idle, and may be piggybacked onto the message packet. It should be noted that this method of delay estimation makes use of two consecutive packet transmissions and the uncertainty in the delay increases with the interpacket delay. Thus, if this delay is too large, it may be necessary to send dummy packets once in a while in order to make these estimations.

If $s_i$ and $r_i$ represent the local time at which node $i$ sends and receives a message, respectively, timestamp estimation can be described as follows. The time at which the event occurs can be estimated by node 2 (first hop) as the time that the packet was received by node 2 ($t_2$) minus the time that the packet

![FIGURE 36.13 Timing diagram for message delay estimation needed in the algorithm proposed by Römer [55]. The sender may estimate message delay as $(t_2 - t_1) - (t_6 - t_5)$. The receiver may estimate the message delay as $(t_5 - t_4) - (t_2 - t_1)$.](image_url)
was waiting at node 1 \((s_1 - r_1)\). However, there is uncertainty in the transmission delays, which are lower bounded by 0 and upper bounded by \((\text{rtt}_1 - \text{idle}_1)\). Accounting for potential clock skews, the event’s time-stamp may be estimated at the second node as

\[
\begin{align*}
  r_2 - (s_1 - r_1) \frac{1 + \rho_2}{1 - \rho_1} &= \left( \text{rtt}_1 - \text{idle}_1 \frac{1 - \rho_2}{1 + \rho_1} \right), \\
  r_2 - (s_1 - r_1) \frac{1 - \rho_2}{1 + \rho_1}
\end{align*}
\]  

(36.7)

This estimation process is repeated iteratively so that at the \(N\)th node, the local estimate of the time of the event is

\[
\begin{align*}
  r_N - (1 + \rho_N) \sum_{i=1}^{N-1} \frac{s_i - r_i + \text{rtt}_{i-1}}{1 - \rho_i} &= \text{rtt}_{N-1} + (1 - \rho_N) \sum_{i=1}^{N-1} \frac{\text{idle}_i}{1 + \rho_i}, \\
  r_N - (1 - \rho_N) \sum_{i=1}^{N-1} \frac{s_i - r_i}{1 + \rho_i}
\end{align*}
\]  

(36.8)

To implement this algorithm, the three summations in this interval are tracked and updated within the message packet from the source to the destination.

### 36.5.1.2 Reference-Broadcast Synchronization

While Römer’s time synchronization method enables fairly lightweight on-demand event synchronization for sensor networks, finer grained synchronization may be required in certain applications, such as target trajectory estimation. Reference-broadcast synchronization (RBS) allows nodes to synchronize their clocks to the resolution necessary for such sensor network applications [56]. Rather than broadcasting a time-stamp in a synchronization packet as in protocols such as NTP [54], RBS allows the nodes receiving the synchronization packets to use the packet’s time of arrival as a reference point for clock synchronization. Because most of the nondeterministic propagation time involved in transmitting a packet over a wireless channel lies between construction of the packet and the sender’s transceiver (e.g., sender’s queue delay, MAC contention delay, etc.), RBS removes most delay uncertainty involved in typical time synchronization protocols. For single-hop networks, the RBS algorithm is very simple. First, a transmitter broadcasts some number \(m\) reference broadcasts. Each receiver that receives these broadcasts exchanges the time that each reference broadcast was received locally with its neighbors. Nodes then calculate phase shifts relative to each other as the average of the difference of the time-stamps of the nodes’ local clocks for the \(m\) reference broadcasts. In multihop networks, time synchronization can be performed hop by hop between two nodes as long as the nodes on each link along the path have a common node whose reference broadcasts they can synchronize to.

### 36.5.2 Sensor Localization

Many localization algorithms for sensor networks require nodes to discover relative positioning information (e.g., distance estimations or directional estimations) of neighboring nodes. The ability to attain these estimates is provided in the radio module and is the basis of localization algorithms. Once local distance information is known, simple geometric relations can be used to calculate the local topology, which can then be subsequently disseminated throughout the network, providing globally coordinated localization [57]. This trilateration method is also used in the global positioning system (GPS) [58].

A received signal strength indicator (RSSI) is one method that can be used to infer distances between nodes. However, this method is highly susceptible to errors, especially in environments prone to multipath propagation and shadowing effects. Time of arrival (ToA), which is used in GPS, is another method that can be used; however, clocks on sensor devices may not be able to resolve propagation delays well enough to be able to acquire distance estimation with the required resolution. Time difference of arrival (TDoA), proposed for use in the Cricket platform [59], is a more practical method for estimating distances.
In a TDoA system, an RF signal is transmitted simultaneously with an ultrasonic signal. The difference of times at which the signals are received can be easily translated to distance by multiplying by the difference in speeds. Finally, on sensors in which antenna arrays are used, angle of arrival (AoA) may be used to estimate directional information. In such networks, triangulation is used to find location estimations.

Locations can be estimated by forwarding the local constraints of all nodes in the network to a central server, which can then solve a large program to find location estimates [60,61]. However, there has also been an effort to develop distributed localization protocols for sensor networks, as they scale better and may be more practical for large-scale networks.

36.5.2.1 Reference Point Centroid Scheme

Among the first distributed localization schemes for wireless sensor networks was a simple scheme proposed by Bulusu et al. [62] in which sensors listen for beacons that are broadcast from a few reference points in the network. Sensors hearing these beacons compute their locations to be the centroid of the locations of the reference points whose reference beacons they can hear.

36.5.2.2 Ad-Hoc Localization System

In networks where beacon deployment is sparse enough that location estimations cannot be made directly by each sensor in the network, ad hoc localization system (AHLoS) allows nodes to iteratively resolve their locations through indirect means [63]. In this system, nodes that can acquire position information from and approximate distance to three or more neighboring beacons use a simple atomic multilateration technique. In this technique, nodes estimate their location so as to minimize the mean square error between the estimated location’s distances to the beacons and the measured distances to the beacons. Nodes with location estimates in turn become beacon nodes and can be used by their neighbors for atomic multilateration. If a point in this iterative process is reached where no sensor with an unresolved location is within a range of three or more beacons, a cooperative multilateration technique may be used in some cases. In the cooperative multilateration technique, nodes collaboratively solve an overconstrained problem with constraints based on approximated distances to each other and to beacon nodes. For example, in Figure 36.14(b), nodes 5 and 6 can receive messages from beacons 1 and 2, and beacons 3 and 4, respectively, as well as each other. It can be seen that based on the constraints imposed by the measured distances between each pair of communicating nodes, the positions of nodes 5 and 6 can be uniquely determined.

36.5.2.3 DV-Hop

In networks with extremely sparse beacon deployment, the DV-Hop algorithm may be used for node positioning [64]. DV-Hop relies on several landmark nodes located within the network that know their position information through GPS or manual programming. These landmarks first broadcast messages to each other, with the forwarding nodes keeping track of the number of hops these messages are forwarded. Each landmark then calculates a correction factor, which is the average distance to other landmarks (which it can calculate from its own known position and the positions advertised in the broadcast packets) that
FIGURE 36.15 Position estimation in DV-Hop [64]. The landmark nodes $L_1$, $L_2$, and $L_3$ first forward beacons to each other to find a correction factor in terms of distance per hop. Then node $S_1$ can use this correction factor along with its known distance (in hops) to $L_1$, $L_2$, and $L_3$ to find its own location.

It is aware of divided by the average number of hops to these landmarks. The correction factors are then sent to nodes surrounding the landmarks by means of controlled flooding. Once the nodes in the network know this correction factor and the distance (in hops) to at least a few landmark nodes in the network, they can use triangulation techniques in order to calculate a position estimation for themselves.

An example of this procedure is shown in Figure 36.15. Here, landmark nodes $L_1$, $L_2$, and $L_3$ broadcast beacons to each other to calculate the correction factor. If $L_2$ and $L_3$ are the only landmarks that $L_1$ is aware of, it will set the correction factor to

$$C = \frac{d(L_1, L_2) + d(L_1, L_3)}{\text{num}_\text{hops}(L_1, L_2) + \text{num}_\text{hops}(L_1, L_3)} = \frac{1090 \text{ m} + 1170 \text{ m}}{6 + 7} = 174 \text{ m/hop}$$

The node $S_1$ trying to find its position can now perform triangulation using the positions of $L_1$, $L_2$, and $L_3$ and the estimated distance to these landmarks, which are $d(S_1, L_1) = 174 \text{ m} \times 3 = 522 \text{ m}$, $d(S_1, L_2) = 174 \text{ m} \times 4 = 696 \text{ m}$, and $d(S_1, L_3) = 174 \text{ m} \times 4 = 696 \text{ m}$. While DV-Hop provides reasonably accurate location estimation in networks with sparsely deployed landmark nodes, it has been shown that location estimations acquired through methods similar to DV-Hop can be further improved through a refinement stage [65].

### 36.6 Open Issues

As can be seen by the numerous protocols discussed in this chapter, sensor networks provide many challenges not faced in conventional wireless networks and thus require a rethinking of all layers of the protocol stack. While the current body of work on sensor networks has enabled these networks to produce
high quality results for longer periods of time, many open research issues still remain:

- **Appropriate QoS model.** Due to the data-centric nature of sensor networks, describing QoS remains a challenge. In traditional networks, parameters like delay, packet delivery ratio, and jitter can be used to specify application QoS requirements. In sensor networks, on the other hand, these parameters are replaced with ones like probability of missed detection of an event, signal-to-noise ratio, and network sensing coverage. It is much more difficult to translate these data-specific QoS parameters into meaningful protocol parameters.

- **Cross-layer architectures.** To make best use of the limited resources of the sensors, the entire protocol stack should be tailored to the specific needs of the sensor network application. Furthermore, the protocols should be integrated with the hardware, such that any hardware parameters are set to meet the sensor network goals and any protocols are adapted to the specific features of the hardware. While this integrated approach can provide long network lifetime, it trades-off generality and ease of network design to achieve these lifetime increases.

- **Reliability.** In sensor networks, links and sensors themselves may fail, either temporarily or permanently. Designing protocols that provide reliable service in the presence of such failures is an important yet challenging problem.

- **Heterogeneous applications.** The sensor nodes may be shared by multiple applications with differing goals. Sensor network protocols that can efficiently serve multiple applications simultaneously will be very important as the use of sensor networks increases.

- **Heterogeneous sensors.** Much existing work assumes the network is composed of homogeneous nodes. Making best use of the resources in heterogeneous sensor networks remains a challenging problem.

- **Security.** Some initial work has focused on different aspects of security such as ensuring privacy and preventing denial-of-service attacks, but many open questions remain. How much and what type of security is really needed? How can data be authenticated? How can misbehaving nodes be prevented from providing false data? Can energy and security be traded-off such that the level of network security can be easily adapted? These and many other security-related topics must be researched to find low-energy approaches to securing sensor networks.

- **Actuation.** Eventually sensor networks will “close the loop” by providing not only sensing capabilities but also the ability to automatically control the environment based on sensing results. In this case, data do not need to reach any sort of base station or sink points, and thus current models for sensor networks may not be valid. Research is needed to find good protocols for this new sensor network model.

- **Distributed and collaborative data processing.** While much work has been done on architectures to support distributed and collaborative data processing, this is by no means a solved problem. One open question is how to best process heterogeneous data. Furthermore, how much data and what type of data should be processed to meet application QoS goals while minimizing energy drain? These and other questions remain to be solved.

- **Integration with other networks.** Sensor networks may indeed interface with other networks, such as a WiFi network, a cellular network, or the Internet. What is the best way to interface these networks? Should the sensor network protocols support (or at least not compete with) the protocols of the other networks? Or should the sensors have dual network interface capabilities? For some sensor network applications, these questions will be crucial and research is needed to find good solutions.

- **Sensor deployment.** Given that sensor networks suffer from the “hot spot” problem due to the many-to-one traffic patterns, if it is possible to place the sensors at particular locations (or at least certain areas), how should the sensors be deployed so that both sensing and communication goals can be satisfied?

This list highlights just a few of the open research questions. Given the numerous current and envisioned applications for sensor networks, it is likely that research on ways to make these networks better will continue for years to come.
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37.1 Why Information Fusion?

In environments where sensors can be exposed to conditions that might interfere with the measurements provided, wireless sensor networks (WSNs) are used. Such conditions include strong variations in temperature and pressure, electromagnetic noise, and radiation. Therefore, sensor measurements may be imprecise or even useless. Even when environmental conditions are ideal, sensors may not provide the perfect measurements. Essentially, a sensor is a measurement device and an imprecise value is usually associated with its observation. Such imprecisions represent imperfections in the technology and methods used to measure a physical phenomenon or property. In this case, information fusion can be used to
process the data provided by multiple sensors and to filter noise measurements providing more accurate information about the monitored entity. Besides data gathering, it is necessary to understand what the sensor measurements mean, so that events can be detected and undesirable situations avoided. In this case, information fusion can be used to make inference about a monitored entity, for example, given the sensor data and a world model, inference algorithms can be used to provide an interpretation of what is actually happening in the environment.

WSNs are often composed of a large number of sensor nodes posing a new scalability challenge caused by potential collisions and transmissions of redundant data. Regarding energy restrictions, communication should be reduced to increase the lifetime of the sensor nodes. When information fusion is performed during the routing process, that is, sensor data is fused and only the result is forwarded, the number of messages is reduced, collisions are avoided, and energy is saved.

Many definitions of data fusion were provided over the years, and most of them have their origins in the military and remote sensing fields. In 1991, the data fusion work group of the Joint Directors of Laboratories organized an effort to define a lexicon [1] with some terms of reference for data fusion. They define data fusion as a “multi-level, multifaceted process handling the automatic detection, association, correlation, estimation, and combination of data and information from several sources.” Klein [2] generalizes this definition stating that data can be provided either by a single source or by multiple sources. Both definitions are general and can be applied in different fields including remote sensing.

Hall and Llinas [3] define data fusion as “the combination of data from multiple sensors, and related information provided by associated databases, to achieve improved accuracy and specific inferences that could not be achieved using a single sensor.” Here, data fusion is clearly performed with an objective namely accuracy improvement. However, this definition is restricted to data provided only by sensors and does not foresee the use of data from a single source.

Claiming that all the previous definitions are focused on methods, means, and sensors, Wald [4] changes the focus to the framework used to fuse data. The author states that “data fusion is a formal framework in which are expressed means and tools for the alliance of data originating from different sources. It aims at obtaining information of greater quality; the exact definition of ‘greater quality’ will depend upon the application.” In addition, Wald considers data taken from the same source in different instants as different sources. Note that “quality” is a loose term intentionally adapted to denote that the fused data is somehow more appropriate to the application than the original data. In particular, for WSNs, data can be fused with at least two objectives: improve accuracy and reduce cost of communication.

In Reference 5, Dasarathy suggests the term “information fusion” stating that “in the context of its usage in the society, it encompasses the theory, techniques and tools created and applied to exploit the synergy in the information acquired from multiple sources (sensor, databases, information gathered by human, etc.) such that the resulting decision or action is in some sense better (qualitatively or quantitatively, in terms of accuracy, robustness, etc.) than would be possible if any of these sources were used individually without such synergy exploitation.” Possibly, this is the broadest definition embracing any type of source, knowledge, and resource used to fuse different pieces of information. Recently, the term “data aggregation” has been used by the WSN community to refer to information fusion [6,7].

### 37.2 Chapter Outline

The rest of this chapter will present some information fusion algorithms. Although there are several algorithms that can be classified as information fusion, we discuss only those that we believe to be the most important ones. These algorithms are classified into four different groups, and for each one of these groups, we present two representative methods in detail and discuss some other algorithms. The groups we present are the following:

- **Algorithms for abstract sensors.** These algorithms are suitable for sensor measurements provided in the form of intervals of values.
Estimation algorithms. Estimation algorithms are used to increase data quality by filtering or to make predictions about a physical property.

Feature map algorithms. Features can be associated with geographical positions to provide a map describing how such features are distributed within a given area.

Inference algorithms. These algorithms are used to make inferences about what is the actual meaning of the measurements provided by the sensors.

The remainder of the chapter is organized as follows: Section 37.3 discusses algorithms designed for the acquisition of reliable abstract sensors. Estimation algorithms are presented in Section 37.4. Section 37.5 discusses feature maps. Section 37.6 presents information fusion algorithms used to reason about the data gathered by sensors. We conclude the chapter by presenting some bibliographic notes in Section 37.7.

37.3 Abstract Sensor Algorithms

The algorithms presented in this section were proposed to deal with reliable abstract sensors. The concept of reliable abstract sensor was introduced by Marzullo [8] in the early 1990s. This term defines one of the three sensor types identified in References 8 to 10: concrete, abstract, and reliable abstract sensors. A concrete sensor is a device that perceives the environment by sampling a physical state variable of interest. An abstract sensor is a set of possible values that the physical state variable can assume. Finally, a reliable abstract sensor is the interval (or a set of intervals) that always contains the real value of the physical state variable. A reliable abstract sensor is computed based on several abstract sensors.

37.3.1 Fault-Tolerant Averaging Algorithm

The fault-tolerant averaging algorithm [8] for computing a reliable abstract sensor assumes that at most \( f \) of \( n \) abstract sensors are faulty (i.e., incorrect), where \( f \) is a parameter. Let \( I \) be the set of intervals provided by \( n \) abstract sensors that refer to samples of the same physical state variable taken at the same instant. Considering that at most \( f \) out of \( n \) sensors are faulty, the fault-tolerant averaging computes the Marzullo function \( M_{f,n}(I) \) that is the smallest interval that surely contains the correct physical value. The implementation is \( M_{f,n}(I) = [\text{low}, \text{high}] \), such that \( \text{low} \) is the smallest value in at least \( n - f \) intervals in \( I \), and \( \text{high} \) is the largest value in at least \( n - f \) intervals in \( I \). In Reference 8, Marzullo shows that the algorithm can be computed in \( O(n \log n) \) by sorting the intervals.

As the algorithm computes an intersection of intervals, depending on the intervals in \( I \), the result of \( M_{f,n}(I) \) can be more accurate than any sensor in \( I \), that is, the resultant interval sometimes can be tighter than the original ones. However, \( M_{f,n}(I) \) cannot be more accurate than the most accurate sensor in \( I \) when \( n = 2f + 1 \).

It is true that the result of \( M \) certainly contains the correct value when the number of faulty sensors is at most \( f \). However, it presents an unstable behavior in the sense that minor changes in the input may produce a quite different output.

The pseudo-code of the Marzullo algorithm is depicted in Algorithm 37.1. Lines 1 to 4 specify the input parameters, where:

- \( n \) is the number of intervals (sensors' data)
- \( f \) is the number of faulty sensors
- \( \text{lowData} \) is an \( n \)-vector that stores the low values of the input intervals
- \( \text{highData} \) is an \( n \)-vector that stores the high values of the input intervals

For all \( 1 \leq i \leq n \), the data provided by sensor \( i \) is the interval \( s_i = [l_i, h_i] \), where \( l_i = \text{lowData}[i] \) and \( h_i = \text{highData}[i] \). The local variables in lines 5 to 8 are:

- \( \text{low} \) to store the low limit of the resultant interval
- \( \text{high} \) to store the high limit of the resultant interval
lowInterval is an \(n\)-vector that stores the number of intervals containing each low value

highInterval is an \(n\)-vector that stores the number of intervals containing each high value

For all \(1 \leq i \leq n\), data from sensor \(i\) is \(s_i = [l_i, h_i]\), and \(lowInterval[i]\) is the number of intervals containing \(l_i\), and \(highInterval[i]\) is the number of intervals containing \(h_i\).

A simple way to compute the vectors \(lowInterval\) and \(highInterval\) is to compare all intervals with each other. This is performed in lines 11 to 22. Line 15 evaluates whether the low value of sensor \(i\) is contained by the other intervals, and line 18 does the same for the high value of sensor \(i\). Then, the

Algorithm 37.1 Marzullo function, a simple implementation

\[
\begin{align*}
\textbf{Input:} & \\
1: & n; \text{\{number of intervals (sensors)\}} \\
2: & f; \text{\{number of faulty intervals (sensors)\}} \\
3: & lowData[1..n]; \text{\{minimum values of the intervals\}} \\
4: & highData[1..n]; \text{\{maximum values of the intervals\}} \\
\textbf{Variables:} & \\
5: & low; \text{\{stores the resultant low value\}} \\
6: & high; \text{\{stores the resultant high value\}} \\
7: & lowInterval[1..n]; \text{\{stores the number of intervals containing each low value\}} \\
8: & highInterval[1..n]; \text{\{stores number of intervals containing each high value\}} \\
9: & \textbf{begin} \\
10: & \text{\{Intervals computation\}} \\
11: & \textbf{for } i \leftarrow 1 \text{ to } n \textbf{ do} \\
12: & \quad lowInterval[i] \leftarrow 0; \\
13: & \quad highInterval[i] \leftarrow 0; \\
14: & \quad \textbf{for } j \leftarrow 1 \text{ to } n \textbf{ do} \\
15: & \quad \quad \textbf{if } lowData[i] \in [lowData[j], highData[j]] \textbf{ then} \\
16: & \quad \quad \quad lowInterval[i] \leftarrow lowInterval[i] + 1; \\
17: & \quad \quad \textbf{end if} \\
18: & \quad \quad \textbf{if } highData[i] \text{ in } [lowData[j], highData[j]] \textbf{ then} \\
19: & \quad \quad \quad highInterval[i] \leftarrow highInterval[i] + 1; \\
20: & \quad \quad \textbf{end if} \\
21: & \quad \textbf{end for} \\
22: & \textbf{end for} \\
23: & \text{\{Finding the low and high values\}} \\
24: & \quad low \leftarrow \infty; \\
25: & \quad high \leftarrow -\infty; \\
26: & \textbf{for } i \leftarrow 1 \text{ to } n \textbf{ do} \\
27: & \quad \textbf{if } (lowData[i] < low) \land (lowInterval[i] \geq n - f) \textbf{ then} \\
28: & \quad \quad low \leftarrow lowData[i]; \\
29: & \quad \textbf{end if} \\
30: & \quad \textbf{if } (highData[i] > high) \land (highInterval[i] \geq n - f) \textbf{ then} \\
31: & \quad \quad high \leftarrow highData[i]; \\
32: & \quad \textbf{end if} \\
33: & \textbf{end for} \\
34: & \textbf{return } [low, high]; \\
35: & \textbf{end}
\end{align*}
\]
Another important representation of the fusion algorithm for abstract sensors is the fault-tolerant interval function, or simply the $F$ function, which was proposed by Schmid and Schossmaier [11].

The algorithm also assumes that at most $f$ of $n$ abstract sensors are faulty, where $f$ is a parameter. Let $\mathcal{I} = \{I_1, \ldots, I_n\}$ be the set of intervals $I_i = [x_i, y_i]$ provided by $n$ abstract sensors. The FTI intersection function is given by $\mathcal{F}_n^f(\mathcal{I}) = [\text{low}, \text{high}]$, where $\text{low}$ is the $(f+1)$th largest of the left edges $[x_1, \ldots, x_n]$, and $\text{high}$ is the $(f+1)$th smallest of the right edges $[y_1, \ldots, y_n]$.

Differently from the Marzullo function, the $F$ function assures that minor changes in the input intervals will result in minor changes in the integrated result. However, the $F$ function sacrifices accuracy generating larger output intervals [12].

A possible implementation of the $\mathcal{F}_n^f$ function is depicted in Algorithm 37.2. The input parameters are declared in lines 1 to 4 where:

- $n$ is the number of intervals (sensors’ data)
- $f$ is the number of faulty sensors
- $\text{lowData}$ is an $n$-vector that stores the low values of the input intervals
- $\text{highData}$ is an $n$-vector that stores the high values of the input intervals

FIGURE 37.1 Example of the $M$ function.

number of intervals containing the low and high values of each interval $s_i$ is stored in $\text{lowInterval}[i]$ and $\text{highInterval}[i]$, respectively. Observe that this part of the algorithm runs in $O(n^2)$.

Once $\text{lowInterval}$ and $\text{highInterval}$ are computed we can search for the final low and high values of the Marzullo function. Then, we search all the elements in $\text{lowData}$ and $\text{highData}$ (line 26), determine the smallest value in at least $n-f$ intervals as low (line 28), and the largest value in at least $n-f$ intervals as high (line 31). The final result is $[\text{low}, \text{high}]$. Since this step runs in $O(n)$, the complexity of this algorithm is $O(n^2) + O(n) = O(n^2)$.

Let us now present an illustrative example to compute the Marzullo function. Figure 37.1(a) shows a scenario with four sensors $\{S_1, S_2, S_3, S_4\}$, where just one of them is a faulty sensor. Note that $S_2$ and $S_3$ are the only intervals that do not have any intersection, consequently, one of them is the faulty sensor. Since it is not possible to discover which one provides the correct interval, both must be covered to securely include the real value. Thus, $M_4^1(S_1, S_2, S_3, S_4)$ returns the interval $[\text{low}, \text{high}]$, where $\text{low}$ is the smallest value in at least $n-f = 4-1 = 3$ intervals (which is the left edge of $S_1$), and $\text{high}$ is the largest value in at least $n-f = 4-1 = 3$ intervals (which is the right edge of $S_4$).

It is possible to see in Figure 37.1(b) that $M$ presents an unstable behavior. Note that if the right edge of $S_2$ moves to the left, as given by $S_2'$, then the left edge of the result becomes the left edge of $S_1$. Thus, a small change in $S_2$, but large enough to avoid an intersection with $S_1$, causes a greater variation in the final result.

37.3.2 The Fault-Tolerant Interval Function

Another important representation of the fusion algorithm for abstract sensors is the fault-tolerant interval (FTI) function, or simply the $F$ function, which was proposed by Schmid and Schossmaier [11].

Let $\mathcal{I} = \{I_1, \ldots, I_n\}$ be the set of intervals $I_i = [x_i, y_i]$ provided by $n$ abstract sensors. The FTI intersection function is given by $F_n^f(\mathcal{I}) = [\text{low}, \text{high}]$, where $\text{low}$ is the $(f+1)$th largest of the left edges $[x_1, \ldots, x_n]$, and $\text{high}$ is the $(f+1)$th smallest of the right edges $[y_1, \ldots, y_n]$.

Differently from the Marzullo function, the $F$ function assures that minor changes in the input intervals will result in minor changes in the integrated result. However, the $F$ function sacrifices accuracy generating larger output intervals [12].

A possible implementation of the $F_n^f$ function is depicted in Algorithm 37.2. The input parameters are declared in lines 1 to 4 where:
Algorithm 37.2 FTI Function

▷ Input:
1: \( n \); \{number of intervals (sensors)\}
2: \( f \); \{number of faulty intervals (sensors)\}
3: \( \text{lowData}[1..n] \); \{minimum values of the intervals\}
4: \( \text{highData}[1..n] \); \{maximum values of the intervals\}

▷ Variables:
5: \( \text{low} \); \{stores the resultant low value\}
6: \( \text{high} \); \{stores the resultant high value\}

7: begin
8: \{sort the input vectors\}
9: \( \text{sort} (\text{lowData}, n) \);
10: \( \text{sort} (\text{highData}, n) \);

11: \{get the resultant values\}
12: \( \text{low} \leftarrow \text{lowData}[n-f] \);
13: \( \text{high} \leftarrow \text{highData}[f+1] \);
14: return \([\text{low}, \text{high}]\);
15: end

Both \( \text{lowData} \) and \( \text{highData} \) vectors are sorted in lines 9 and 10, respectively, such as \( \text{lowData}[i] \leq \text{lowData}[j] \) and \( \text{highData}[i] \leq \text{highData}[j] \) for all \( 1 \leq i < j \leq n \). This step can be executed in \( O(n \log n) \) using well-known sorting algorithms. Then, the \((f+1)\)th largest element of \( \text{lowData} \) is chosen as \( \text{low} \) (line 12), while the \((f+1)\)th smallest element of \( \text{highData} \) is chosen as \( \text{high} \) (line 13). The final result is \([\text{low}, \text{high}]\). The algorithm runs in \( O(n \log n) \).

To exemplify the behavior of \( F \), we consider in Figure 37.2 the same example provided before. The resulting interval is slightly larger than the intervals returned by \( M \) (Figure 37.2[a]). However, the resulting interval does not change when \( S'_2 \) is used instead of \( S_2 \) (Figure 37.2[b]). As a general result, \( M \) tends to achieve tighter intervals than \( F \). However, \( F \) is less vulnerable to small changes in the input intervals.

37.3.3 Other Representative Abstract Sensor Algorithms

Chew and Marzullo \[9\] extend the original fault-tolerant averaging algorithm (single dimensional) to fuse data from multidimensional sensors. In Reference 10, Jayasimha extends Marzullo’s original work (for the single-dimensional case) to detect all sets (combinations) of possibly-faulty sensors.
After the $M_n^f$ function was introduced, other fusion methods were proposed for abstract sensors. Besides the $F_n^f$ function, an overlap function $O$ was proposed in Reference 13. Compared to $M_n^f$ and $F_n^f$, the overlap function provides tighter intervals when the total number of sensors and tamely faulty sensors are large [13]. This technique is generalized in the abstract framework for fault-tolerant integration proposed by Iyengar and Prasad [14]. In References 15 and 16, a multi-resolution decomposition is applied to analyze the overlap function by resolving it at several successively finer scales to isolate the region containing the correct value.

### 37.4 Estimation Algorithms

Many estimation algorithms for data fusion were inherited from digital signal processing (DSP) and control theory. Algorithms of control theory usually apply the probability laws to calculate a process state vector from a measurement vector or a sequence of measurement vectors [17]. Further information about estimation methods can be found in Kailath et al. [18].

#### 37.4.1 Moving Average Filter Algorithm

The moving average [19] algorithm is widely adopted in DSP solutions because it is very simple to understand and use. Furthermore, this filter is optimal for reducing random noise while retaining a sharp step response. This is the reason that makes the moving average the main filter for encoded signals in the time domain. As the name suggests, this filter computes the arithmetic mean of a number of input measures to produce each point of the output signal. This can be translated in the following equation:

$$\text{output}[i] = \frac{1}{m} \sum_{k=0}^{m-1} \text{input}[i-k] \quad (37.1)$$

where $m$ is the filter’s window, that is, the number of input observations to be fused. Observe that $m$ is also the number of steps the filter takes to detect the change in the signal level. The lower the value of $m$, the sharper the step edge. On the other hand, the greater the value of $m$, the cleaner the signal.

The mathematical definition of the moving average filter (37.1) can be translated into Algorithm 37.3. The input parameters declared in lines 1 to 3 are:

- The filter’s window $m$
- The number of input samples $n$
- The $n$-vector `input`, with the digital signal to be filtered

The variables used include a temporary accumulator `acc` (line 4) to store the sum of the input samples, and an $n$-vector `output` (line 5) to store the filtered signal. Initially, the accumulator `acc` is set with the sum of the first $m$ input points (line 10), and the first $m-1$ output points are set to 0 (line 11). These are undefined points because the moving average takes $m$ input points to generate one filtered point. Then, the filter computes the first filtered point `output[m]` (line 14). After that, to compute the remaining points, the filter adds the next input point, subtracts the first point used to compute the prior point (line 16), and computes the average (line 17).

To exemplify the moving average filter suppose that we have the data traffic received by a sink node of a flat WSN during 1500 sec, as depicted in Figure 37.3(a), and we want to analyze it. In this network, the traffic is kept constant at 7.5 packets/sec (pps) during the first 500 sec, then the traffic level decreases to 7.35 pps, and after 1000 sec, the traffic level decreases again reaching 7.3 pps.

Figure 37.3 shows an example of how the moving average filter works. Figure 37.3(a) and Figure 37.3(b) depict the real traffic and the measured traffic, respectively. The measured traffic presents some noise, due to queue delays, collisions, and clock-drifts. Figure 37.3(c) to Figure 37.3(e), depict the filtered traffic for different values of $m$. The moving average filter not only smoothes the noise amplitude, but also reduces the sharpness of the edges. Furthermore, the lower the value of $m$, the sharper the step edge. On the other
Algorithm 37.3 Moving Average Filter

▷ **Input:**
1: \( m \); \{filter's window\}
2: \( n \); \{number of input samples\}
3: input\([1..n]\]; \{input samples vector\}

▷ **Variables:**
4: acc; \{temporary accumulator\}
5: output\([1..n]\]; \{stores the filtered samples\}
6: begin
7: \{Initialize the filter with \( m \) samples\}
8: acc ← 0;
9: for \( i ← 1 \) to \( m - 1 \) do
10: acc ← acc + input\([i]\);
11: output\([i]\) ← 0;
12: end for
13: \{compute the filtered samples\}
14: output\([m]\) ← acc / \( m \);
15: for \( i ← m + 1 \) to \( n \) do
16: acc ← acc + input\([i]\) − input\([i - m]\);
17: output\([m]\) ← acc / \( m \);
18: end for
19: return output;
20: end

hand, the greater the value of \( m \), the cleaner the signal. The amount of noise reduction is equal to the square root of the filter window \( m \), which is also the number of steps the filter takes to detect the change in the signal level.

37.4.2 Kalman Filter Algorithm

The Kalman filter is the most popular fusion method. It was originally proposed in 1960 by Kalman [20] and it has been extensively studied since then [21–23]. For a general introduction, see Maybeck [24] and Bishop and Welsh [23].

The Kalman filter tries to estimate the state \( x \) of a discrete-time controlled process that is ruled by the state-space model

\[
x(k + 1) = \Phi(k)x(k) + G(k)u(k) + w(k)
\]

with measurements \( z \) represented by

\[
z(k) = H(k)x(k) + v(k)
\]

where \( w \) and \( v \) are random variables that represent the Gaussian noise with covariances \( Q(k) \) and \( R(k) \), respectively.

The notations we adopt in the next expressions are defined as follows. For any variable \( A \):

- \( A(k \mid k) \) is the current estimate of \( A \)
- \( A(k + 1 \mid k) \) is the prediction of \( A \) given the current sample \( k \)
- \( A(k \mid k - 1) \) is the last prediction of \( A \)
Thus, based on the measurements $z$, the estimate of $x(k)$, represented by $\hat{x}(k \mid k)$, and the prediction of $x(k+1)$, represented by $\hat{x}(k+1 \mid k)$, have the form

$$\hat{x}(k \mid k) = \hat{x}(k \mid k-1) + K(k)[z(k) - H(k)\hat{x}(k \mid k-1)], \quad (37.4)$$

$$\hat{x}(k+1 \mid k) = \Phi(k)\hat{x}(t \mid t) + G(k)u(k) \quad (37.5)$$

where $K(k)$ is the Kalman filter gain determined by

$$K(k) = P(k \mid k-1)H^T(k)[H(k)P(k \mid k-1)H^T(k) + R(k)]^{-1} \quad (37.6)$$
where $R(k)$ is the covariance matrix of the measurement error and $P(k | k - 1)$ is the covariance matrix of the prediction error that is determined by

$$
P(k + 1 | k) = \Phi(k)P(k | k - 1)\Phi^T(k) + Q(k) \tag{37.7}
$$

and

$$
P(k | k) = P(k | k - 1) - K(k)H(k)P(k | k - 1) \tag{37.8}
$$

The Kalman filter is used to fuse low-level redundant data. If the system can be described by a linear model and the error can be modeled as a Gaussian noise, the Kalman filter recursively retrieves statistically optimal estimates [21]. However, other methods should be adopted to deal with nonlinear dynamics and a nonlinear measurement model. According to Jazwinski [25], the variation named Extended Kalman Filter [23] is the most popular approach to implement recursive nonlinear filters. The standard Kalman filter presented above is a simple centralized version that can be extended to improve its performance (e.g., the state prediction [26]) or to be the basis of decentralized implementations [27–30].

Although the provided matrix representation may seem a little complex, an actual implementation of the Kalman filter is very simple as we illustrate in the following. Let us assume that the noisy measurement is the state itself, that is, $H(\hat{k}) = 1$. Thus, (37.6) is reduced to

$$
K(k) = P(k | k - 1)[P(k | k - 1) + R(k)]^{-1} \tag{37.9}
$$

where $P(k | k - 1)$ is the variance of the last estimation of $\hat{x}$, and $R(k)$ is the variance of the current measurement. Consequently, (37.4) is reduced to

$$
\hat{x}(k | k) = \hat{x}(k | k - 1) + K(k)[z(k) - \hat{x}(k | k - 1)] \tag{37.10}
$$

Thus, (37.9) and (37.10) can be used to implement a Kalman filter that estimates the real value of $n$ independent and redundant measurements, as described in Algorithm 37.4. The input parameters declared in lines 1 to 3 are:

- The number of input measurements $n$
- The $n$-vector input, with the actual measurements
- The $n$-vector $R$, with the variance (uncertainty) of each measurement

The variables declared are $K$ (line 4), which is used to store the Kalman filter gain, $P$ (line 5), which is used to store the covariance prediction error, and $x$ (line 6), which stores the result of the fusion. Then, expressions (37.9) and (37.10) are recursively applied to each element of the input data, see lines 13 and 14. Also, the covariance prediction error is updated (line 15). Once all data is processed, the algorithm returns the fused value and the resultant variance (line 17).

To exemplify the Kalman filter, suppose that we are monitoring the temperature of a controlled laboratory with four independent sensors $\{S_1, S_2, S_3, S_4\}$, and we have the sensor readings given in Table 37.1. Applying Algorithm 37.4 to $\{S_1, S_2, S_3, S_4\}$, the result will be $19.4 \pm 0.5$. Note that resultant error, 0.5, is smaller than the error associated with the input data, which means that the result is more precise. The execution of Algorithm 37.4 is shown below:

**Step 1** Getting the $S_i$ (lines 8 and 9):

$$x = 20;$$

$$P = 2.5;$$
Algorithm 37.4 Kalman Filter

\[\text{Input:}\]
\[\begin{align*}
1: & \ n; \ \{\text{number of input samples}\} \\
2: & \ input[1..n]; \ \{\text{input samples (measurements) vector}\} \\
3: & \ R[1..n]; \ \{\text{vector of measurements error}\}
\end{align*}\]

\[\text{Variables:}\]
\[\begin{align*}
4: & \ K; \ \{\text{stores the filter's gain}\} \\
5: & \ P; \ \{\text{stores the estimation error}\} \\
6: & \ x; \ \{\text{stores the current estimation}\}
\end{align*}\]

\[\text{begin:}\]
\[\begin{align*}
\text{initialize the filter} \\
& x = input[1]; \\
& P = R[1]; \\
\text{compute the current estimation and its error} \\
& \text{for } i \leftarrow 2 \text{ to } n \text{ do} \\
& \quad K = P / (P + R[i]); \\
& \quad x = x + K \cdot (input[i] - x); \\
& \quad P = (P \cdot R[i]) / (P + R[i]); \\
\text{end for}
\end{align*}\]

\[\text{return } [x, P]; \]

\[\text{end}\]

**TABLE 37.1** Applying the Kalman Filter

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Measurement (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>20.0 ± 2.5</td>
</tr>
<tr>
<td>S2</td>
<td>19.0 ± 1.7</td>
</tr>
<tr>
<td>S3</td>
<td>18.5 ± 1.5</td>
</tr>
<tr>
<td>S4</td>
<td>21.0 ± 2.3</td>
</tr>
</tbody>
</table>

**Step 2** Fuse of the sensor data (lines 11 to 15):

**Step 2.1** Fuse of \(x\) and \(S_2\):

\[
K = \frac{2.5}{2.5 + 1.7} = 0.6; \\
x = 20.0 + 0.6(19.0 - 20.0) = 19.4; \\
P = \frac{2.5 \times 1.7}{2.5 + 1.7} = 1.0;
\]

**Step 2.2** Fuse of \(x\) and \(S_3\):

\[
K = \frac{1.0}{1.0 + 1.5} = 0.4; \\
x = 19.4 + 0.4(18.5 - 19.4) = 19.0; \\
P = \frac{1.0 \times 1.5}{1.0 + 1.5} = 0.6;
\]
37.4.3 Other Representative Estimation Algorithms

The Maximum \textit{a posteriori} Probability [31] is a fusion method based on the Bayesian theory. It is used when parameter \( x \) to be discovered is a random variable with a previously known \textit{probability density function} (pdf). Given a measurement sequence, the maximum \textit{a posteriori} probability tries to find the most likely value of \( x \) by finding the posterior pdf of \( x \) and searching for the value of \( x \) that minimizes this pdf.

The least squares [31] is a method used when the parameter to be estimated is not considered a random variable. In contrast to the maximum \textit{a posteriori} probability, this method does not assume any prior probability. The least squares handles the measurements as a deterministic function of the state, and it searches for the value of \( x \) that minimizes the sum of the squared errors between the real observations and the predicted ones.

The particle filters are recursive implementations of statistical signal processing [32] known as sequential Monte Carlo methods [33,34]. Although the Kalman filter is the classical approach for state estimation, particle filters represent an alternative for applications with non-Gaussian noise, especially when computational power is rather cheap and the sampling rate is low [35]. The particle filters attempt to build the posterior pdf based on a large number of random samples called particles. The particles are propagated over time sequentially combining sampling and re-sampling steps. At each time step, the re-sampling is used to discard some particles increasing the relevance of regions with high posterior probability.

37.5 Feature Map Algorithms

For some applications, such as resource management, it might be infeasible to directly use individual sensory data. In such cases, features representing some aspects of the environment can be extracted and used by the application. Feature maps are produced by fusion processes to represent how one or more features are distributed along the monitored area.

37.5.1 Network Scan Algorithms

(Sensor) Network Scans are defined by Zhao et al. [36] as a sort of resource/activity map for WSNs. Analogous to a weather map, the network scan depicts the geographical distribution of a resource or activity of a WSN. Considering a resource of interest, instead of providing detailed information about each sensor node in the network, these scans offer a summarized view of the resource distribution.

Regarding a monitored resource or feature, a \textit{Scan} \( \xi \) is a tuple

\[ \xi(\text{region}, \text{min}, \text{max}) \]  

(37.11)

where \( \text{region} \) is the region represented by the \( \xi \), \( \text{min} \) is the minimum value of a sensor contained in \( \text{region} \), and \( \text{max} \) is the maximum value of a sensor inside \( \text{region} \).

The algorithm is quite simple. First, an aggregation (fusion) tree is formed to determine how the nodes will communicate. Second, each sensor computes its local \textit{Scan} and whenever the energy level drops significantly since the last report, the node sends its \textit{Scan} toward the user. The \textit{Scans} are fused when a
node receives two or more topologically adjacent Scans that have the same or similar level. The fused Scan is a polygon corresponding to a region and the summarized value of the nodes within that region.

Two Scans are similar if the relative error is within a given threshold, called tolerance. Although this error can be computed in different ways, Zhao et al. [36] suggest the expression

\[
\frac{\max(\text{scan}_A.\max, \text{scan}_B.\max) - \min(\text{scan}_A.\min, \text{scan}_B.\min)}{\text{avg}(\text{scan}_A.\min, \text{scan}_A.\max, \text{scan}_B.\min, \text{scan}_B.\max)}
\]

(37.12)

to compute the relative error of fusing \text{scan}_A with \text{scan}_B.

Similarly, two Scans are adjacent if the distance between the regions of the Scans are within a given threshold, called resolution. Again, this distance can be computed in different ways. One possibility is to compute the smallest distance between the regions of the considered Scans.

The process of fusing two Scans is depicted in Algorithm 37.5. Lines 1 to 4 specify the input parameters where:

- \text{scan}_A is the first scan to be fused.
- \text{scan}_B is the second scan to be fused.
- \( T \) is the tolerance threshold. Two scans cannot be fused if the resultant error is greater than \( T \).
- \( R \) is the resolution parameter that is used to decide if two regions are adjacent.

**Algorithm 37.5 Network Scan**

▷ **Input:**
1: \text{scan}_A; \{input scan A\}
2: \text{scan}_B; \{input scan B\}
3: \( T \); \{tolerance parameter\}
4: \( R \); \{resolution parameter\}

▷ **Variables:**
5: \text{scan}_R; \{stores the resultant scan\}

6: begin
7: \{initialize the result\}
8: \text{scan}_R \leftarrow \text{nil};

9: \{compute the relative error\}
10: \text{error} \leftarrow \max(\text{scan}_A.\max, \text{scan}_B.\max) - \min(\text{scan}_A.\min, \text{scan}_B.\min);
11: \text{error} \leftarrow \text{error} / \text{avg}(\text{scan}_A.\min, \text{scan}_A.\max, \text{scan}_B.\min, \text{scan}_B.\max);

12: \{compute the distance between region of \text{scan}_A and region of \text{scan}_B\}
13: \text{dist} \leftarrow \text{distance}(\text{scan}_A.\text{region}, \text{scan}_B.\text{region});

14: \{If the error is tolerable and the regions are adjacent\}
15: \text{if} \ \text{error} \leq T \ \text{and} \ \text{dist} < R \ \text{then}
16: \{then \text{scan}_A and \text{scan}_B are fused\}
17: \text{result}.\min \leftarrow \min(\text{scan}_A.\min, \text{scan}_B.\min);
18: \text{result}.\max \leftarrow \max(\text{scan}_A.\max, \text{scan}_B.\max);
19: \text{result}.\text{region} \leftarrow \text{merge}(\text{scan}_A.\text{region}, \text{scan}_B.\text{region});
20: \text{endif}

21: \text{return} \ \text{scan}_R;
22: \text{end}
The sole variable is \( \text{scanR} \) (line 5) and it is used to store the resultant network scan. First, the error is computed in lines 9 to 11 using (37.12). Second, the distance between \( \text{scanA} \) and \( \text{scanB} \) is computed in lines 12 and 13. Then, the algorithm verifies if the two scans are correlated by checking the tolerance and resolution parameters (line 15). If \( \text{scanA} \) and \( \text{scanB} \) are correlated, then they are fused in \( \text{scanR} \) (lines 16 to 19).

To exemplify this algorithm consider two network scans, \( \text{scanA} \) and \( \text{scanB} \), depicted in Figure 37.4 such that the monitored resource is the residual energy and the input parameters are:

- \( \text{scanA.min} = 10\% \)
- \( \text{scanA.max} = 15\% \)
- \( \text{scanB.min} = 9\% \)
- \( \text{scanB.max} = 14\% \)
- \( \text{distance} (\text{scanA}, \text{scanB}) = \text{distance}(S_A, S_B) = 1.7 \text{u} \) (\( \text{u} = 1 \text{ unit} \))
- \( R = 2.0 \text{m} \)
- \( T = 0.9 \)

Applying (37.12), we obtain an error of 0.5 that is smaller than the tolerance \( T = 0.9 \). Also, the distance between the two network scans is smaller than the resolution. Thus, the fused result is given by \( \text{scanR.min} = 9\% \), \( \text{scanR.max} = 15\% \), and \( \text{scanR.region} \) is depicted in Figure 37.4.

### 37.5.2 Other Representative Feature Map Algorithms

Occupancy grids, also called occupancy maps or certainty grids, define a multidimensional (2D or 3D) representation of the environment describing which areas are occupied by an object or which areas are free spaces. The original proposal was provided by Moravec and Elfes [37–39] to build an internal model of static environments based on ultrasonic data. According to Elfes [40], an occupancy grid is “a multidimensional random field that maintains stochastic estimates of the occupancy state of the cells,” that is, the observed space is divided into square or cubic cells and each cell contains a value indicating its probability of being occupied. Usually, such probability is computed — based on information provided by several sensors — using different methods, such as Bayesian theory, Dempster–Shafer reasoning, and fuzzy set theory [41].

### 37.6 Inference Methods

Inference methods are often applied in decision fusion when a decision is taken based on the knowledge of the perceived situation. In this context, inference refers to the transition from one likely true proposition to another the true value of which is believed to result from the previous one. Classical inference methods are based on the Bayesian inference [42] and Dempster–Shafer belief accumulation theory [43,44].
Algorithm 37.6 Bayesian inference

▷ Input:
1: n; \{number of evidences\}
2: probXY [1..n]; \{a priori probabilities of X regarding each hypothesis\}
3: probY[1..n]; \{a priori probability of each hypothesis\}
4: probX; \{a priori probability of X\}

▷ Variables:
5: probYX [1..n]; \{stores the a posteriori probability of each hypothesis\}
6: mostlikely; \{stores the most likely hypothesis\}

7: begin
8: \{apply the Bayes's rule\}
9: for i← 1 to n do
10:     probYX[i]← probXY[i]× probY[i]/ probX ;
11: endfor
12: \{find the most likely hypothesis\}
13:     mostlikely = 1;
14: for i ← 2 to n do
15:     if probYX[i] > probYX [mostlikely] then
16:         mostlikely← i ;
17: end if
18: end for
19: return mostlikely ;
20: end

37.6.1 Bayesian Inference

Bayesian inference offers a formalism for information fusion where information is combined according to the rules of probability theory. The uncertainty is represented in terms of conditional probabilities representing the belief, and it can assume values in the $[0, 1]$ interval, where 0 is the absolute disbelief and 1 is the absolute belief. Bayesian inference is based on the rather old Bayes's rule [42], which states that

$$
P(Y | X) = \frac{P(X | Y)P(Y)}{P(X)}$$  \hfill (37.13)

where the a posteriori probability $P(Y | X)$ represents the belief of hypothesis $Y$ given the information $X$. This probability is obtained by multiplying $P(Y)$, the a priori probability of hypothesis $Y$, by $P(X | Y)$, the probability of receiving $X$ given that $Y$ is true. The probability $P(X)$ is considered as a normalizing constant. The main issue regarding Bayesian inference is that it requires a priori knowledge of the probabilities $P(X)$ and $P(X | Y)$, which may be unavailable. For this reason, subjective probabilities [45] are frequently used.

Bayesian inference can be used in different contexts and different algorithms to search for the most likely hypothesis. However, we can still think about it as an algorithm as we see below. This algorithm searches for the most likely hypothesis given the information $X$.

The input parameters of Algorithm 37.6 (lines 1 to 4) are:

- the number of hypotheses $n$
- the vector probXY discriminating a priori probability of $X$ regarding the occurrence of each hypothesis
• a priori probability probY of each hypothesis
• the a priori probability probX of X

The variables used are the vector probYX (line 5) to store the computed a posteriori probability of each hypothesis and mostlikely (line 6) to store the most likely hypothesis given information X. In lines 9 to 11, the Bayes’s rule (37.13) is applied to compute the probability of each hypothesis regarding X. Then, the algorithm searches for the most likely hypothesis in lines 13 to 18.

Since Bayesian inference is more like a methodology, each application may apply the Bayes’s rule differently, which makes it difficult to present a qualitative example like those we provided for the previous algorithms. However, in Reference 46, Sichitiu and Ramadurai provide an interesting example using Bayesian inference to process information from a mobile beacon so each node can determine its geographical location. In this approach, only a beacon node is aware of its location (e.g., equipped with GPS). After the sensor node has been deployed, the unknown nodes determine their positions by applying the Bayesian inference to some radio frequency (RF) data, and the location information provided by the mobile beacon.

37.6.2 Dempster–Shafer Inference

The Dempster–Shafer inference is based on Dempster–Shafer Belief Accumulation (also referred to as Theory of Evidence or Dempster–Shafer Evidential Reasoning), which is a mathematical theory introduced by Dempster [43] and Shafer [44] that generalizes the Bayesian theory. It deals with beliefs or mass functions just as Bayes’s rule does with probabilities. The Dempster–Shafer theory provides a formalism that can be used to represent incomplete knowledge, update beliefs, and combine evidences [47].

According to Reference 21, the use of the Dempster–Shafer theory to fuse sensory data was introduced in 1981 by Garvey et al. [48]. In contrast to Bayesian inference, it allows each source to contribute information in different levels of detail, for example, one sensor can provide information to distinguish individual entities whereas other sensors can provide information to distinguish classes of entities [21]. Furthermore, it does not assign a priori probabilities to unknown propositions. Instead, probabilities are assigned only when the supporting information is available.

Choosing between Bayesian inference and the theory of evidence is not a trivial task, which must evaluate the tradeoff between the Bayesian accuracy and the Dempster–Shafer flexibility [17]. Comparisons between these two inference methods can be found in References 49 to 51.

A fundamental concept in a Dempster–Shafer reasoning system is the frame of discernment, which is a set of possible states of the system \( \Theta = \{ \theta_1, \theta_2, \ldots, \theta_N \} \). The frame of discernment must be exhaustive and mutually exclusive in the sense that the system is certainly in one and only one state \( \theta_k \in \Theta \).

The elements of the powerset \( 2^\Theta \) are called hypotheses. Based on an evidence \( E \), a probability is assigned to every hypothesis \( H \in 2^\Theta \) according to a basic probability assignment (bpa), or mass function, \( m: 2^\Theta \rightarrow [0, 1] \) that satisfies

\[
m(\emptyset) = 0 \quad (37.14)
\]

\[
m(H) \geq 0, \quad \forall H \in 2^\Theta \quad (37.15)
\]

\[
\sum_{H \in 2^\Theta} m(H) = 1 \quad (37.16)
\]

To express the overall belief in a hypothesis \( H \), the Dempster–Shafer defines the belief function \( bel : 2^\Theta \rightarrow [0, 1] \) over \( \Theta \) as

\[
bel(H) = \sum_{A \subseteq H} m(A) \quad (37.17)
\]

where \( bel(\emptyset) = 0 \) and \( bel(\Theta) = 1 \).
If the belief function $bel: 2^\Theta \rightarrow [0, 1]$ is used to define the belief $bel(H)$ in the hypothesis $H \in \Theta$, then the degree of doubt in $H$ is formulated as

$$dou(H) = bel(\overline{H}) = \sum_{A \cap H = \emptyset} m(A) \quad (37.18)$$

To express the plausibility of each hypothesis, the function $pl: 2^\Theta \rightarrow [0, 1]$ over $\Theta$ is defined as

$$pl(H) = 1 - dou(H) = 1 - \sum_{A \cap H = \emptyset} m(A) \quad (37.19)$$

The plausibility intuitively states that the lesser the doubt in hypothesis $H$, the more plausible the hypothesis. In this context, the confidence interval $[bel(H), pl(H)]$ defines the true belief of the hypothesis $H$. To combine the effects of two bpa’s $m_1$ and $m_2$, the Dempster–Shafer theory defines a combination rule, $m_1 \oplus m_2$, that is given by

$$m_1 \oplus m_2(H) = \frac{\sum_{X \cap Y = H} m_1(X)m_2(Y)}{1 - \sum_{X \cap Y = \emptyset} m_1(X)m_2(Y)} \quad (37.20)$$

where $m_1 \oplus m_2(\emptyset) = 0$.

Although, Dempster–Shafer is a mathematical theory and not an algorithm, we can still write algorithms for the belief function (37.17), the plausibility function (37.19), and the combination rule (37.20).

The belief function (37.17) is implemented in Algorithm 37.7. The input parameters declared in lines 1 and 2 are the hypothesis $H \in 2^\Theta$, for which the belief is being computed, and the basic probability

Algorithm 37.7 Dempster–Shafer: Belief

```
▷ Input:
  1: $H \in 2^\Theta$; \{input hypothesis\}
  2: $m: 2^\Theta \rightarrow [0, 1]$; \{associated bpa\}

▷ Variables:
  3: belief; \{stores the overall belief in $H$\}

4: begin
5: \{trivial values\}
6: if $H = \emptyset$ then
7:   return 0;
8: end if
9: if $H = \Theta$ then
10:  return 1;
11: end if
12: \{compute the belief in $H$\}
13: belief ← 0;
14: for each $A \in 2^\Theta$ do
15:   if $A \subseteq H$ then
16:     belief ← belief + $m(A)$;
17: end if
18: end for
19: return belief;
20: end
```
Algorithm 37.8 Dempster–Shafer: Plausibility

▷ Input:
1: $H \in 2^\Theta$; \{input hypothesis\}
2: $m: 2^\Theta \rightarrow [0, 1]$; \{associated bpa\}

▷ Variables:
3: doubt; \{stores the doubt degree\}

4: begin
5: \{compute the overall doubt in $H$\}
6: doubt ← 0;
7: for each $A \in 2^\Theta$ do
8: \textbf{if} $A \cap H = \emptyset$ \textbf{then}
9: doubt ← doubt + $m(A)$;
10: \textbf{end if}
11: \textbf{end for}
12: return $1 - -$ doubt;
13: end

function $m: 2^\Theta \rightarrow [0, 1]$. The variable belief in line 3 is used to store the belief in $H$. The belief in $\emptyset$ is always 0 (line 7) while the belief in $\Theta$ is always 1 (line 10). Then, for each subset $A \in 2^\Theta$ (line 14), if $A$ is contained in $H$ (line 15), then its bpa $m(A)$ is added to the overall belief in $H$ (line 16).

The plausibility function (37.19) is implemented in Algorithm 37.8. The input parameters declared in lines 1 and 2 are the hypothesis $H \in 2^\Theta$, for which the plausibility is being computed, and the basic probability function $m: 2^\Theta \rightarrow [0, 1]$. The variable doubt in line 3 is used to store the doubt in $H$. For each subset $A \in 2^\Theta$ (line 7), if $A$ and $H$ are disjunct (line 8), then we add its bpa $m(A)$ to the overall doubt in $H$ (line 9). The plausibility of $H$ is obtained by subtracting doubt in $H$ from 1 (line 12).

The combination rule (37.20) is implemented in Algorithm 37.9. The input parameters are the hypothesis $H \in \Theta$ (line 1), for which the bpas are being computed, and the basic probability functions $m_1: 2^\Theta \rightarrow [0, 1]$ (line 2) and $m_2: 2^\Theta \rightarrow [0, 1]$ (line 3) are being combined. The variable comb in line 4 stores the numerator of (37.20) while variable empty (line 5) stores the denominator of (37.20). For each subset $X, Y \in 2^\Theta$ (lines 14 and 15), if $X \cap Y = H$ (line 16), then we update comb with the product of $m_1(X) \times m_2(X)$ (line 17). If $X$ and $Y$ are disjunct (line 19), then update empty with the product of $m_1(X) \times m_2(X)$ (line 20). Then, the result $m_1 \oplus m_2(H)$ is obtained dividing comb per empty (line 24).

Similar to the Bayesian inference, it is difficult to provide a quantitative example of Dempster–Shafer inference. Nonetheless, an example is the denial of service (DoS) detection engine based on Dempster–Shafer proposed by Siaterlis and Maglaris in Reference 52. In this case, Dempster–Shafer’s evidential reasoning is used as the mathematical foundation for the development of a DoS detection engine, which combines multiple evidences from simple heuristics and attempts to detect flooding attacks. Dempster–Shafer was chosen because it provides support to express beliefs in some hypotheses, uncertainty, and ignorance in the system and the quantitative measurement of the belief and plausibility in the detection results. This approach is efficient to increase the DoS detection rate and decrease the false alarm rate [52].

37.6.3 Other Representative Inference Methods

Neural networks were originated in the early 1960s [53,54] and they represent an alternative method for inference. They offer structures to provide a supervised learning mechanism that uses a training set to learn patterns from examples. Neural networks are commonly used in conjunction with fuzzy logic. This partnership occurs because fuzzy logic enables the inclusion of qualitative knowledge about a problem into reasoning systems. However, it does not supply adaptation and learning mechanisms. On the other
Algorithm 37.9 Dempster-Shafer: Combination Rule

\[ \begin{align*} &\textbf{Input:} \\
&1: \; H \in 2^{\Theta}; \; \{\text{input hypothesis}\} \\
&2: \; m_1 : 2^{\Theta} \rightarrow [0, 1]; \; \{\text{first bpa}\} \\
&3: \; m_2 : 2^{\Theta} \rightarrow [0, 1]; \; \{\text{second bpa}\} \\
\end{align*} \]

\[ \begin{align*} &\textbf{Variables:} \\
&4: \; \text{comb}; \; \{\text{stores the combination of } m_1 \text{ and } m_2\} \\
&5: \; \text{empty}; \; \{\text{stores the empty combination of } m_1 \text{ and } m_2\} \\
\end{align*} \]

\[ \begin{align*} &\textbf{begin} \\
&6: \; \{\text{trivial values}\} \\
&7: \; \text{if } H = \emptyset \text{ then} \\
&8: \; \quad \text{return } 0; \\
&9: \; \text{end if} \\
&10: \; \{\text{combine } m_1 \text{ and } m_2\} \\
&11: \; \text{comb} \leftarrow 0; \\
&12: \; \text{empty} \leftarrow 1; \\
&13: \; \text{for each } X \in 2^{\Theta} \text{ do} \\
&14: \; \quad \text{for each } Y \in 2^{\Theta} \text{ do} \\
&15: \; \quad \quad \text{if } X \cap Y = H \text{ then} \\
&16: \; \quad \quad \quad \text{comb} \leftarrow \text{comb} + (m_1(X) \times m_2(Y)); \\
&17: \; \quad \quad \text{end if} \\
&18: \; \text{end for} \\
&19: \; \text{for each } X \in 2^{\Theta} \text{ do} \\
&20: \; \quad \text{if } X \cap Y = \emptyset \text{ then} \\
&21: \; \quad \quad \text{empty} \leftarrow \text{empty} - (m_1(X) \times m_2(Y)); \\
&22: \; \quad \text{end if} \\
&23: \; \text{end for} \\
&24: \; \text{return } \text{comb}/\text{empty}; \\
&25: \; \text{end} \\
\end{align*} \]

hand, a key feature of neural networks is the ability to learn from examples of input/output pairs in a supervised fashion. Thus, neural networks are used in learning systems whereas fuzzy logic is used to control its learning rate [55].

37.7 Bibliographic Notes

Although information fusion is essentially applied to sensory data, its applicability extrapolates to other application domains regarding distributed systems for different purposes. For example, methods for reliable abstract sensors have not only been applied to replicated sensors [8] but also to clock synchronization in distributed systems [56].

Regarding estimation methods, Kleine-Ostmann and Bell [57] solve the location problem for cellular network fusing time of arrival (ToA) and time difference of arrival (TDoA) estimates with the least square method and fusing location estimates with a Bayesian estimator. Information fusion is also used by Savvides et al. [58], who use the Kalman filter to refine the initial location estimates computed by the sensor nodes.

Typical applications of feature maps include sensor network management [59,60], position estimation [61,62], robot perception [63,64], and navigation [65,66]. However, there are also applications in
computer graphics, such as the simulation of graphical creatures' behavior [67] and detection of volumetric objects collisions [68].

In Reference 69, Chen and Varshney present a Bayesian sampling approach for decision fusion such that Bayesian inference is applied through a hierarchical model to reformulate the distributed detection problem. Other examples of the use of Bayesian inference include map building [38,70] for teams of robots and automatic classification tasks [71–73]. Murphy [74] discusses the use of Dempster–Shafer theory for information fusion (symbol fusion) for autonomous mobile robots exploiting the two particular components: the weight of conflict metric and the enlargement of the frame of discernment. Boston [75] proposes a fusion algorithm based on Dempster–Shafer theory for signal detection that combines evidence provided by multiple waveform features making explicit the uncertainty in the detection decision.
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38
Node Activity Scheduling Algorithms in Wireless Sensor Networks

38.1 Introduction

Recently, the concept of wireless sensor networks has attracted a great deal of research attention. That is due to a wide-range of potential applications that will be enabled by such networks, such as battlefield surveillance, machine failure diagnosis, biological detection, home security, smart spaces, inventory tracking, etc. [1–4]. A wireless sensor network consists of tiny sensing devices, deployed in a region of interest. Each device has processing and wireless communication capabilities, which enable it to gather information about the environment and to generate and deliver report messages to the remote base station.
(remote user). The base station aggregates and analyzes the report messages received and decides whether there is an unusual or concerned event occurrence in the monitored area.

In wireless sensor networks, the energy source provided for sensors is usually battery power, which has not yet reached the stage for sensors to operate for a long time without recharging. Moreover, since sensors are often intended to work in remote or hostile environments, such as a battlefield or desert, it is undesirable or impossible to recharge or replace the battery power of all the sensors. However, a long system lifetime is always expected by many monitoring applications. The system lifetime, which is measured by the time till all sensors have been drained out of their battery power or the network no longer provides an acceptable event detection ratio, directly affects network usefulness. Therefore, conserving energy resource and prolonging system lifetime is an important issue in design of large-scale wireless sensor networks.

In wireless sensor networks, all sensors cooperate for a common sensing task. This implies that not all sensors are required to continuously monitor environment during the system life, if their subset is sufficient to assure the quality of monitoring service. Furthermore, due to low cost of sensors, it is well-accepted that wireless sensor networks can be deployed with a very high node density (even up to 20 nodes/m³ [5]). In such high-density networks with energy efficient design requirement, it is desirable to have the nodes sensing the environment alternatively. If all the sensors were vigilant at the same time, a single event would trigger many sensors to generate report messages. When these sensors intend to send the highly redundant report messages simultaneously, the network will suffer excessive energy consumption and packet collision. Recent research advances have shown that energy saving can be achieved by scheduling a subset of nodes for monitoring service at any instant in a highly dense wireless sensor network. In the literature, a few algorithms have been proposed for dynamically configuring sensing status to minimize the number of active nodes while maintaining the original system sensing coverage and the quality of monitoring service without degradation.

Monitoring is just one duty assumed by sensors. Due to limited communication capability, sensors have to act as routers to help forward data packets to remote base stations. Similarly, redundancy also exists in the communication domain in highly dense sensor networks, where adaptively turning off radio of some nodes has no influence on network connectivity and communication performance. In such cases, excessive amount of energy would be consumed unnecessarily if all nodes continuously listen to the media. In the literature, dynamic management of node activity in the communication domain has been broadly studied.

In high-density wireless sensor networks, energy waste always exists if only one kind of redundancy is identified and removed from the network. Minimizing active nodes has to maintain both network connectivity and sensing coverage. Without sufficient coverage, the network cannot guarantee the quality of monitoring service. Without network connectivity, active nodes may not be able to send data back to remote base stations. In the literature, there are a few papers addressing how to integrate the scheduling of sensing and communication activity, how to maintain coverage and connectivity in a single activity scheduling, and how to maximize the number of off-duty nodes in both domains.

The organization of this chapter is as follows: Section 38.2 gives a brief introduction of wireless sensor networks; Section 38.3 is the survey of recent research advances on activity scheduling algorithms in wireless sensor networks; Section 38.4 lists the open questions and future research direction on activity scheduling in wireless sensor networks.

### 38.2 Wireless Sensor Networks

Recent advances of micro electro-mechanical systems (MEMS) technology, low power and highly integrated digital electronics have fostered the emergence of inexpensive and low-power tiny devices, called micro-sensors. These devices are capable of measuring a wide variety of ambient conditions (such as temperature, pressure, humidity, noise, and lighting) and detecting the abnormal or concerned event occurrence in the vicinity. Although the sensing capability of an individual micro-sensor may be restricted...
FIGURE 38.1 Typical scenario of wireless sensor network architecture [4].

in range and accuracy, aggregating the detections from multiple micro-sensors will generate a reliable “view” of the environment. Such coordination is enabled by the wireless communication capability possessed by micro-sensors.

A wireless sensor network is envisioned as consisting of hundreds or thousands of tiny sensor devices randomly deployed in a terrain of interest to cooperatively perform a big sensing task. Compared with a traditional system composed of large, expensive, and powerful macro-sensors wired together, wireless sensor networks cost less money in node deployment and network organization. Moreover, small size, light weight, and low cost of micro-sensors allow us to “carelessly” scatter these devices in the monitored area (such as throwing them out from an aircraft), and then making them self-organized in an ad hoc manner. Although a single micro-sensor is limited in sensing capability, the sheer number of nodes in wireless sensor networks guarantees enough redundancy in generated data and therefore the sensing accuracy would not be degraded. Furthermore, wireless sensor networks are more fault-tolerant than traditional macro-sensor networks because failure of a single micro-sensor would not render the failure of the entire system.

Figure 38.1 illustrates a typical scenario of wireless sensor networks [4]. Sensor nodes are scattered in a terrain of interest, called sensor field. Each of them has the capability of collecting data about environment and reporting to sink node (or base station). Exterior users may access data in wireless sensor networks from the sink nodes via Internet or satellite. There can be multiple sink nodes in wireless sensor networks, but the number of them is much smaller than that of sensor nodes. Some researchers suggest deploying another kind of nodes, called gateways, into wireless sensor networks. These gateway nodes are more powerful than sensor nodes and therefore can perform local network management functions such as data aggregation, node organization, status assignment, etc. Sink nodes and gateway nodes can be mobile, but most of recent research results on wireless sensor networks assume that sensor nodes are stationary. That is because the cost and size of current sensor devices would be increased significantly when a mobility component is added.

Communications among sensor nodes, gateways, and sink nodes are all in a wireless manner. Since the communication range of a sensor node is short, due to its constrained energy supply, multiple-hop relaying is necessary for long-distance transmission. The communication protocol stack shared by all nodes, as illustrated in Figure 38.2 is proposed in Reference 4. The protocol stack consists of the application layer, transport layer, network layer, data link layer, physical layer, as well as three planes. The functions of...
FIGURE 38.2 Sensor network communication protocol stack [4].

all the layers conform to the specification of the ISO Seven Layer model. Note that although a layered architecture is shown in the figure, it does not mean that different layers are implemented in a completely independent way and there is no interaction among layers. Actually, due to the application-related nature of wireless sensor networks, a cross-layer design (sharing information between layers) can achieve a better performance than an independent-layer design [23]. For instance, SPIN [25] uses data naming and negotiation to suppress the transmission of redundant data in order to reduce unnecessary communication overhead. LEACH [23] and directed diffusion [24] aggregate multiple data packets upon routing to reduce the amount of data transmitted over long distance. In this stack, power, mobility, and task management planes are responsible for providing power, mobility, and task-related information to all the layers, so that these layers can optimize their operations. For instance, the mobility management plane is responsible for detecting movement of neighboring nodes. It can tell the network layer any change of neighbor information, so that the network layer can update routing tables correspondingly. The power management plane is responsible for monitoring power usage of sensors. If the remaining power of a sensor node is not sufficient, its future activity should be carefully controlled. The task management plane is used to determine when a sensor node participates into a sensing task. The sensor nodes that are not joining the sensing task will not generate data reports. The task management plane can also be used to control nodes' communication activity. Not all sensors are necessarily in active status to relay packets for others all the time. Some nodes may enter into sleep mode to save energy and periodically wake up for sending and receiving packets.

The concept of wireless sensor networks has promised many civil and military applications. In the battlefield, timely, detailed, and valuable information about critical terrains and opposing forces can be quickly obtained by throwing micro-sensors from aircrafts. Destruction of some micro-sensors by hostile actions would not influence a military operation as much as that of traditional powerful macro-sensors [23]. In environmental aspects, sensors can be used for detecting fire and floods, tracking the movements of birds, insects, or other animals. Other applications of wireless sensor networks include drug administration in hospitals, tele-monitoring of human physiological data, smart environment, temperature control of an office building, interactive museum, monitoring car thefts, etc. [23].

From random deployment and self-organization's perspective, wireless sensor networks are similar to wireless ad hoc networks. However, there are still a lot of differences between them:

- The number of sensor nodes in a wireless sensor network can be much higher than the nodes in an ad hoc network. It is quite likely that sensors are deployed in a high density, even up to 20 nodes/m³ [4]. Algorithm and protocol design for wireless sensor networks must scale up to
large population. High density in node distribution leads to high correlation in the data generated by multiple sensor nodes for the same event. Such redundancy can be exploited to optimize power and bandwidth utilization.

- Wireless ad hoc networks are based on one-to-one communication. While in wireless sensor networks, data flows are mainly queries diffusing from a single or a few sink nodes to all the sensor nodes, or data collected in the reverse direction. Therefore the design of network layer for wireless sensor networks focuses on efficient broadcasting or reverse-broadcasting protocols.

- Sensor nodes are limited in processing capability, storage space, and transmission range. They are more severely constrained in energy supply than other wireless devices (such as PDA, cellular phones, etc.). Energy efficiency is the primary challenge of wireless sensor networks.

- Due to low-cost manufacturing process, careless deployment and hostile running environment, sensors are prone to failure. Fault-tolerance becomes one of the important requirements in design of wireless sensor networks.

Due to such differences, many protocols have proposed for wireless sensor networks, they are not applicable or usable in wireless sensor networks without any modification. Alternative approaches need to be explored in this new context.

### 38.3 Activity Scheduling Algorithms for Wireless Sensor Networks

Prolonging system lifetime is one of the main challenges in wireless sensor networks. Configuring node status and selecting a subset of sensor nodes for monitoring service is one of potential solutions to the energy restriction problem in wireless sensor networks. The primary design goal of activity scheduling algorithms is to minimize the number of active nodes and at the same time maintain the quality of monitoring service.

Any sensing activity scheduling algorithm is built on a physical sensing model. In literature, there are two kinds of sensing models that are broadly adapted.

The first model captures the common property of sensing devices with varying complexity and features. It assumes that sensing ability diminishes as distance increases. In the model summarized in Reference 22, the sensing intensity of a node $v$ at a point $P$ is given as:

$$S(v, P) = \begin{cases} \frac{d}{d(v, P)^\beta}, & A \leq d(v, P) < B \\ 0, & \text{otherwise} \end{cases}$$

where $\alpha$ is the energy emitted by the event occurring at point $P$, $d(v, P)$ is the Euclidean distance between sensor $v$ and point $P$, $A$ and $B$ are range-related parameters of sensor $v$ and $\beta$ is the decaying factor, ranging from 2.0 to 5.0. Whether an event is detectable is determined by an integral function of $N$ sensors with the nearest distance to point $P$: $I_P = \sum_{i=1}^{N} S(s_i, P)$. When $I_P \geq \theta$, the event at point $P$ can be observed.

The second model is a special case when $N = 1$. We call it Boolean or 0/1 sensing model. This assumes that each sensor can do a 360° observation. Sensing area $S(v)$ of node $v$ is the maximal circular area centered at sensor $v$ that can be well-observed by sensor $v$. Note that although the maximal observation region of a sensor may be irregular, an irregular region can always contain a circle centered at that sensor. The radius of $S(v)$ is called sensor $v$’s sensing range $r(v)$.

The second model is simple, but the first one is general. Currently, almost all the research results on activity scheduling and sensing coverage are based on the second one.
38.3.1 Centralized Algorithms for Sensing Scheduling Problems

In Reference 17, Meguerdichian and Potkonjak presented how to use Integer Linear Programming (ILP) techniques to solve optimal 0/1 node-scheduling problems in wireless sensor networks. They considered the shaded area in Figure 38.3 as a monitoring region covered by a sensor network. The sensors are labeled as \(s_1\) to \(s_5\). Based on the 0/1 sensing model, the monitoring region is divided into several areas, denoted as \(a_i\). Different area is covered by a different subset of the sensors.

- \(s_1\): \(\{a_1, a_2, a_6, a_7, a_8, a_9, a_{10}, a_{11}, a_{12}, a_{13}\}\)
- \(s_2\): \(\{a_1, a_2, a_3, a_4, a_6, a_7, a_8, a_9\}\)
- \(s_3\): \(\{a_2, a_3, a_4, a_5, a_7, a_8, a_9, a_{11}, a_{12}, a_{13}\}\)
- \(s_4\): \(\{a_4, a_5, a_8, a_9, a_{12}, a_{13}\}\)
- \(s_5\): \(\{a_6, a_7, a_9, a_{10}, a_{11}, a_{12}, a_{13}\}\)

In brief, ILP is a method used to determine the values of some decision variables in order to maximize or minimize some linear functions of these variables under certain constraints. Based on the above model, the first optimal problem solved by using ILP is minimum 0/1 cover problem. That is to find the smallest set of sensors, which covers the same regions as the complete set of sensors. The formal description of the minimum 0/1 cover problem is as follows [17]:

**Given**: A sensor set \(S = \{s_1, s_2, \ldots, s_5\}\); a sensor field \(A\), where \(\{a_1, a_2, \ldots, a_{13}\}\) is a partitioning of \(A\); an area coverage matrix \(C_{|A| \times |S|}\), where each element \(C_{i,j}\) is 1 if the sensor \(s_j\) covers area \(a_i\), and 0 otherwise.

**ILP problem**:

\[
\text{Minimize} \quad 1_{|S|} \cdot X_{|S| \times 1} \\
\text{Constraint} \quad C_{|A| \times |S|} \cdot X_{|S| \times 1} \geq 1_{|A| \times 1}, \quad \text{where} \quad X_{|S| \times 1} \quad \text{is a vector where} \quad X_i \quad \text{is 1 if sensor} \quad s_i \quad \text{is in the active set, and 0 otherwise.}
\]

Another optimal problem is called balanced operation scheduling problem. The formal description of it is as follows [17]:

\[
\text{Minimize} \quad k \\
\text{Constraint} \quad C_{|A| \times |S|} \cdot X_{|S| \times T} \geq 1_{|A| \times T} \\
1_{|S|} \cdot X_{|S| \times T} \leq 1_{|S|} \cdot k
\]
where \( k \) is the maximum number of time slices that any sensor is active. where \( X_{i,j} \) is 1 if sensor \( s_i \) is active in the time slice \( j \) and 0 otherwise.

The goal of these constraints is to minimize the number of time slices each node is active as well as to minimize the number of active sensor nodes in each time slice.

Besides the 0/1 sensing model, Meguerdichian and Potkonjak [17] gave an ILP formulation for the general sensing model. They defined average sensor field intensity \( I(s,a) \) for a region \( a \) due to sensor \( s \) as:

\[
I(s,a) = \left( \frac{1}{|a|} \right) \sum_{i=1}^{|a|} S(s, p_i)
\]

Given a sensor field intensity coverage matrix \( E_{|A| \times |S|} \), where \( E_{i,j} \) represents the average sensor field intensity \( I(s_i, a_j) \) in regions \( a_j \) due to sensor \( s_i \), the ILP problem is to minimize \( 1_{|A| \times |S|} \cdot X_{|S| \times 1} \) under the constraint of \( E_{|A| \times |S|} \cdot X_{|S| \times 1} \geq 1_{|A| \times 1} \cdot E_{\text{min}} \cdot E_{\text{min}} \) is a configurable parameter.

In Reference 28, the same approach is proposed to solve other coverage and deployment problems:

i. Given a grid-based region and types of a sensor set, determine where to deploy these sensors to minimize the overall sensor cost under a certain coverage constraint (e.g., each grid is covered by at least \( k \) nodes).

ii. How to deploy sensor nodes to ensure that each grid can be covered by a unique node subset, so that target position can be determined by identifying the set of observers.

Besides ILP, other techniques were proposed for centralized solutions to optimal or suboptimal sensing scheduling problems. In Reference 18 Sljepcevic and Potkonjak studied the problem about how to find \( k \)-sets of nodes so that each node set can cover the whole monitored area, \( A \), and the cardinality, \( K \), of the node sets is maximal. Since it is NP-complete problem [18], Sljepcevic and Potkonjak designed a heuristic approach to solve it. The algorithm is based on the 0/1 sensing model. Similar to Reference 17, it starts with dividing the monitored area into a set of multiple fields with each field covered by a unique subset of sensor nodes. Then a critical element is identified. The critical element is defined as a member of area set \( A \) covered by the minimal number of nodes in node set \( C \). The critical element determines an upper bound on \( K \). For each node subset from \( C \) that covers the current critical element, an objective function is calculated. The node subset with the highest result is selected as a cover. All the members of this cover are removed from \( C \). The coverage of \( A \) is updated correspondingly. Then a new critical element is determined from \( A \) for the new iteration. The design of the objective function is to select a node subset that will cover the largest number of sparsely covered elements. Detailed description of the heuristic approach and objective function can be referred to Reference 18.

In Reference 27, Ko and Rubenstein explained how the graph coloring approach [26] can be used in the context of sensing scheduling in wireless sensor networks. Their algorithm splits time into cycles of \( K \) time slots. Each time slot is represented by a kind of color. The algorithm aims to divide nodes into several subsets so that each subset owns one color (representing a time slot) and that the sensing coverages among all the time slots are balanced. The algorithm does it by initially assigning each node a color at random, then gradually increasing the distance of the nodes owning the same color until the algorithm converges. In the algorithm, each time a node changes its color, it propagates its change to all the other nodes in the network in order for each node to update its knowledge of the nearest node owning the same or any other different color. Such update leads to an expensive communication overhead. Furthermore, the sensing coverage is not intended for complete preservation.

In Reference 29, Vieira et al. proposed to use the well-known Voronoi diagram for sensing-scheduling. Voronoi diagram is the partitioning of a plane with \( n \) points into \( n \) convex polygons such that each polygon contains exactly one point and every point in a given polygon is closer to its central point than to any other. In the algorithm, nodes are first sorted by the size of the Voronoi cell, and then the node with the smallest Voronoi cell is “removed” from the network. Each time a node is “removed,” the Voronoi diagram is updated and a new node is identified until a certain threshold reaches.
In Reference 30, Liu et al. used physical constraints (e.g., object shape and mobility) to determine the sensor collaboration region. They developed a centralized approach to determine sensors that are the most sensitive to a detected object. Their approach leverages a dual-space transformation to map the edges of the object (simplified to a half-plane shadow) to a single point in the dual space, and to map the locations of nodes to a set of lines. After such transformation, seeking of the relevant nodes is transformed to tracking of the cell that contains a point (corresponding to the edge of the detected object) in the dual space. Those nodes, which are contributed to the construction of the edges of that cell in the dual space, are identified as the relevant ones. Although not mentioned specifically, their approach is applicable to sensing scheduling, that is, only “frontier” nodes are assigned an active sensing status. However, before the algorithm performs, the shape of detected object should be known and its mobility should be predictable.

38.3.2 Distributed Algorithms for Sensing Scheduling Problems

The algorithms presented in above are all centralized, therefore, suffering the nontrivial overhead of collecting and synchronizing global information. In the literature, some alternative, suboptimal, distributed algorithms were proposed to solve the same or similar sensing scheduling problems.

In Reference 8, a subset of sensor nodes is selected initially and operates in active mode until they run out of their energy resources or are destroyed. Other nodes fall asleep and wake up occasionally to probe their local neighborhood. If there is no working node within their probing range, the sleeping nodes take over the monitoring services, otherwise they reenter the sleeping status. In the algorithm, the relationship between the sensing redundancy (i.e., each point is monitored by at least \( K \) working nodes) and the probing range \( r \) is derived as

\[
  r = \sqrt{\frac{c \pi}{KS}} r_m,
\]

where, \( S \) is the monitored region; \( r_m \) is the sensing range of the 0/1 sensing model; \( c \) is a constant whose rough estimation is 0.77. The above equation shows that the required probing range is inversely proportional to the square root of \( K \). For any desired sensing redundancy, there is a corresponding value of the probing range. Therefore, the node density can be controlled through their algorithm. The algorithm is fully distributed and each node does not need to maintain neighbor list and state information. However, the energy consumption is not balanced among the sensor nodes. A subset of the sensors quickly runs out of their energy resources, then another subset of the sensors does the same, and so on. Furthermore, the algorithm does not support the heterogeneous network where sensors have different sensing ranges.

In Reference 6, Tian and Georganas proposed a distributed node-scheduling algorithm that aims to remove as many as possible redundant sensor nodes, while preserving the original sensing coverage. To achieve this goal, they used an intuitive approach that is to calculate the sensing area of each node and then compare it with those of its neighbors. If the neighboring nodes can cover the current node’s sensing area, the current node goes to sleep. The off-duty eligibility rule is based on the 0/1 sensing model. As illustrated in Figure 38.4, the part of node \( A \)’s sensing area that can also be covered by node \( B \) is the shaded region, denoted as \( S_{A \cap B} \). That turning off node \( A \) will not reduce the overall sensing coverage, can be expressed

\[
S_B \rightarrow A \subseteq S_{A \cap B}.
\]

FIGURE 38.4 Off-duty eligibility rule of Reference 6.
as \( Y_i \in N(A) \), \( S_{A} \supseteq S_{A_i} \), where, \( N(A) \) is the set of sensors whose sensing area is overlapped with that of node \( A \). They observed that the crescent-shaped intersection area \( S_{A_i \cap B} \) always contains a sector \( S_{B \rightarrow A} \) (the shaded area in Figure 38.4[c]), if the distance between nodes \( A \) and \( B \) is not more than the sensing range \( r \). Since the area of a sector can be accurately represented by its central angle and the union of two sectors can be transformed to merging two central angles, as illustrated in Figure 38.4(d), to facilitate quick calculation, they changed the evaluation rule of the off-duty eligibility as:

\[
\text{if } Y_i \in N(A) \text{ and } d(A, B) \leq r \text{ then } Y_i \in N(A) \supseteq S_{A_i \cap B} \supseteq S_{A}
\]

Their algorithm theoretically guarantees the preservation of the sensing coverage. Also, the algorithm determines each node’s off-duty eligibility through simple arithmetic calculations. However, they conservatively underestimated the overlapping area of sensing areas. Therefore, the off-duty node set is larger than the optimal one.

In Reference 7, Yan et al. proposed another node-scheduling algorithm in the sensing domain. Their algorithm splits time into rounds \( T \). Initially, each sensor node selects a random reference point \( \text{ref} \) within \([0, T)\), and then exchanges its reference point and its location information with neighbors. Scheduling starts from each sensor node dividing its sensing area into small grids. For each grid point, the node finds all the neighbors that can cover this point and sorts their reference points in an ascending order. Suppose the reference point sequence has \( n \) items with the index from 1 to \( n \), node \( A \)’s reference point is denoted as \( \text{ref}(i) \). Then node \( A \) sets its start work time \( T_{\text{front}} \) as:

\[
[T + \text{ref}(1) - \text{ref}(n)]/2, \quad \text{the reference point of node } A \text{ is in the first position}
\]

\[
[\text{ref}(i) - \text{ref}(i - 1)]/2; \quad \text{otherwise}
\]

Node \( A \) sets the end work time \( T_{\text{end}} \) as:

\[
[T + \text{ref}(1) - \text{ref}(n)]/2, \quad \text{the reference point of node } A \text{ is in the last position}
\]

\[
[\text{ref}(i) - \text{ref}(i - 1)]/2; \quad \text{otherwise}
\]

An example is illustrated in Figure 38.5.

For each node and each of its covered grid points, a pair of \( T_{\text{front}} \) and \( T_{\text{end}} \) is calculated by the same procedure. The integrated \( T_{\text{front}} \) and \( T_{\text{end}} \) of each node is the largest one among all \( T_{\text{front}} \) and \( T_{\text{end}} \) for all grid points it can cover, respectively. After the integrated \( T_{\text{front}} \) and \( T_{\text{end}} \) are determined, a node is
scheduled to wake up at $T \times i + \text{ref} - T_{\text{front}}$ and to fall asleep at $T \times i + \text{ref} + T_{\text{end}}$. Here, $i$ is a positive integer. The algorithm can support differentiated sensing by simply extending the work time proportionally to the required redundancy along the time line to adjacent working spaces, that is, a node wakes up at $T \times i + \text{ref} - T_{\text{front}} \times \alpha$ and falls asleep at $T \times i + \text{ref} + T_{\text{end}} \times \alpha$. The algorithm in Reference 7 is based on the 0/1 sensing model as well. It has a relatively high computation load. Because sorting has a lowest computation complexity as $O(n \log n)$, the computation complexity of each node is at least $O(N_{g} + N_{n}^{*} \log(N_{n}))$. Here, $N_{g}$ is the average size of neighbor sets, and $N_{n}^{*}$ is the granularity of grid points (the number of grid points in a sensing area). Furthermore, to reduce energy consumption in exchanging reference points, the algorithm uses a fixed reference point strategy that is performed only once at the first beginning of system operation. So, the algorithm is designed specially for the static networks.

In References 14 and 15 two different distributed protocols were proposed to identify redundant nodes in the sensing domain. In Reference 14, Wang et al. proved that: for 0/1 sensing model, a convex area is completely covered by a set of nodes if (1) all the intersection points between any sensors are covered and (2) the intersection points between the boundary and any sensor are covered. Therefore, a sensor is eligible for off-duty if all the intersection points inside its sensing area are at least $k$-degree covered by the active nodes. If there is no intersection point inside the sensing area of a sensor, that sensor keeps active when there is less than $k$ active sensors located at the same location. The sensing scheduling protocol in Reference 15 is more complicated than that in Reference 14, but based on the same theorem.

In Reference 31, Tian and Georganas studied several distributed node-scheduling algorithms that do not rely on any location information. Based on the 0/1 sensing model, the relationship between the distance of two neighboring nodes and the size of their overlapped sensing area is given as:

$$|S_{A \cap B}| = \begin{cases} \pi r^2 \cdot \left(2 \arccos \frac{d}{2r} - \frac{d}{r} \sqrt{1 - \frac{d^2}{4r^2}} \right) \cdot \frac{1}{\pi}, & \text{for } d \leq 2r \\ 0, & \text{otherwise} \end{cases}$$

where, $r$ is sensing range and $d$ is the distance of nodes $A$ and $B$. According to such a relationship, if nodes are aware of the relative distance to their neighbors and the maximal percentage loss of sensing area that can be tolerated after a node is “removed” from the network, is selected, the maximal distance $D$ between two nodes can be determined to guarantee this threshold $AUA_{\text{max}}$. During scheduling, a node examines if the distance $d_{\text{min}}$ to its nearest active neighbor is less than or equal to the value of $D$. If affirmative, the node sets its status as off-duty. Besides the distance to the nearest neighbor, the neighbor number can also be used to evaluate the off-duty eligibility of each node. The relationship between the neighbor number and the average size of the overlapped area can be obtained through simulation and numerical analysis methods. Based on the relationship, the minimal neighbor number $K$ can be determined to guarantee the threshold $AUA_{\text{max}}$. During the scheduling, each node examines if its active neighbor number is equal to or greater than the value of $K$. If affirmative, the node sets its status as off-duty. In Reference 31, Tian and Georganas approximates the off-duty node percentage $\rho$ as a function of $D$ (or $K$). Such approximation leads to probability-based sensing scheduling algorithm, which does not rely on any neighbor information.

### 38.3.3 Algorithms for Communication Scheduling Problems

Besides sensing scheduling, another active research field is to schedule node activity in the communication domain. In this section, the basic ideas of some communication scheduling algorithms will be introduced.

In References 9 and 10, Wu et al. proposed an activity scheduling algorithm based on connected dominating set. A connected dominating set is defined as a connected subset of the vertices of a graph, if every vertex not in the subset is adjacent to at least one vertex in the subset. To reduce system overall energy consumption, only nodes in a dominating set keep active and can relay messages for others. Nondomaining set nodes go to a sleep mode and periodically wake up for sending and receiving packets from the associated dominating set node. In Reference 9, Wu and Li proposed to mark a node as in the
dominating set if two of its neighbors are not directly connected. To reduce the size of the dominating set, they introduced two rules. The first rule is as follows: if every neighbor of node \( v \) is also a neighbor of node \( u \) and \( id(v) < id(u) \), then node \( v \) is not a dominating node. The second rule is: if every neighbor of node \( v \) is also a neighbor of node \( u \) or a neighbor of node \( w \) and \( id(v) < \min\{id(u), id(w)\} \), then node \( v \) is not a dominating node. In Reference 10, the other two rules were proposed to replace the above ones based on node ID. The first one is to set the node with higher degree as dominating node whenever there is a tie in order to decrease the size of the dominating set. The formal description of the extended rules is: marking node \( v \) as nondominating set node if

\[ N(v) \subseteq N(u) \text{ and } nd(v) < nd(u) \]
\[ N(v) \subseteq N(u) \text{ and } id(v) < id(u) \text{ and } nd(v) = nd(u) \]

Here, \( N(v) \) is the neighbor set of node \( v \). \( nd(v) \) is the size of \( N(v) \).

The second is to consider energy level owned by competitors in order to balance the energy resources among them. The algorithm always manages to mark those nodes with a higher energy level \( el \) as dominating set. The formal description of the extended rules based on energy level is the same as the above ones based on node degree, except that \( nd \) is replaced by \( el \).

In the literature, there are other dominating set formation algorithms, although the authors did not explicitly mention the concept of dominating set. In Reference 11, Chen et al. presented a distributed algorithm in which nodes coordinate to make local decisions on whether to stay awake as a coordinator and to participate in the forwarding backbone topology. To preserve network connectivity, a node decides to serve as a coordinator, if it discovers that two of its neighbors cannot communicate with each other directly or through an existing coordinator.

In Reference 12, an algorithm, called geographical adaptive fidelity (GAF), was proposed, which uses geographic information to divide area into fixed square grids. Any node within a square can directly communicate with any node in the adjacent square. Therefore, within each grid, only one node needs to stay awake to forward packets.

In Ascent [32], each node assesses its contribution to the network connectivity based on the measured operating environment (i.e., local node density and packet loss rate), other than on the positional information and local connectivity. If the node is relevant to network connectivity, it serves as a relay station for multi-hop routing.

Besides restricting the number of relay stations to a subset of the nodes in a network graph, other approaches to reduce the overall energy consumption by scheduling communication activity includes letting each node adaptively self-configure its radio status without considering the effect of global connectivity. For instance, in Reference 12, Xu et al. proposed a scheme in which energy is conserved by letting nodes turn off their radio when they are not involved in data communication. They presented how to leverage node density to increase the time when the radio is powered off. Unlike SPAN, GAF, and Ascent, each node independently configures its own communication activity by only using their own application-level information or simple neighbor size.

The third approach is to construct a sparse, connected subgraph from the original unit graph. The unit graph is one in which an edge exists if the distance between its endpoints is at most the maximal...
transmission range. Such a subgraph is used in routing to optimize network spatial reuse, mitigate MAC-level interference, and reduce energy usage [37].

The sparse subgraph is formed after each node minimizes its transmission power or restricts its directly communicated neighbors, while maintaining the network connectivity.

For instance, the relative neighborhood graph (RNG) is a geometric and graph theoretic concept proposed by Toussaint [38]. Its definition is as follows: edge \((u, v)\) exits if for all \(w \neq u, v\): \(d(u, v) \leq \max(d(u, w), d(v, w))\). Toussaint proved RNG is a connected and planar graph. Each node has on average about 2.5° independent of graph density. The main advantage of RNG is that it can be constructed in a total local fashion. In Reference 37, Li et al. proposed a localized algorithm to construct a local minimal spanning tree (LMST), which contains a minimal spanning tree (MST) as a subset. Suppose there is a weighted graph \(G\). A spanning tree for \(G\) is a tree, which is a subgraph of \(G\) and contains all the vertices of \(G\). A minimum spanning tree (MST) is one with the least total weight among all the spanning trees.

The algorithm in Reference 37 starts from each node building its local MST that consists of itself and its one-hop neighbors. Then an edge \((u, v)\) is kept in LMST if it exists in both node \(u\) and node \(v\)’s local MST. In Reference 39, Ovalle-Martinez et al. proposed to use the longest edge in LMST as a minimal transmission radius shared by all the nodes in network. They designed a scheme to convert LMST to MST by using a loop breakage procedure. The procedure makes upwards messages traversing from leaves in LMST to loops along dangling edges, and then breaks loops by eliminating their longest edges until it ends at a single node.

Rodoplu and Meng [33] and Li and Halpern [34] proposed a distributed algorithm to build a minimal energy topology based on the concept of relay region and enclosure. Suppose node \(u\) wishes to transmit to node \(v\). Node \(v\) is said to lie in the relay region of another node \(w\), if less power is consumed when node \(w\) forwards packets from node \(u\) to node \(v\) as a relay station than when node \(u\) directly transmits packets to node \(v\). The formal definition is \(R_{u \rightarrow w} = \{v \mid P_{v \rightarrow u \rightarrow w} < P_{v \rightarrow u}\}\), where \(P\) is the amount of energy consumed in communication. The enclosure of node \(u\), denoted as \(e_u\), is defined as \(e_u = I_{k \in N(u)} R_{u \rightarrow k}^c D_N\). Here \(D_N\) denotes the deployment region for the node set \(N\). \(R^c\) is the complement of node set \(R\). \(N(u)\) is the original neighbor set of node \(u\). In the constructed sparse subgraph, the neighbor set of node \(u\) is redefined as \(N(u) = \{v \in N \mid v \in e_u, v \neq u\}\). Since such sparse graph induced from enclosures is strongly connected and always contains a minimal power path between any pair of nodes, it is called minimal energy topology. In Reference 35, Wattenhofer et al. came up with another approach to form a minimal energy subgraph by using directional information other than positional information. In the algorithm, each node \(u\) sends beacons with a growing power \(p\). If the node finds a new neighboring node \(v\), node \(u\) puts node \(v\) into its neighbor set \(N(u)\). Node \(u\) continues increasing its transmission power until every cone with angle \(\alpha\) contains at least one of its discovered neighbors. To further decrease the number of directly communicated neighbors, another phase is introduced as: if \(v \in N(u)\) and \(w \in N(u)\) and \(w \in N(v)\) and \(p(u, v) + p(v, w) \leq p(u, w)\), then node \(w\) is removed from \(N(u)\). In Reference 35, Wattenhofer et al. proved that \(\alpha \leq 2\pi/3\) is the sufficient condition to make sure that the constructed subgraph is connected. For the smaller angle \(\alpha\), good minimum power routes are guaranteed.

Although the above algorithms are proposed for ad hoc networks, they are adoptable to wireless sensor networks, because highly dense wireless sensor networks have communication redundancy as well.

### 38.3.4 Integration of Communication Scheduling and Sensing Scheduling

In highly dense wireless sensor networks, it is often a case that two kinds of redundancy exist simultaneously. However, the algorithms introduced in the previous sections only manage to remove one kind of redundancy without addressing the other.

References 14 and 15 were the earliest papers discussing how to integrate activity scheduling in both domains: communication and sensing. Both of them proved that: For 0/1 sensing model, if each point of a convex region is covered by at least one node in a node set, the communication graph consisting of these nodes is connected when \(R \geq 2r\). In Reference 14, Wang et al. extended the above conclusion for 1- to \(k\)-degree by proving that: if each point of a convex region is covered by at least \(k\) nodes in a node set,
the communication graph consisting of these nodes is \( k \)-degree connected when \( R \geq 2r \). Here \( R \) and \( r \) are the communication range and sensing range shared by all sensor nodes, respectively.

In Reference 39, Tian and Georganas provided the proof for another conclusion: For 0/1 sensing model, if an original network is connected and “removing” some of nodes from the network does not degrade the original sensing coverage, then the subgraph induced by the active nodes are connected when \( R \geq 2r \). They also extended the conclusion for 1- to \( k \)-degree by proving: \( R \geq 2r \) is the sufficient condition to ensure that \( k \)-degree coverage preservation implies \( k \)-degree connectivity among active nodes if the original network is \( k \)-degree connected.

The difference between the conclusion in References 14 and 15 and that in Reference 39 can be better understood through a simple scenario, as illustrated in Figure 38.6. In this scenario, the sensing field can be divided into four subfields 1–4, with each subfield completely covered by a subset of nodes. We call the node subset as subset 1–4 correspondingly. There are two narrow gaps in the middle of the sensing field that cannot be monitored by any node. Furthermore, the communication graph consisting of all the nodes is connected. After node scheduling, redundant nodes are removed from each subset without changing the coverage graph. According to the conclusion in References 14 and 15, we only know that the active nodes within each subset are connected with each other, but cannot determine if the active nodes among different subsets are connected. However, the latter is confirmed affirmative, according to the proof in Reference 39.

Based on the theoretical result, Reference 14 presented how to integrate the scheduling in the sensing and communication domain in a safe manner. For \( R \geq 2r \) cases, if a sensor node is eligible for off-duty in the sensing domain, then the node is assigned an off-duty status in both the sensing and communication domain. For \( R < 2r \) cases, if sensors determine their working status in the sensing and communication domain by using independent algorithms separately. Although these algorithms may share the same messages for coordination or status notification, there is no relationship between sensing inactive nodes and communication inactive nodes.

Another approach for \( R \geq 2r \) cases can be scheduling the sensing and communication activity in a tightly integrated mode. The scheduling starts from evaluating each node’s off-duty eligibility in the sensing domain by using any coverage-preserving sensing scheduling algorithm in the literature. If eligible, the node is assigned inactive status in both the sensing and communication activity. The first phase removes part of the redundancy in the communication domain, while maintaining the connectivity in the subgraph \( G_{active} \) induced by the active nodes. To further reduce the communication redundancy, a dominating set formation algorithm in the literature is performed on the constructed subgraph \( G_{active} \). The advantage of this integrated mode is that it always generates the maximal number of both inactive (sensing inactive and communication inactive) nodes, which is up bounded by the number of the sensing inactive ones.

In Reference 40, Sanli et al. designed a different two-phase protocol to schedule the sensing and communication activity in an integrated manner. The protocol assumes that there are three kinds of nodes in...
wireless sensor networks: tiny sensor nodes, three or more powerful reference nodes, and base stations. The reference nodes are equipped with GPS receivers. They can be deployed in a regular pattern, such as in an equilateral triangle. The data always are transferred to the reference nodes first, and then forwarded by the reference nodes to base stations. The first phase of the protocol is to build multiple multicast trees rooted at each reference node respectively in a combination way, by considering intermediate nodes’ residual energy and the structure of other multicast trees rooted at other reference nodes. Those nodes that are not located at a branch (nonleaf) of any multicast tree are not serving as relay stations. Therefore they can turn off their radio to save energy. After the communication backbone has been established, each node determines whether to turn off its sensing hardware, based on its immediate lower-level neighbor number and its residual energy. The threshold for minimal immediate lower-level neighbor number is derived according to the theoretical analysis on the probability that neighbors can cover the current node’s sensing area as a function of the neighbor number. This protocol conserves energy in two aspects: turning off radio of a subset of nodes and turning off sensing units of another subset of nodes. These two kinds of subset may be overlapping.

### 38.4 Open Questions and Future Research Direction

The following is the list of open questions on activity scheduling in wireless sensor networks that can be future research directions.

#### 38.4.1 Activity Scheduling Schemes Based on the General Sensing Model

Almost all the existing sensing scheduling algorithms are based on the 0/1 sensing model (whether an event can be detected is determined by its distance to sensors). The general sensing model defines that the sensing capability of a single sensor is exponentially proportional to its distance to the event, and that the final sensing result is the integral function of $k$ sensors. The 0/1 sensing model is simple. The general sensing model is realistic. Although the 0/1 sensing model is a special case of the general model when $k = 1$, the existing sensing scheduling algorithms designed for the 0/1 sensing model cannot be adapted to the general sensing model without great changes. New algorithms need to be investigated for the general model.

#### 38.4.2 Activity Scheduling Schemes for 3D Space

All the existing algorithms on coverage, detectability, and activity scheduling were designed and evaluated in two-dimensional space. It is quite difficult to directly transform the existing algorithms to 3D space, although some of them are claimed to have such a feasibility. Activity scheduling in a 3D sensing model is an open question in the literature.

#### 38.4.3 Activity Scheduling Schemes for Heterogeneous Networks

In heterogeneous wireless sensor networks, sensors may be of different capabilities. In other words, different sensors have different maximal communication and sensing ranges. More than one type of sensors is deployed in the same network to cooperate for a common sensing task. Furthermore, there are cases when the sensing and communication capability owned by one sensor is determined by its energy level. As the energy consumption at different nodes are not balanced over time, different sensors may have the different communication and sensing ranges later even if their capabilities are initially identical. Activity scheduling for heterogeneous wireless sensor networks can reduce the overall energy consumption in communication and sensing. It will be much sophisticated than that for homogeneous networks.
38.4.4 Activity Scheduling Schemes with Mobility Support

Mobility support is rarely discussed in activity scheduling algorithms for wireless sensor networks. That may be because most of researchers envision wireless sensor networks consisting of static sensor nodes. However, in some applications such as monitoring marine animals, sensor nodes may move individually or in groups. Scheduling node activity, while maintaining network connectivity and quality of monitoring service, requires nodes to have a capability to predict the future positions of itself and its neighbors, and then to adjust its status to adapt to the dynamic change of network topology.

38.4.5 Integrated Activity Scheduling in Wireless Sensor Networks

Although there have been discussions in the literature on how to integrate activity scheduling in both the sensing and communication domain, further investigation is needed to study what is the optimal integration manner to maximize the energy saving in communication and sensing.

38.4.6 Impact of Node Density and Network Topology on Coverage Capability and Activity Scheduling

The previous work mainly focuses on the algorithm design. More work is needed for theoretical study on node density and network topology on sensing coverage and activity scheduling. For instance, what is the lowest node density to guarantee the desired coverage capability in different network topology, such as grid or random network topology? What is the average redundancy level in a random network topology with a given node density? The answers of such questions can be used to guide node deployment, network planning, and selection of activity scheduling algorithms.

38.4.7 Node Deployment Strategy to Enhance Coverage Capability

In most of wireless sensor network scenarios, sensors are supposed to work in a remote or inhospitable environment. In such an environment, it is impossible or inconvenient or expensive to manually deploy all nodes according to the prior plan. Sensors may be thrown from a plane in such a way that the node distribution is random and unpredictable. Consequently, sensor nodes may not cover the entire monitored region, leaving some holes blinded. In addition, even if the initial deployment can be effectively controlled, more and more sensing holes or blind points will show up due to energy depletion or node destruction. To guarantee quality of monitoring, it is necessary to discover the sensing holes or to alarm users to add new nodes into “empty” areas. Thus, the following problems arise: how to find sensing holes efficiently and quickly; where to put new nodes to enhance the sensing coverage to a desired level while minimizing the number of added nodes. Besides, to eliminate sensing holes or blind points, node deployment schemes have to consider those areas that are weakly covered (i.e., covered by those nodes whose energy resource may be used up before the scheduling for the next node deployment).
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Distributed Collaborative Computation in Wireless Sensor Systems

39.1 Introduction

Wireless sensor systems consist of hundreds or thousands of small-sized, battery operated, embedded devices (sensor nodes) connected through wireless links. Such systems are being deployed for a host of applications that involve monitoring and responding to physical environments. Examples of such applications include target tracking, ecological micro-sensing, building surveillance, health monitoring, and fault diagnosis systems [4,8,14,23]. While much ongoing research has focused on addressing the hardware design and networking issues in these systems, efficient realization of these systems also involves solving many nontrivial computation problems. Designing algorithms for these systems is significantly challenging owing to the large number of sensor nodes involved, severe power, computation and memory constraints, limited communication bandwidth, and frequent node and link failures in the system.
Consider a sensor system deployed over a two-dimensional terrain consisting of sensor nodes equipped with temperature sensors. The end user desires to extract a variety of topographic information about the temperature characteristics of the monitored terrain. He is interested in enumeration or description of geographically contiguous regions in the terrain that contain sensor nodes with readings in a specific range. Moreover, he wants to periodically compute the area or estimate the boundary of the hottest region in the terrain. The end user may also want to gather similar information about node properties such as residual battery power for resource management, dynamic retasking, and preventive maintenance of these systems. The above problems require information exchange between a large set of nodes in the system and cannot be solved using localized computation at individual nodes.

Centralized solutions have been devised for solving several computation problems in sensor systems, where the sensor system merely acts as a data collection network (as opposed to a distributed computing system). The sensor nodes collect data from the environment, perform local signal processing to filter out erroneous samples, and wirelessly route the data to a centralized node (base station). All processing takes place at the centralized node. No in-network computation is performed. This approach is relatively easy to implement, as it requires little functionality within the system, but has many drawbacks. In state-of-the-art sensor systems, the energy dissipation and latency involved in communicating a bit of data between sensor nodes is several orders of magnitude higher than that of executing a computation instruction [16] at the local processor. For problems that require input data sets from a large number of sensor nodes, the centralized approach results in high latency, large energy dissipation, and communication bottlenecks in the system. The system is required to have a more powerful node that has sufficient computation and memory resources to gather and process data from all the nodes in the system in a centralized manner. Moreover, the processing node forms a single point of failure.

The above drawbacks can be avoided by designing algorithms that perform distributed data processing and information storage to minimize communication in the system. There are several challenges involved in designing distributed algorithms for these systems. The algorithms must scale well to the network size. This implies that as the number of collaborating nodes increases, the algorithm is capable of distributing computation tasks in the system such that the computation and storage requirements do not surpass the resource availability at the individual nodes. The energy depletion in the system is uniform so that the life longevity of the system is not undermined by early die-outs of a few overloaded nodes. The algorithms must be robust to node failures and to unreliable communication in the system.

There have been many different approaches used for designing distributed algorithms for sensor systems; some of these are discussed in the following section. Section 39.3 discusses some key issues involved in modeling of wireless sensor systems. Section 39.4 presents the key attributes of some of the existing models of computation for these systems. To illustrate the pros and cons of the various design techniques, Section 39.5 presents various algorithms for extracting topographic information in sensor systems. Section 39.6 concludes the chapter.

### 39.2 Various Approaches

#### 39.2.1 Point Solutions

Several signal processing algorithms involve collaboration only between small numbers of spatially nearby nodes. Efficient implementations of beamforming algorithms onto a spatial cluster of three to seven sensor nodes have been discussed in References 7 and 22. Since the number of collaborating nodes is small, task allocation between the sensor nodes is hand optimized. Architectural models of the sensor hardware are used to estimate costs for computation and broadcasts. The algorithms are validated through experiments. This approach is analogous to manual optimization of assembly code for performance optimization. While suitable for small-size clusters, this approach is not scalable for designing algorithms involving hundreds or thousands of sensor nodes.
39.2.2 Application-Specific Network Design

This approach exploits application-specific customization of the network protocols for performing collaborative computation in the network. The routing layer not only facilitates sending of data to from data sources to sink, but also performs data aggregation at the intermediate sensor nodes. For example, in Reference 26, the authors discuss implementation of a routing protocol that implements computation primitives such as summing and finding max or min. This approach can be compared with the application specific integrated circuit (ASIC) design methodology in traditional systems. The resulting system is highly optimized for a specific application, but must be redesigned from scratch if the hardware is changed or the network is required to support an additional application over time. It requires the developer to understand both the application semantics as well as the intricacies of the underlying network and hardware for designing such systems.

39.2.3 Model-Based Algorithm Design

As sensor systems evolve, realization of these systems will involve solving more and more challenging computation problems. As opposed to a single application, future sensor systems may support multiple applications simultaneously. Application-specific design techniques will not scale well to such systems. Ease-of-design, design reusability, and rapid design space exploration will be important concerns along with efficiency in algorithm design for advanced sensor systems. The above challenges motivate use of a model-based approach in designing these systems, which exploit high-level modeling to decouple algorithm design from system implementation. By hiding low-level details, it simplifies design and facilitates rapid, high-level analysis of distributed algorithms. Figure 39.1 illustrates this approach and is described as follows.

Algorithm design begins with identification of a realistic model of computation that provides a system level abstraction of the underlying system to the algorithm designer, while hiding away the unnecessary implementation details. Some of the system properties that are abstracted by the model include node topology and density, medium of communication, and the energy and time costs for performing various operations in the system. The model also identifies the variable system parameters or knobs that can be tuned by the designer to enhance the performance of the algorithms. For example, if the sensor radios support variable transmission range, it is abstracted as a system knob. The designer can evaluate various settings of this knob to reduce energy dissipation and interference in the system [3]. Acceptable
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ranges of values are defined for the system knobs to ensure realistic evaluation of the algorithms. The model forms the basis for design and performance analysis of distributed algorithms for these systems. Using the model, the designer is able to formally verify whether an algorithm of the desired functionality can be realized on the sensor system. The model is exploited to formulate and evaluate various algorithm designs. A coarse (theoretical) performance analysis is performed using the cost functions defined by the model for identifying the most suitable algorithms. The selected algorithms are then subjected to low-level simulations and prototyping for analysis that is more accurate and hardware-specific optimizations.

The model forms the basis for formal design and analysis of algorithms. It facilitates algorithm design and performance evaluation at a conceptual level without requiring real implementation. The design is thus portable across several sensor platforms, and is stable with respect to small changes in the hardware or the networking protocols. Performance evaluation is performed using analytical techniques as opposed to time-consuming simulations. Thus, in a relatively short time, a larger design space can be explored.

39.3 Modeling Wireless Sensor Systems

As algorithm designers, we must contemplate as to what is a good model of computation for sensor systems. Can existing computation models be used for abstracting these systems? What features of the sensor system must the model abstract? How to model the networking functionality provided by the lower level protocols? What are the costs of executing various operations in the system? Note that the many low-level details must be ignored to facilitate simplicity.

Even though a large number of computation models have been defined by the theoretical community for design of parallel and distributed systems [13,20], we observe, that they must be redefined in the context of wireless sensor systems. For example, parallel computation research is mainly concerned with exploiting concurrency. In order to address the needs of distributed computing in wireless ad hoc sensor systems, one has to address how key goals, such as power minimization, low latency, scalability, and robustness are affected by the algorithms used. Moreover, most theoretical models assume a well-defined network topology. The topology in a sensor system depends on a large number of factors such as the distribution and density of the sensor nodes, the terrain on which the network is deployed, and the probability of node and link failure in the system. However, some commonalities are also present between conventional distributed systems and sensor systems such as the high relative cost of communication to computation, issues concerning load balancing, and so forth.

Since a model is merely an abstraction, it can be defined at various levels of details. The portability, complexity, and computation power of a model of computation depends on the features it abstracts. A simpler model abstracts fewer details of the underlying system, and consequently, is relevant to a larger set of systems. However, since it is defined at a higher level of abstraction it may be computationally less powerful. For example, consider an algorithm designed using an anonymous system model. The algorithm can be implemented on a sensor system where sensor nodes have no IDs and also on a system where sensor nodes have IDs. However, the computation of the model is limited to symmetric functions, and algorithms such as leader-election cannot be designed using this model.

A less-detailed model may not only restrict the complexity of the algorithms that can be solved using it, but can also affect the efficiency of the algorithms. For example, consider a model that does not abstract the variable transmission range of the sensor nodes. Algorithms designed using this model cannot exploit techniques such as dynamic range assignment to sensor nodes for energy and interference reduction. A delicate balance is required between model complexity and its capabilities such that the model is simple to use and yet capable of implementing a desired set of operations. The definition of a model is largely influenced by the metrics a designer wishes to optimize. Until now, time and memory have been the key optimization metrics for designing an algorithm. Sensor systems, on the other hand, are also desired to be energy efficient, robust, and scalable. Some of the key attributes of sensor systems that must be abstracted
by a model are as follows:

1. **Node density and distribution:** Network connectivity and density are important considerations while designing algorithms for sensor systems. Strong connectivity is essential to solve computation problems such as finding the global maximum value. While dense networks are better connected than sparse networks, signal interference is a major concern. The node distribution in a sensor system is often defined by the geometry of the physical phenomenon. Uniformly deployed networks have larger bandwidth and fault tolerance as opposed to systems with nonuniform node deployments.

2. **Network composition:** Sensor nodes constituting a system may be homogeneous or heterogeneous. Node heterogeneity may be in terms of different communication and computation capabilities, or different sensing modalities. Sensor nodes may be mobile or stationary. These must be defined as part of the computation model.

3. **Global information:** Algorithm design (as well as what can be realized in the system) can benefit significantly from globally shared information in the network such as a global coordinate system, a global clock or support for unique identification of the sensor nodes. Such information must be captured by the model of computation.

4. **Wireless technology:** Sensor nodes communicate among themselves wirelessly. Various types of radios have been proposed for communication in these systems such as radio frequency (RF), directional RF, laser, and optical radios. The model must abstract wireless features of sensor nodes such as the radio transmission range and angle, the channel access mechanism, and the contention resolution strategy.

5. **Time and energy costs:** The model must define the time and energy costs for the various operations performed by the sensor nodes such as sensing, local computation and data transmission and reception. If the sensor node supports power management, the model must define each power state as well as the overheads and mechanisms for transition from one state to another.

6. **Robustness:** Robustness must be defined in terms of the high-level operations supported by the model as opposed to the probability of individual node or link failure in the network. While an individual link or node failure is highly probable, lower level protocols may provide robust implementation of the high-level operations. For example, consider a communication primitive used for transfer of information from a data source to a data sink in the network. A robust routing protocol ensures successful execution of the operation, provided a path exists between the two nodes. The failure probability of this operation must be calculated in terms of the failure of all possible paths between the two nodes as opposed to a single link or node failure.

Experience from sensor system design tells us that each of the above listed features could vary from one system to another. Based on his intuition and knowledge, a computer scientist may choose to omit certain features to simplify the model. Alternatively, additional features may be included to enhance the accuracy of the model. Consequently, a large number of models can be defined for sensor systems, which is neither surprising nor dismissive of this approach. It merely reflects upon the diverse nature of sensor systems that cannot be captured by a single model of computation.

### 39.4 Models of Computation for Sensor Systems

In recent years, several models of computation have been defined and used for designing algorithms for sensor systems. We give a brief overview of some of the existing models.

#### 39.4.1 Localized Model

This model abstracts the network as a collection of loosely coupled nodes. Each sensor node performs computation only based on its local states and the data received from other nodes in its vicinity. No global
states or synchronization is assumed in the network. Since the operations at any node in the network are independent of other nodes, algorithms designed using this model are extremely robust and scalable. These properties make this model attractive for designing algorithms for sensor systems with unreliable communication links and frequent node failures. In such systems, the overheads for maintaining and exchanging global information are exorbitant. Several algorithms have been designed for sensor systems using this model [6,10,11]. The limitations of this model are in terms of the types of computation problems that can be solved. Problems involving global coordination or consensus cannot be solved using this model. Lack of global states makes it challenging to detect the termination of the algorithms. It is difficult to analyze the global behavior and performance of the system using this model.

39.4.2 Wireless Sensor Network (WSN) Model

The Wireless Sensor Network (WSN) model [5] abstracts the entire network as a single distributed system. The key assumptions of this model are described as follows:

1. **Network topology:** The system consists of \( n \) homogeneous sensor nodes uniformly distributed over a two-dimensional terrain. The terrain is divided into equi-sized cells, each containing a sensor node. The cell size is chosen such that the sensor nodes in the (north, south, east, west) adjacent cells are able to communicate with each other. The sensor nodes are thus organized in a mesh-like topology in the network (see Figure 39.2).

2. **Node characteristics:** The sensor nodes are uniquely identifiable by their location in the grid. Each sensor node is equipped with a local processor, a small-sized memory, a RF radio with fixed transmission range \( r \), and a clock. The clocks of the sensor nodes are globally time synchronized.

3. **Wireless Communication:** The sensors communicate over a shared wireless channel. The area within distance \( r \) of a sensor node is called the *intensity zone* of the sensor node and the area between distance \( r \) and \( 2r \) is called the *fading zone*. A collision is said to occur if two sensor nodes that are within the transmission range of each other transmit concurrently. Collisions result in loss of information. A sensor node is guaranteed to receive a transmission from a sensor node in its intensity zone provided no collision occurs. It does not receive any transmission from sensor nodes outside the fading zone.

4. **Communication costs:** The model assumes that a sensory node can transmit or receive one unit of data in a single time slot. The overall communication time is measured as the total number of time slots required for execution of the algorithms. Energy dissipation of a sensor node is measured in terms of the number of time slots in which a sensor node sends or receives data.
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The WSN model greatly simplifies the algorithm design for sensor systems by making assumptions about a regular mesh-like topology, global time synchronization, and localization in the system. The model has been used for design and analysis of algorithms for solving nontrivial computation problems such as sorting in sensor networks [5]. It allows a designer to define system-wide communication schedules that minimize latency and interference in the system. The model has large similarity to several well-known parallel and distributed models (such as the main circulating circuit (MCC) model). Thus, algorithms design for these models can be easily adapted for execution in the WSN model. The main drawback of the model is that it is applicable to a very small class of sensor systems. Global time synchronization is not achievable in large-sized sensor systems without incurring large costs (e.g., providing each node with a GPS). Moreover, it may be difficult to maintain a regular grid topology in the system in the presence of frequent node or link failures.

39.4.3 Clustered Heterogeneous Model for Sensor Networks

COSMOS abstracts the class of dense, uniformly deployed, hierarchical sensor systems consisting of heterogeneous sensor nodes communicating over the locally shared wireless channels. Unlike the WSN model, COSMOS does not assume global time synchronization or globally unique IDs for all sensor nodes. It abstracts spatial clustering, which is a key feature of several sensor systems. It also models power management schemes supported by the state-of-the-art sensor hardware platforms that can be exploited for reducing energy dissipation in the system. The key assumptions of this model are discussed as follows:

1. *Hierarchical network architecture:* Two types of nodes are present in the network — a large number of sensor nodes with limited computation, storage, and communication capability, and fewer clusterheads that are more powerful than the sensor nodes in terms of computation, communication, and memory resources. The sensor nodes are primarily responsible for data collection in the network, while the clusterheads are used for routing, power management, and implementation of sophisticated computation and communication primitives.

2. *Network topology:* The sensor nodes are uniformly distributed over a two-dimensional terrain. The clusterheads organize themselves into a grid array as illustrated in Figure 39.3. The sensor nodes in each cluster are locally time synchronized with the clusterhead. There is no global time synchronization among the clusterheads. The clusterheads have globally unique IDs, whereas the sensor nodes are uniquely identifiable only within a cluster.
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3. **Communication**: Nodes communicate over one or more wireless channels using omnidirectional antennas. Within a cluster, communication is single-hop, and all nodes are time synchronized with the clusterhead. Between clusterheads, communication is multihop and asynchronous. Collision occurs if a recipient is within the receiving range of two or more concurrent transmissions over the same channel.

4. **Energy and time costs**: For a sensor node, transmission, reception, or local computation of one unit of data consumes one unit of energy and requires one time step. A clusterhead with range $r$ consumes $r^2$ units of energy for transmission and one unit for reception, and one unit for computation per unit of data.

5. **Power management**: A sensor node can be either in the active state or asleep state. Computation and communication can be performed only in the active state. Negligible energy is dissipated in the asleep state. Internal timers or an external paging channel can be used to wake up asleep sensor nodes. Energy dissipation in maintaining the internal timer is negligible. For the paging channel, energy dissipation is proportional to the total number of messages transmitted.

6. **Complexity Analysis**: As is customary [12,13], only for the sake of analysis, the model assumes that all sensor nodes operate at the same clock frequency and there exists a logical clock in the system [12]. The time complexity of an algorithm is defined as the total number of logical time steps required for executing the algorithm. The overall energy dissipation in the system is the sum of the computation, communication, and paging energy.

Similar to the WSN model, COSMOS abstracts the network topology of the network as a grid. However, unlike WSN, it assumes clustering in the network and the grid topology is only maintained by the clusterheads. In case a clusterhead fails, an alternate node in the cluster is elected to be the clusterhead, without affecting the grid topology. Thus, the model is robust to a significant number of node failures in the network. References 17 and 19 discuss design of several distributed algorithms using COSMOS.

The following section describes topographic querying, which is one of the most fundamental applications of wireless sensor systems. For the purpose of illustrating the various approaches towards algorithm design in sensor systems, the following section describes and compares three algorithms for identifying and labeling topographic regions in the network.

### 39.5 Illustrative Application: Topographic Querying

Topographic querying [15,18] is the process of extracting data from a sensor system for understanding the (graphic) delineation of features ((meta)data) of interest in a particular terrain. The end user might be interested in visualizing gradients of sensor readings across the entire field; that is, in constructing and periodically updating a topographic map of the terrain showing the exact boundaries of different feature regions and the average (or min or max) value of readings in each region. Other useful queries, which are not of much scope could include enumeration and description of feature regions with a specific (range of) sensor reading. Application areas in which such topographic querying is particularly useful include contaminant monitoring, water temperature estimation of river beds, oceanography studies related to temperature, direction, and velocity of flow of ocean currents, and so forth [21,23–25].

One approach to supporting topographic queries is query-initiated explicit self-organization, followed by data aggregation and exfiltration [11]. Query responses can be routed to the querying node using flooding or preexisting data gradients [9]. This approach is attractive because it is simple, robust, and requires minimal infrastructure. Unfortunately, the energy dissipation depends on the size, shape, and number of regions. Moreover, since each query route is established independently in a greedy manner, it may lead to congestion in some parts of the network. An alternate approach involves periodic identification and labeling of homogeneous regions (components) in the network. Once this information is gathered and stored in the network, many other queries can be rapidly answered. Processing and responding to queries could be, in most cases, decoupled from the actual data-gathering and boundary-estimation process, which can occur independently and at a low frequency (depending on the application). The number of
participating nodes and the communication required for responding to a query can be minimized. In this chapter, we discuss various algorithms for solving the problem of identifying and labeling homogeneous regions in the system.

### 39.5.1 Preliminaries

A feature is a user-defined predicate on sensor data. Consider a sensor system deployed for measuring the temperature of the environment. An example of a feature for this system is: "Is temperature greater than forty?". A sensor node is said to satisfy a feature, if the result of applying the corresponding predicate on the sensor data is true. The sensor data used for determining whether a given feature is satisfied or not is called the feature value of the node, and a sensor node that satisfies the feature is called a feature node. All sensor nodes with temperature readings greater than 40 are the feature nodes for the above example feature. The temperature readings stored at the sensor nodes are the feature values. We assume that the total number of features defined in the network is a constant. Each feature partitions the network into a set of feature nodes and nonfeature nodes. A sensor node can locally determine whether or not it satisfies a given feature.

A feature region refers to a geographically contiguous area in the network consisting of sensor nodes that satisfy the same feature. Given a feature \( f \), the feature region is defined as follows. Consider a partition of the network into a grid consisting of cells of size \( \delta \times \delta \) as illustrated in Figure 39.4. Two sensor nodes are said to be \( g \)-connected (geographically contiguous) if they belong to the same or neighboring (north, south, west, east) cells. Let \( G_f = (V, E_f) \) denote the feature graph for \( f \). The vertices \( v \in V \) represent the sensor nodes, and an edge \( e(u, v) \in E_f \) exists between two vertices \( u \) and \( v \) iff they are \( g \)-connected and they both satisfy feature \( f \). Each connected component in \( G_f \) represents a feature region. Here, \( \delta \) defines the resolution factor for region identification. Our assumption about dense deployment ensures that \( \delta \leq r \), implying that nodes in neighboring cells are also wireless neighbors.
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The diameter of a feature region is defined as the number of feature nodes on the longest feature chain in the region. A feature chain represents the shortest sequence of g-connected feature nodes belonging to a region that connect any two feature nodes in the same region.

### 39.5.2 Problem to Be Solved

Consider a network of \( n \) sensor nodes uniformly deployed over a two-dimensional terrain, where the sensor nodes store features of interest to the end users. Construct the topographic map of the network based on the features stored at the sensor nodes in a time and energy-efficient manner. This involves the following:

1. Given a list of (user-specified) features, identify and label the feature regions in the network.
2. Assignment of region labels to the sensor nodes in a globally consistent manner, which implies the following. All sensor nodes are informed of the termination of the algorithm, and the label of the regions to which they belong. All the sensor nodes belonging to a feature region have the same region label and the sensor nodes in distinct regions have different labels.

### 39.5.3 Algorithm Design and Analysis

In this section, we describe two distributed algorithms that have been used for solving the above problem. The centralized algorithm is used as the baseline for comparing the performance of the above two algorithms. The *Forest-of-trees* algorithm is a localized algorithm, whereas the *recursive* algorithm is a global algorithm designed using COSMOS.

While the algorithms do not make any assumptions about the total number of feature regions; for the sake of simplicity, the analysis is performed only for a single feature region. We evaluate the performance of the algorithms as a function of the following parameters: \( n \), the number of sensor nodes in the network, \( s \), the number of nodes in a single-hop cluster (see Section 39.4.3), \( f \), the number of feature nodes in the region, and \( d \), the diameter of the region. We focus only on analyzing the communication costs for the above algorithms. The computation costs are assumed as negligible in comparison to communication costs (see problem exercises at the end). For short-range radio communication, the transmission costs are equal to reception costs. We assume that a sensor node requires \( T \) time steps and dissipates \( E \) units of energy for transmission or reception of one unit of data over the wireless channel:

1. **Centralized algorithm:** This approach involves routing of information (such as feature and ID) from all feature nodes to a centralized node (or base station). All processing takes place at the centralized node. Once, the feature regions have been identified and labeled, the labels are transmitted by the centralized node to all feature nodes in the network. Each of the feature nodes transmits one unit of data to the centralized node. Consider the scenario when feature nodes are at the boundary of the network. Here, each data unit must traverse at least \((\sqrt{n}/2\sqrt{s})\) hops to the centralized node. Total number of transmissions in the network is \((f \cdot \sqrt{n}/2\sqrt{s})\). If we assume perfect scheduling (no delay incurred in the network due to congestion), at least \((\sqrt{n}/2\sqrt{s}) \cdot T\) time steps are required for communication of data from the feature nodes to the centralized node. A sensor node can receive only one data unit at a time. At least \((f \cdot T)\) time steps are required by the centralized node to receive \( f \) units of data. Thus, overall time complexity of the algorithm is \(O((f + (\sqrt{n}/\sqrt{s})) \cdot T)\). An efficient paging scheme would switch off redundant sensor nodes to ensure that each transmission is received by exactly one sensor node. In such a scenario, the overall energy dissipation in the network is twice the transmission energy, which is \(O((f \cdot (\sqrt{n}/\sqrt{s})) \cdot E)\).

2. **Forest-of-trees algorithm:** This approach has been discussed in Reference 11. Only feature nodes participate in the algorithm. Every node maintains the variables \( m_{id} \) and \( m_{h} \) that represent the ID of the lowest ID sensor node in the network and the minimum number of hops to reach this node. At the start of the algorithm, each sensor node initializes \( m_{id} \) to its own label and \( m_{h} \) to infinity. All feature nodes broadcast their IDs with hop initialized to one. When a feature node receives a broadcast, it compares the received value to the stored \( m_{id} \). If the value is smaller, the node updates the variable \( m_{id} \), increments and
stores the hop count, and broadcasts a message containing the $m_{id}$ and the hop count incremented by one. The node sets as parent the node from which it received the broadcast. The above step is also repeated if the $m_{id}$ received is equal to the stored value but the hop count is smaller. The system stabilizes when all feature nodes have the minimum value of $m_{id}$ and the shortest path to the feature node with ID $= m_{id}$. This results in a spanning tree with the minimum ID node acting as the root. The ID of the root can be used to label the feature region. All feature nodes transmit the feature information up the tree to the root node. The root node collects data from all the feature nodes. The topographic meta data and boundary information about the feature region are maintained at the root node.

We analyze the energy and time complexity of the algorithm. Consider a feature region that consists of a single sequence of feature nodes (chain) of size $l$. The sequence is monotonically increasing in terms of the node IDs. For $1 \leq k \leq l$, let $f_k$ denote the sensor node in the $k$th position in the sequence. In the worst scenario (when the channel access scheme gives priority to higher ID node), $f_k$ receives $k-1$ labels and transmits $k$ labels. $O(l)$ time steps are required to route the label of the min ID node to all feature nodes, and $l^2$ transmissions take place. In the best scenario $f_k$ node receives and transmits $(k-1)/\sqrt{s}$ labels. This reduces the time to $O(l/\sqrt{s} \cdot T)$ time steps and energy to $O(l/\sqrt{s} \cdot E) = O(l^2/\sqrt{s} \cdot E)$ energy units. Next, we consider a region with diameter $d$ and $f$ feature nodes such that all feature nodes lie on monotonically increasing chains of length $d$. As discussed earlier, above routing of the min ID label on a chain requires $O(d/\sqrt{s} \cdot T)$ time steps and $O(d/\sqrt{s})$ transmissions. There are $f/d$ chains in the network, and therefore the total number of data transmissions is $O(f \cdot d/\sqrt{s})$. Each transmission is received by $O(s)$ neighboring nodes, resulting in energy dissipation of $O(f \cdot d \cdot \sqrt{s} \cdot E)$ energy units. Thus, the overall time complexity of this algorithm is $O(d/\sqrt{s} \cdot T)$ and energy complexity is $O(f \cdot d \cdot \sqrt{s} \cdot E)$ energy units.

A major drawback of this algorithm is that sensor nodes cannot detect the termination of the labeling phase (stabilization of paths to the root) in a consistent manner. A sensor node on a shorter route to the root might stabilize much before the most distant sensor node. An additional termination detection phase must be included in the algorithm after the labeling phase. One heuristic could involve introducing a wait state after the labeling phase. Once a sensor node detects local stabilization it waits for time $O(d)$ to ensure global stabilization in the system. Since the value of $d$ is not known and $d = n$ in the worst case, termination detection will incur an additional overhead of $O(n \cdot T)$ time steps.

3. Recursive algorithm: The problem of identification and labeling of regions in the network can be abstracted as the widely studied component labeling problem in classical image processing [1,2]. The algorithm is described in Reference 15, and it proceeds in the following steps:

**Step I:** IntrACLuster identification and labeling of feature regions. Every feature node in the network that is not a clusterhead, transmits its location and reading to its clusterhead. After the transmission, all nodes that are not clusterheads switch themselves off for a prespecified duration depending upon the duty cycle of sampling. Only the clusterheads are active at this point.

Based on the information sent to it by feature nodes within its cluster, each clusterhead constructs a local feature graph. Vertices of this graph correspond to feature nodes, and an edge exists between two vertices if (i) the corresponding feature nodes are $g$-connected and (ii) the sensor readings denote the same feature. The clusterhead runs a depth-first-search algorithm to identify connected components in its local feature graph. Each connected component represents a feature region within the cluster. Boundary estimation and labeling of regions that lie entirely within the cluster can be accomplished at the clusterhead. For regions that cross cluster boundaries, communication with other clusterheads is required to identify their extent.

Each local region is represented as a single vertex and assigned a unique label $v = (I, i)$, where $I$ is the ID of the clusterhead, and $i$ is a locally unique region ID. For each vertex $v$ corresponding to a region with feature $x$, the clusterhead maintains $l_v$, a list of the feature nodes that lie on the cluster boundary. Each boundary crossing is represented as an outgoing edge denoted by $(v, x, l_v, d)$. Here $d \in \{N, S, E, W\}$ identifies the adjacent cluster with which the boundary is shared.

At the end of Step I, only clusterheads are in the active state and all other nodes are switched off. Each clusterhead has a (possibly null) feature graph that represents the feature regions within its cluster.
Step II: Network-wide distributed graph formation. Each clusterhead inspects its feature graph and identifies the regions whose feature nodes lie on one or more boundaries of the cluster. The boundary information is transmitted to the corresponding neighbor. This, effectively results in an exchange of information between neighboring clusterheads that share a feature region.

For each outgoing edge \( (v, x, l, d) \), the clusterhead identifies \( v' = (l', i') \) the corresponding label in the neighboring cluster. If there exists more than one outgoing edge to the same vertex in the neighboring cluster from one or more vertices of the local feature graph, these edges and vertices are reduced to a single vertex since they belong to the same feature region.

At the end of Step II, a distributed graph is constructed in the network. Vertices in the graph that share an edge belong to the same region. Each connected component of the distributed graph represents a region in the network. At this stage, vertices belonging to the same region are not guaranteed to have the same label.

Step III: Recursive graph reduction. Recursive reduction of the distributed graph is performed using a quad-tree approach that can be informally described as follows. In the first step of recursion, the network is conceptually divided into blocks of \( 2 \times 2 \) clusterheads each. Within each block, one clusterhead is the leader and the other three clusterheads send information about their edges to the leader, which now computes the connected components within the subgraph, which correspond to the feature regions in its area of oversight (which corresponds to four clusters). Each connected component is reduced to a single vertex, and the minimum of all the vertex labels in the connected component is assigned to this new vertex. The set of outgoing edges of the connected component is used to define the edges of the new vertex. If this edge set is empty, it means the vertex represents a feature region. Now, the block leaders organize themselves into \( 2 \times 2 \) blocks and one of them is elected as a leader for the next level of recursion, and the process is repeated until all components have been identified and labeled. In each stage, information from exactly four clusterheads is merged, which leads to the quad-tree structure. More formally, the above process is accomplished in a distributed manner at each clusterhead as follows.

Each clusterhead maintains the current level of recursion \( k \), initialized to 1. It is also aware of its own ID \( I \), which denotes its position in the mesh. The following routines are also implemented on each clusterhead:

1. REDUCE\( (g_1, g_2, g_3, g_4, G) \): This routine takes four sub-graphs \( (g_1, g_2, g_3, g_4) \) as input, and produces a reduced graph \( G \) as the output. The semantics of what the subgraph representations mean and how the reduction is accomplished were described previously.

2. LEADER\( (id, rec-Level) \): This routine takes as input a clusterhead ID and a level of recursion. Note that the clusterhead ID implies a unique block at that level of recursion. This function returns the ID of the leader of that block, based on the leader selection scheme being used. The scheme adopted in our algorithm is shown in Figure 39.5, and is intended to always move the data to the center of the mesh. Due to space constraints, we do not discuss the exact labeling scheme (a variation of shuffled row major labeling) and the expressions used at each node to compute the next function. In the figure, \( L_1 \) and \( L_2 \) denotes leaders of \( 2 \times 2 \) and \( 4 \times 4 \) blocks, respectively. The arrows show the sources and destinations of data transfers in the \( 2 \times 2 \) blocks.

3. SEND\( (data, id) \): This routine sends the data item to the clusterhead with the given ID.

Every clusterhead performs the following sequence of actions. First, it uses the LEADER function with its own identifier as input, and determines the leader ID for its block. If the leader ID is not the same as its own ID (which means it is not a leader), it uses the SEND function to send its subgraph to the leader; else, it waits till subgraphs from the three nonleader clusterheads are received, and uses the REDUCE function to reduce the four subgraphs (including its own) into a new subgraph \( G \). If \( G \) contains one or more vertices that correspond to regions entirely within the geographic oversight of that block leader, they are not part of the subgraph that is transmitted up the quad-tree. Only the information about cross-boundary regions is communicated at the higher level of recursion. Note that if all regions are within the block boundary,
the subgraph that is sent up the quad-tree could be empty. Even in this case, the clusterhead transmits an empty subgraph to the leader of the next higher level to facilitate termination detection of the algorithm.

Next, $k$ is incremented by one and the process is repeated till $k = \log(\sqrt{n}/\sqrt{s}) - 1)$. When this happens, the clusterhead sends its subgraph to a uniquely labeled root node. The bottom-right leader at the final recursion level is selected to be the root. Since every clusterhead knows the values of $n$ and $s$, the ID of the root can be determined.

At the end of Step III, all regions in the network have been assigned a unique label, which is stored at the leader of the smallest block that contains the entire region.

**Step IV: Label propagation through backtracking.** The region labels stored at different clusterheads are propagated down the quad-tree, which is accomplished by backtracking. This process is basically an inversion of Step III earlier. When a clusterhead receives new labels for the vertices from the block leader, it updates the locally stored graph. Vertices belonging to different local components are merged if they are assigned the same label. The above steps are repeated till the labels are routed to every clusterhead in the mesh. The clusterhead now activates the feature nodes in turn by using the paging mechanism, and transmits to each feature node the labels of the region to which it belongs.

At the end of Step IV, each feature node knows the label of the regions it belongs to. Each clusterhead stores detailed information about the feature nodes in its cluster. When a sensor node receives a label, it is informed of the termination of the algorithm.

We analyze the communication time and energy of the algorithm. In Step I, each of the $f$ feature nodes contends for the wireless channel and on gaining access, transmits one unit of data to the clusterhead. This involves $f$ one-to-one transmissions resulting in an overall energy dissipation of $(2f \cdot E)$ units. Any clusterhead in the network has $5s$ neighbors: $s$ within its cluster and $4s$ in the four (north, south, west, east) adjacent clusters. In the worst case, all the neighbors are feature nodes and $(5s \cdot T)$ time steps are required to schedule the data communication between the feature nodes and the clusterheads.

Step II of the algorithm requires each clusterhead to exchange boundary information with its neighbors. In the worst-case scenario, all feature nodes are on cluster boundaries and thus $f$ units of data are exchanged between the clusterheads. This results in $f$ transmissions, dissipating $(2f \cdot E)$ units of energy in the system. A clusterhead transmits and receives no more than $\min(f, 4\sqrt{s})$ units of data. There are at most nine

---

1All logs are to the base 2 unless specified otherwise.
clusterheads in a common transmission area that may contend for the shared channel at any given time. The above communication can be scheduled in fewer than \((\min(9f, 36\sqrt{s}) \cdot T)\) time steps.

Step III consists of at most \((\log(\sqrt{n}/\sqrt{s}) - 1)\) recursive steps. We consider communication in the \(k\)th recursive step. Consider a block of size \(2^k \times 2^k\). It consists of four smaller blocks (we call them subblocks) of size \(2^{k-1} \times 2^{k-1}\). The leader of one of these subblocks assigns the role of the block leader. The leaders of the other three subblocks communicate information about their subgraph to the block leader (of the larger block). A subblock leader only transmits information about the vertices that have edges crossing the subblock boundaries. There are at most \((4 \cdot 2^{k-1} \cdot \sqrt{s})\) such edges (and vertices). Note the subblock leader of one of the blocks is the block leader itself. Each of the other three subblock leaders is less than \(2^k\) hops away from the block leader. Thus, there are at most \((12 \cdot 2^{k-1} \cdot \sqrt{s})\) data units in a block that must be communicated over \(2^k\) hops. There are \((n/s \cdot 1/2^{2k})\) such blocks in the network. The communication can take place in parallel in the various blocks. Efficient in-block routing can avoid contention over shared channels (we do not discuss these in this paper). Thus, the \(k\)th recursive step can be completed in \((12 \cdot 2^{k-1} \cdot \sqrt{s} \cdot T)\) time steps. In the worst case (when the region spans over the entire network), \((((n/s) \cdot 1/2^{2k}) \cdot (2 \cdot 12 \cdot 2^{k-1} \cdot \sqrt{s}) \cdot 2^k \cdot E = 12n/\sqrt{s} \cdot E)\) units of energy is dissipated in the \(k\)th recursive step. Since there are \(\log(\sqrt{n}/\sqrt{s}) - 1\) recursive steps, Step IV requires \((6\sqrt{n} \cdot T)\) time steps and dissipates \((12n/\sqrt{s} \cdot (\log(\sqrt{n}/\sqrt{s}) - 1) \cdot E)\) units of energy in the worst case.

The above analysis assumes the worst case scenario (region consisting of \(n^2\) feature nodes). Consider a region with diameter \(d\) consisting of \(f < n\) feature nodes. Step III may be completed in fewer recursive steps if the region is contained in a smaller-sized block \((d/\sqrt{s} \cdot T)\) time steps in the best case, when the region lies in a block of size \(d \times d\). When the region is located in the center of the network, \(\log(\sqrt{n}/\sqrt{s}) - 1\) recursive steps are required as in the worst case. However, energy dissipation is lesser for a smaller region. In a region with \(f\) feature nodes, in the worst case, all information is routed over \(\sqrt{n}/\sqrt{s}\) hops in the network since the manner we elect leaders ensures that information flow is toward the center. The overall energy dissipation would be \(O(f \cdot \sqrt{n}/\sqrt{s} \cdot E)\) in the worst scenario. Thus, the overall energy dissipation in this step is \(\min(O((n/\sqrt{s} \cdot \log(n/\sqrt{s})) \cdot E), O(f \cdot \sqrt{n}/\sqrt{s} \cdot E))\).

In Step IV, the labels are transmitted to the sensor nodes by a backtracking procedure, and we do not analyze it in detail. However, it is easy since the time and energy of this step is not larger than Steps I–III combined.

Thus, overall energy dissipation for the algorithm is \(O((f + \min(O(n/\sqrt{s} \cdot \log(n/\sqrt{s})), O(f \cdot \sqrt{n}/\sqrt{s}))) \cdot E)\) units and it requires \(O((\sqrt{n} + s) \cdot T)\) time steps.

### 39.5.4 Summarizing the Results

The time and energy costs for the three algorithms are summarized in Tables 39.1 and 39.2. We observe that for small size regions \((f = O(\sqrt{n})\) and \(d = O(\sqrt{n})\)), all the three algorithms have similar time and energy performance. As the region size grows, the centralized algorithm performs the worst, whereas the recursive algorithm has the best time and energy performance.

Note that the above analysis compares the algorithm for the worst-case performance. Moreover it only provides asymptotic bounds on the performance of these algorithms. For the purpose of obtaining a more realistic performance evaluation, simulations were performed to compare the time and energy performance of the two decentralized algorithms. The results are illustrated in Figure 39.6. The \(y\)-axis represents the energy and time costs for the two algorithms, the \(x\)-axis denotes the diameter of the

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>(f = O(n)d = O(n))</th>
<th>(f = O(n)d = O(\sqrt{n}))</th>
<th>(f = O(\sqrt{n})d = O(\sqrt{n}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralized</td>
<td>(O(n^{3/2} \cdot E))</td>
<td>(O(n^{3/2} \cdot E))</td>
<td>(O(n \cdot E))</td>
</tr>
<tr>
<td>Decentralized</td>
<td>(O(n^2 \cdot E))</td>
<td>(O(n^{3/2} \cdot E))</td>
<td>(O(n \cdot E))</td>
</tr>
<tr>
<td>Recursive</td>
<td>(O(n \cdot \log n \cdot E))</td>
<td>(O(n \cdot \log n \cdot E))</td>
<td>(O(n \cdot E))</td>
</tr>
</tbody>
</table>
network, and the z-axis shows the average diameter of the feature region (the regions were assumed to be circular). We observed that the time performance of the two algorithms was almost the same. The energy dissipation of the recursive algorithms was significantly lower than the (nonclustered) forest-of-trees approach. The former algorithm conserves significant energy by allowing all nonclusterhead nodes to sleep for most of the time. The forest-of-trees algorithm was adapted to support clustering. The sensor nodes transmitted the feature information to the clusterheads and the forest-of-trees algorithm was executed only on the clusterheads. This (clustered) approach significantly reduced the overall energy dissipation of the algorithm.

### 39.6 Concluding Remarks

In this chapter, we discussed various approaches to algorithm design in wireless sensor systems. We believe high-level modeling and analysis will play an important role in meeting the challenges of the next generation sensor systems (such as efficiency, ease-of-design, design reusability, scalability, and portability).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$f = O(n)$</th>
<th>$d = O(n)$</th>
<th>$f = O(n \sqrt{n})$</th>
<th>$d = O(n \sqrt{n})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralized</td>
<td>$O(n \cdot T)$</td>
<td>$O(n \cdot T)$</td>
<td>$O(n \sqrt{n} \cdot T)$</td>
<td>$O(n \sqrt{n} \cdot T)$</td>
</tr>
<tr>
<td>Forest-of-trees</td>
<td>$O(n \cdot T)$</td>
<td>$O(\sqrt{n} \cdot T)$</td>
<td>$O(\sqrt{n} \cdot T)$</td>
<td>$O(\sqrt{n} \cdot T)$</td>
</tr>
<tr>
<td>Recursive</td>
<td>$O(\sqrt{n} \cdot T)$</td>
<td>$O(\sqrt{n} \cdot T)$</td>
<td>$O(\sqrt{n} \cdot T)$</td>
<td>$O(\sqrt{n} \cdot T)$</td>
</tr>
</tbody>
</table>
However, significant efforts will be required in defining and standardizing models of computation for the various application domains.

In the current scenario, most research efforts have focused on designing localized algorithms for reasons of robustness and scalability. However, it is important to realize that several sensor applications (such as topographic querying) can benefit by maintaining some global state in the system. Therefore it is useful to define models that abstract the network as a single distributed system facilitating global state maintenance and system level optimizations. Moreover, the system will also benefit from low-level services that provide support for global state maintenance with low overheads.
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40.1 Introduction

Wireless Local Area Networks (WLANs) have gained increasing market popularity in locations such as airports, cafés, universities, and businesses, but WLAN security remains an ongoing concern. The rapid deployment of WLANs has further emphasized the security vulnerabilities of the Institute of Electrical and Electronics Engineers 802.11 standard that in its initial deployment, suffered from a number of security limitations. In this chapter, we investigate existing and proposed WLAN security technologies designed to improve the 802.11 standard including some of the current proposals coming from the IEEE 802.11i

40-905
TABLE 40.1  802.11 Authentication and Privacy Methods

<table>
<thead>
<tr>
<th>Authentication Method</th>
<th>Open System and Shared Key</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy Method</td>
<td>WEP (optional; to be used with Shared Key)</td>
</tr>
</tbody>
</table>

security working group. This chapter also addresses a variety of security vulnerabilities specific to WLANs and discusses techniques for mitigation as well as reporting on a range of relevant papers that address these topics. Two authentication architectures (IEEE 802.1X and VPNs [Virtual Private Networks]) are discussed and finally some performance evaluation studies of these two security mechanisms are described.

40.1.1 IEEE 802.11b Security Mechanisms

In this section, we examine the security mechanisms provided by the 802.11 standard. Vulnerabilities such as weak key derivation and key management in the wired equivalent privacy (WEP) protocol are identified and improvements in key management and authentication to fix these limitations are described.

The 802.11 standard provides two types of authentication (open system and shared key), and a privacy method (WEP), as shown in Table 40.1. These mechanisms mainly deal with the security provisions in the link and physical layers of the open systems interconnection (OSI) model. They do not support either end-to-end or user-authentication. The standard only aims to make wireless networks as secure as its wired counterparts.

40.1.1.1 Authentication

Open system authentication: This is the default authentication service. It is in fact “null” authentication (i.e., no authentication).

Shared key authentication: The same secret (thus global) key is shared between an Access Point (AP) and client stations to authenticate stations joining a network. The key resides in each station’s management information base (MIB) in write-only form and is available only to the Medium Access Control layer. This method requires the use of the WEP mechanism.

The process of the shared key authentication operates in four steps:

- The requesting station sends an authentication frame to the AP.
- The AP receives the authentication frame and replies with a random challenge text generated by the WEP encryption engine, using the pseudorandom number generator (PRNG).
- The requesting station copies the challenge text in an authentication frame and then encrypts it with the shared secret key. The encrypted frame is sent back to the AP.
- The receiving AP decrypts the text with the same shared key, and compares it to the challenge text sent earlier. Confirmation is sent if a match occurs; else a negative authentication is generated.

Clearly the main limitation, and risk of this system results from the shared key being copied by an attacker. Thus the distribution and overall key management mechanism is the main risk of using WEP rather than the strength of the cryptographic system itself.

40.1.1.2 Encryption and the WEP Protocol

The 802.11 standard includes the WEP as an optional protocol (ANSI/IEEE. Std 802.11, 1999). WEP ensures the confidentiality and integrity of data transmitted between users when using shared key authentication but does not specify key distribution and management systems.

WEP encryption uses the same 60-bit shared secret key to encrypt and decrypt data. In WEP, it is necessary to generate a different Rivest Cipher 4 (RC4) key for each packet from a shared key. WEP was not designed for high security, but rather to be at least as secure as its wired counterpart. Two processes work inside the algorithm; one encrypts the plain text while the other protects the data’s integrity. The main components of this algorithm use an initialization vector (IV) of 24 bits, PRNG, and an integrity
check value (ICV) of 32 bits, as shown in Figure 40.1. The secret key is concatenated with an IV and the resulting seed becomes the input to a PRNG.

A frame contains the encrypted data (ciphertext block) together with the ICV and the cleartext IV (Figures 40.1 and Figure 40.2). Data integrity is provided by the ICV. The output message is generated by concatenating IV and the secret key (the key remains constant), while the IV changes periodically when connections between devices are made (Weatherspoon, 2000). The IV can be reused after a limited time — which represents one of the major weaknesses of WEP (see Section 40.1.2). Furthermore, static key management of WEP requires manual configurations on wireless devices. Thus, as the number of clients grow, administration overheads increase.

Vendors have provided support for a stronger WEP key length of 128-bits in their WLAN solutions. However, this method is still vulnerable to attacks and the key management issues described above remain.

### 40.1.2 WEP Security Issues

In spite of the overall concerns about wireless security and the limitations of the early solutions provided by 802.11 via WEP, in many reported incidents, attacks on WLANs showed that WEP was not even activated (Held, 2001; WECA, 2001a). Vendors provide a deactivated WEP as a default installation, and a survey conducted by Gartner found that about “60% of Wi-Fi (802.11b) installations did not even turn the WEP on” (McDonough, 2002).

The WEP in the 802.11 standard provides only limited support in safeguarding the network. The limitations in WEP’s cryptography and authentication can lead to security problems such as modification of data, redirection attacks, rogue APs, and replay attacks. Borisov et al. (2001) discovered that WEP has fundamental flaws in the cryptographic design of the implementation of the RC4 encryption algorithm and checksum methods. In particular, this relates to key reuse and weak message authentication. They claimed that WEP’s goals of securing confidentiality, access control, and data integrity had all failed. The classical 40-bit and extended versions of the 128-bit key size provided by WEP did not deter hackers, indicating that key size was largely irrelevant. The 24-bit IV is prone to reuse frequency because the
vector size is limited. IV collisions produce identical WEP keys when the same IV is used with the same shared secret key for more than one data frame, and this is the weakness that attackers exploit. This claim is supported by an early study by Walker (2000), which showed that regardless of key size, the vulnerability in RC4 prevented WEP from providing “a meaningful notion of privacy to users.” In addition, weak message authentication made it possible to inject traffic into the network. Although long key-length versions of WEP were released to the market, the limitations in WEP were not caused by a shorter key.

An experiment on the security mechanisms mentioned previously was conducted by Arbaugh et al. (2001); they discovered weaknesses in the 802.11 access control mechanism even when it was used with the WEP authentication method. Thus they stated, “all of these (even vendors’ proprietary security) mechanisms are completely ineffective.” This weakness increases the risk of rogue AP networks and station redirection attacks (see Section 40.2).

Considering these three papers, the security mechanisms defined in 802.11 are compromised. Until this point, attacks on the WEP were based on the design of the system, and users assumed the underlying cryptography, Rivest Shamir Adleman’s RC4 algorithm, was sound. Fluhrer et al. (2001) presented the final blow to WEP security when they found “weaknesses in the key scheduling algorithm” of RC4. These flaws made the RC4 keys fundamentally weak, and the authors designed an attack that would allow a passive user to recover the secret WEP key simply by collecting a sufficient number of frames encrypted with weak keys. An implementation of the attack was carried out by Stubblefield et al. (2001). Tools to plan an attack (such as AirSnort and WEPCrack) exist, and key recovery with AirSnort takes only a few seconds when a sufficient number of weakly encrypted frames are gathered. These studies showed that the WEP security mechanism is ineffective in the absence of good key management. The vulnerabilities in 802.11 can be generalized as follows:

- No dynamically generated session keys
- Static WEP keys
- No mutual authentication

### 40.1.3 WEP Improvements

The link layer security provisions in the 802.11 standards are all vulnerable to attacks. Therefore, systems should deploy “additional higher-level security mechanisms such as access control, end-to-end encryption, password protection, authentication, virtual private networks, or firewalls” (WECA, 2001a) and assume WEP as a very basic layer of security only.

The IEEE 802.11 committee set up task group 802.11i (Task Group i (of IEEE), 2002) to enhance the security and authentication mechanism of the current 802.11 MAC. Their work has resulted in the development of:

- Replacement of the 802.11 authentication standard with 802.1X authentication and key management.
- Improvement of the existing WEP with temporal key integrity protocol (TKIP), also known as WPA (WiFi Protected Access). WPA was a temporary solution based upon existing hardware only.
- Deployment of a robust security network (RSN) solution with a stronger encryption algorithm — the Advanced Encryption Standard (AES). This solution requires replacement of existing wireless NICs (Network Interface Cards) and APs and is now referred to as WPA2 and is consistent with the IEEE 802.11i standard that was ratified in 2004.

#### 40.1.3.1 Replacement of 802.11 Authentication and Key Management with IEEE 802.1X

The 802.1X standard has been introduced to provide a centralized authentication and dynamic key distribution for 802.11 architecture utilizing the 802.1X standard with RADIUS (Roshan, 2001; Task Group i, 2002). 802.1X is an authentication standard for 802-based LANs using port-based network access control. It is used for communication between wireless clients and APs, while RADIUS operates between an AP and an authentication server (see Section 40.5).
40.1.3.2 Improvement of WEP with TKIP

The TKIP solution deploys a hashing technique that generates a temporal key (a unique RC4 key) to derive a per data packet key. This strengthens the RC4 key-scheduling algorithm by pre-processing the key and the IV by passing them through a hashing process. The solution consists of:

- An encryptor and decryptor that share an RC4 104-bit or 128-bit secret key. This key is called the **temporal key** (TK).
- An encryptor and decryptor that use the RC4 stream cipher.
- An IV value that is not used more than once with each TK. Implementations must ensure that the TK is updated before the full 16-bit IV (Housley and Whiting, 2001) or 48-bit IV (Housley et al., 2002) space is exhausted. The 48-bit IV solution provides a longer key life span than the 16-bit IV.
- This solution has been given the name WiFi protected access (WPA) but was a stepping stone en route to the full IEEE 802.11i security working group solution now referred to as WPA2.

40.1.3.3 Deployment of an RSN Solution (IEEE 802.11i)

The 802.11i standard addresses the user authentication and encryption weaknesses of WEP-based wireless security. The components of 802.11i include the 802.1X port-based mutual authentication framework, a Message Integrity Check, and the TKIP, all of which are included in WPA2.

The AES encryption algorithm (TGi, 2002) (which replaces RC4 encryption and WEP keys) provides key hierarchy and management features, and cipher and authentication negotiation. In addition, 802.11i adds the Wireless Robust Authentication Protocol, which consists of a sequence counter and a cipher block chaining message authentication code. Thus HMAC\(^1\)-SHA1-128 can be used as the hashing function to support message authentication with AES. With these features, 802.11i addresses the security of the earlier WLAN standards.

The AES encryption algorithm has a stronger cryptographic strength than the RC4 algorithm used by WEP and WPA. However, the use of AES requires the replacement of older APs because of the need for higher performing processors. As a result, 802.11i has been targeted at next-generation APs and clients.

40.2 Wireless Security Threats and Risks

Wired and wireless LANs share some common security risks: physical security, insider attacks, unauthorized access, and eavesdropping. A study published by the Wi-Fi Alliance in October 2001 found that “security has been, and remains, the overriding concern regarding wireless networking deployment” (WECA, 2001b), among 72% of wireless intenders and 50% of wireless adopters.

40.2.1 Types of Security Threats

A taxonomy of security threats is depicted in Figure 40.3. These attacks can come from internal or external sources.

40.2.1.1 Passive Attacks

An unauthorized party gains access to a network and does not modify the resources on the network. Types of passive attack include:

- **Eavesdropping**: An attacker simply monitors message content. For example, an unauthorized person drives through the city and listens to various WLAN transmissions within different organizations (i.e., war driving, see Section 40.2.3 for more detail).
- **Traffic analysis**: An attacker monitors the traffic for communication pattern analysis. The statistics collected can be used to perform a dictionary attack.

\(^1\)Hashed message authentication code (HMAC) with either message digest algorithm (MD5) or secure hashing algorithm (SHA1).
40.2.1.2 Active Attacks

An unauthorized party gains access to a network and modifies the resources on the network. An attacker must first spoof either the MAC address and/or Internet Protocol address of a user/device to gain network access, and then change the content of the network resources. Types of attack include:

- **Masquerading**: An attacker impersonates an authorized user and thereby gains certain unauthorized privileges. Masquerading includes the use of spoofing, rogue APs, and redirection attacks. An attacker can fool users to log in to the rogue AP by placing a rogue AP in the same area as a valid AP, sending the same Service Set Identifier but with a stronger signal than the valid AP. The attacker is able to decipher the shared key from the traffic collected. The rogue AP can be used to redirect users' transmissions to an invalid destination, or to insert deauthentication packets.

- **Replay**: An attacker monitors the traffic (passive attack) and then retransmits the message as the legitimate user.

- **Message modification**: An attacker alters the legitimate message by deleting, adding, changing, or recording it. Furthermore, an attacker may wish to alter the configuration of a device, using, for example, simple network management protocol (SNMP) to configure APs.

- **Denial-of-service (DoS)**: An attacker prevents or renders the normal use or management of network systems useless by issuing malicious commands or injecting a large amount of traffic that fills up the radio frequency. This type of attack can be further extended to distributed DoS (DDoS) attacks.

40.2.2 Physical Security of Wireless Devices

Physical security is the most fundamental step in ensuring that only authorized users have access to wireless devices such as laptops, handhelds, and APs. APs (or base stations) must be difficult to access to prevent security breaches, and the AP must be placed in an appropriate place for an adequate coverage area. For example, the improper placement of an AP might allow an attacker to bypass other security measures, such as modifying the AP configuration by direct connection. Physical locks, cipher locks, and biometric systems can be used to counter thefts.

40.2.3 WLAN Attacks

Wireless networks without proper security implementation can be penetrated easily. The physical freedom of a WLAN is also its vulnerability; traffic is no longer confined to a wire. Privacy concerns over data
transmission increase because data on a WLAN is “broadcast for all to hear” (O’Hara and Petrick, 1999); eavesdropping becomes easy. In addition, RF-based networks are open to packet interception by any receiver within range of a data transmitter. 802.11 beacon frames, used to broadcast network parameters, are sent unencrypted. Thus, by monitoring beacon frames, wandering users with an 802.11 receiver can discover wireless networks in the area.

In addition, the deployment of wireless networks opens a “back door” (Arbaugh et al., 2001) into the internal network that permits an attacker access beyond the physical security perimeter of the organization. The lack of a physical boundary allows attacks such as sniffing, resource stealing, traffic redirection, DoS, SSID, and MAC address masquerading to occur.

War driving is similar to war dialling (dialling every number looking for a modem backdoor into a network), and the Wall Street Journal reported an incident in which two people armed with wireless tools were able to drive around Silicon Valley and intercept traffic such as emails over unprotected WLANs (Bansal, 2001). Another example was an audit carried out of four major airports in the United States (Brewin and Verton, 2002). This study found that WLANs in applications such as passenger check-in and baggage transfers were operating without even some of the most basic forms of security protection. Using NetStumbler, an AP-detection tool, the authors discovered that only 32 of the 112 WLAN APs had the WEP protocol turned on, and most of the APs were broadcasting plaintext SSIDs.

Other new types of attacks include warspammers and warchalking. Warspamming takes advantage of unprotected WLANs to bombard email users with unsolicited and unwelcome messages. Warchalking takes place when hackers draw a chalk symbol on a wall or piece of pavement to indicate the presence of a wireless networking node. Warchalking was originally developed to alert system administrators to their wireless network security lapses (Wearden, 2002).

40.3 Risk Mitigation and Countermeasures

WLAN risks can be mitigated by applying both basic and authentication, authorization, accounting (AAA) infrastructure countermeasures to address specific attacks and threats. Basic countermeasures involve altering the existing security functions provided within wireless equipment. These countermeasures provide only limited defense against casual attacks; for determined adversaries, organizations should consider AAA integrated solutions. The AAA infrastructure countermeasures provide integrated solutions using existing AAA infrastructure components such as the RADIUS protocol and public key infrastructure (PKI), with network solutions such as VPN and the 802.1X standards.

40.3.1 Basic Countermeasures

Every wireless device comes with different default settings; such built-in configurations can be prone to security vulnerabilities. This section discusses basic security protection to prevent casual attacks.

40.3.1.1 Change Default Password

Default passwords such as “public” or blank passwords are not sufficient protection. Administrators should deploy strong passwords of at least eight characters that are consistent with the organization’s security policies. When combining this with the AAA infrastructure solutions, two-factor authentication can be implemented.

40.3.1.2 Change SSID

The factory default SSID for an AP may provide network names, which can easily be detected. The SSID should not provide information on the function or location of an AP. The naming, convention of SSIDs should be formed according to an organization’s security policy; an example is shown in Figure 40.4.
40.3.1.3 Enable MAC Authentication

A MAC address is a hardware address that uniquely identifies each device on a network (e.g., a wireless network adapter), identifying devices, not users. Vendors\(^2\) provide MAC-address filtering capability to regulate communication among different computers on a network. During the initial connection procedures, wireless APs can check the MAC address of connecting stations to ensure the station is on the list of known good MAC addresses, called a MAC access control list (ACL). However, a MAC ACL does not provide strong authentication against determined attacks. MAC addresses are transmitted in cleartext from a wireless NIC to an AP and eavesdropping software can easily capture MAC addresses. Furthermore, users with sufficient operating system privileges can alter addresses to masquerade as an allowed wireless-network user.

40.3.1.4 Protect the AP Placement

Improper placement of APs (Section 40.2.2) can lead to security breaches. If malicious users can gain physical access to an AP, they would be able to change the configuration of the AP. Thus organizations need physical security on their wireless devices that should include regular security audits to ensure risk mitigation.

40.3.1.5 Enable WEP Authentication and Encryption

Built-in security configurations do not enable the WEP security function by default. To provide at least some basic defense against attacks, shared authentication should be used in preference to open system authentication. Deployment of the strongest encryption option available is also desirable whenever possible. Note that enabling the WEP mechanism can only prevent basic attacks (Section 40.2.3), and for determined adversaries, the WEP key length is unsafe at any size (Section 40.1.2).

40.3.1.6 Change SNMP Parameters

SNMP agents can be configured in APs to allow network management software tools to monitor the status of an AP and its clients. The default SNMP community string commonly used by SNMP agents is the word "public" with assigned "read" or "read and write" privileges. To prevent unauthorized users from

\(^2\)For larger organizations with multiple APs, consider storing the MAC list at a centralized location using a RADIUS server.
writing data to an AP (an integrity breach), SNMP parameter settings must be changed or disabled (if SNMP is not required in the organization).

Several vendors use SNMP as an AP management mechanism and thereby increase vulnerabilities. For example, one vendor uses SNMPv1 for AP management, thus all management traffic traverses the network unencrypted. Another vendor allows SNMP read access to WEP keys, even though WEP keys must remain secret. Some vendors use cleartext telnet for remote command-line interfaces. Web-based interfaces are nearly all simple Hypertext Transfer Protocol and do not use secure socket layer (SSL) or transport layer security (TLS) for protection.

Improvements for network resource management may utilize SNMPv3 or policy based network management (PBNM; Wong, 2001) with common open policy service (COPS) protocol for better security.

40.3.1.7 Change the Default Channel
To prevent DoS attacks and radio interferences between two or more APs in close location, the channel setting of an AP should be changed to operate in a different frequency band, particularly avoiding the default channels of 1, 6, and 11.

40.3.1.8 Dynamic Host Control Protocol (DHCP) Usage
Automatic network connections involve the use of a DHCP server. The DHCP automatically assigns IP addresses to clients that associate with an AP. Using DHCP allows users the advantages of roaming or establishing ad hoc networks. However, the threat with DHCP is that a malicious user can gain unauthorized access using a mobile device, because DHCP may not know which wireless access devices have access permission, and might automatically assign the device a valid IP address. Depending on the size of the network, disabling DHCP and using static IP addresses may be feasible.

A solution to overcome DHCP threats might involve placing the DHCP behind the wired network’s firewall, which grants access to a wireless network located outside the firewall. If user authentication and access control are moved to the link layer, then threats to the DHCP are limited to insider attacks. An AAA integrated solution such as 802.1X authentication can assist in militating against the DHCP server.

40.3.2 AAA Infrastructure Solutions
AAA infrastructure provides centralized network management and several AAA protocol architectures exist — RADIUS (Section 40.4) being the most common and it is used in conjunction with both 802.1X and VPNs. Enhancing WLAN security requires integration with an AAA infrastructure to overcome security vulnerabilities. Two security solutions have been recommended in various studies (Borisov et al., 2001; Caballero and Malmkvist, 2002; Convery and Miller, 2001; Karygiannis and Owens, 2002; TGi, 2002):

- 802.1X Solution
- VPN Solution

40.3.2.1 802.1X Solution
This solution utilizes the existing 802.1X standard, incorporating port-based network access control for 802.11 infrastructures, and using AAA protocols to support wireless LAN security. Authentication methods are based on an extensible authentication protocol (EAP) to provide integration capability (with future authentication methods, see Section 40.5).

40.3.2.2 VPN Solution
This solution applies the existing wired network solution to the wireless counterparts, using security mechanisms such as IP Security (IPSec) and tunneling (see Section 40.6).

---

3This group includes secure remote password (SRP) and tunneled transport layer security (TTLS) authentication methods, but they have not been widely adopted yet, but may become future mainstream authentication choices.
40.3.3 Additional Enhancements

Additional enhancements can be applied regardless of whether or not an integrated network security solution exists in the organization.

40.3.3.1 Firewalls

Placing a firewall between the trusted wired network and untrusted wireless networks provides an extra layer of access control (Harris, 1998). Interoperability between vendors’ products must be considered when a firewall facilitates the traffic flow between wired and wireless networks.

Implementing personal firewall software on client computers can provide some protection against attacks, especially for clients accessing public WLANs. Organizations can set up these personal firewalls to be centrally or individually managed.

40.3.3.2 Intrusion Detection Systems

An intrusion detection system (IDS) provides effective security against unauthorized attempts to alter network resources, whether the network has been compromised or accessed. It minimizes the risk of an intruder breaking into authentication servers and compromising databases. Some IDS systems are specially designed for the WLAN environment, such as Air Defense IDS. A range of new products are emerging entitled "IPSs" (Intrusion Prevention Systems). Such systems combine firewall and IDS capabilities into a single device.

40.3.3.3 Anti-Virus Software

In common with wired networks, anti-virus systems provide another level of security against attacks, such as virus, worms, and Trojans. Organizations should deploy anti-virus software on both authentication servers and wireless clients to ensure system integrity.

40.3.3.4 Software Upgrades and Patches

Regular updates on software patches and upgrades, such as AP management software, will assist in ensuring that as many security vulnerabilities have been identified and corrected as possible.

40.3.3.5 Application Layer Security

Additional access control can be provided using applications with strong built-in cryptographic systems. In particular, web-based systems can be secured with SSL or TLS and host logins can be secured with secure shell (SSH). Other environments may have already deployed a framework such as Kerberos for application layer security, which may be able to be configured in support of wireless networks (e.g., Windows 2000-based networks).

40.4 AAA Infrastructure

AAA (Mitton et al., 2001) is important in both wired and wireless networks to ensure network security as well as providing a mechanism for billing. AAA protocols currently include RADIUS, terminal access controller access control system (TACACS; Finseth, 1993), and DIAMETER. RADIUS and TACACS were developed for remote user dial-in services and thus were not specifically intended to cater for wireless and mobile networks. DIAMETER (Calhoun et al., 2002) in contrast, takes wireless network access into consideration and supports applications such as IP mobility and roaming. RADIUS is the most widely deployed protocol for services such as dialup point-to-point protocol (PPP) and terminal server access. Infrastructure networks often deploy AAA architecture to ensure network access control (examples include VPN solutions). RADIUS is the most common AAA protocol used in the deployment of WLAN security solutions.
40.4.1 RADIUS

RADIUS is defined in Request for Comment 2865 (Rigney et al., 2000b) and RFC 2869 (Rigney et al., 2000a), and is used in a client/server environment (Figure 40.5), and has been widely used by businesses and Internet Service Providers (ISPs) to control remote access.

A RADIUS client is a type of network access server (NAS), and sends authentication and accounting requests to the RADIUS server in order to gain network access. RADIUS servers are responsible for authenticating users’ requests from a NAS and to grant or reject access based on user credentials. RADIUS accounting is used to collect accounting data on users for billing, auditing, or trend analysis purposes. Interactions between the client and RADIUS server are authenticated through a shared secret that is never transmitted over the network. User Datagram Protocol (rather than Transmission Control Protocol) is used as the transport protocol for RADIUS (port 1812 for authentication and port 1813 for accounting).

RADIUS supports a variety of authentication methods, including EAP. AAA servers based on the RADIUS protocol include Microsoft’s Internet Authentication Server (IAS), Cisco’s Access Control Server (ACS), and FreeRADIUS. Caballero and Malmkvist (2002) investigated and designed a NAS using the RADIUS protocol for public WLAN access networks, while Lee (2002) evaluated different interactions of AAA architecture with mobile IP for WLANs.

40.4.1.1 Authentication Protocols

An AAA server can support different types of user authentication methods:

1. Password authentication protocol (PAP) uses cleartext passwords. It provides low security protection against unauthorized access.
2. Challenge handshake authentication protocol (CHAP) is a challenge-response authentication protocol using an industry-standard message hashing5 (MD5) one-way encryption scheme to encrypt the response.4
3. Microsoft-CHAP (MS-CHAP) is a proprietary protocol that supports one-way, encrypted password authentication. If the AAA server supports MS-CHAP, data encryption can be carried out using Microsoft point-to-point encryption (MPPE), which is based on the RC4 algorithm. MS-CHAP2 is an improved version and offers mutual authentication.
4. Shiva password authentication protocol (SPAP) is a two-way reversible encryption mechanism employed by Shiva.
5. The EAP protocol defined in RFC 2284 (Blunk and Vollbrecht, 1998), is a general protocol for PPP authentication that supports multiple authentication mechanisms. EAP does not select a specific authentication mechanism at the link control phase, but rather postpones this until the authentication phase. The client and AAA server negotiate the exact authentication method to be used (see Section 40.5.2 for more detail). EAP supports the following authentication types:
   - MD5-CHAP encrypts user names and passwords with an MD5 algorithm. This is equivalent to CHAP and called Wireless CHAP.
   - TLS uses digital certificates or smartcard devices. Authentication requires a user certificate and private key.

---

4In a Microsoft environment, users’ passwords need to be stored in reversible encrypted format.
40.5 IEEE 802.1X Standard

The 802.11 working group adopted the IEEE 802.1X standard, providing port-based network access control, a mechanism that uses the physical access characteristics of the IEEE 802.LAN infrastructure. The 802.11 TG1 has taken the IEEE Std. 802.1X (IEEE Std. 802.1X, 2001) as its base to control network access on point-to-point connections, and adds several features for 802.11 LANs (WLANs). These features include dynamic key management and user-based authentication (whereas WEP only provides device-based authentication).

Using open standards such as EAP (Blunk and Vollbrecht, 1998), and RADIUS, the 802.1X standard (Figure 40.6) enables interoperable user identification and centralized management. Mutual authentication (e.g., TLS) can be carried out to ensure that the derived keys arrive at the right entity, avoiding attacks from rogue APs. Two communication protocols are used to facilitate the 802.1X exchange. Together they form the underlying EAP framework (see Section 40.5.1 for more details):

- EAP over LAN (EAPOL) is used between the authenticator's port access entity (PAE) and supplicant's (client’s) PAE.
- EAP over Wireless (EAPOW) is another EAPOL packet type defined for use in transporting global keys (EAPOW-keys).
- EAP over RADIUS (de-facto), the authenticator PAE communicates with the authentication server (AS) using the EAP protocol carried in a higher layer protocol, such as RADIUS.

Key management provides the ability for an AP to distribute or obtain global\(^5\) key information to/from attached stations, through the use of the EAPOL-key messages, after successful authentication. EAPOL

\(^5\)Global key are the same shared keys for every client; they are also referred to as multicast keys.

FIGURE 40.6 802.1X over 802.11 topology. (Adapted from ORiNOCO [2002] Technical Bulletin 048/B, Lucent, April.)
defines the encapsulation techniques used in order to carry EAP packets between the client and an AP. Note that 802.1X authentication occurs after 802.11 associations. Keys are derived on the client and the AAA server (in this case the RADIUS server).

If negotiation of a session key during authentication is required, the use of EAP-TLS protocol is recommended. Thus, 802.1X can derive keys that provide per session key authentication, integrity, and confidentiality. However, it does not provide these per se, but only assists in deriving keys for the session; cryptographic support from WEP, triple data encryption standard (3DES), or AES is required to provide encryption. 802.1X requires an authentication protocol and EAP-TLS (RFC 2246; Dierks and Allen, 1999) is commonly used to support the key derivation algorithm.

### 80.5.1 802.1X Architecture

The standard defines the following components, shown in Figure 40.7. The architecture can be used with any 802 networks, such as 802.3 and 802.11. At the top of the diagram, we illustrate the physical components above the logical model that may be used for a WLAN environment.

- **Port**: This is a single point of attachment to the LAN infrastructure. It may be a physical network interface or a virtual MAC such as the logical ports managed by an AP in an 802.11 LAN.
- **PAE**: The protocol entity associated with a port. It can support the protocol functionality associated with either the authenticator, the supplicant, or both.
- **Supplicant**: A component at one end of a point-to-point LAN segment, it is authenticated by an authenticator attached to the other end of that link. Supplicants can also be called client stations.
- **Authenticator**: The authenticator is at the other end of the LAN segment and facilitates authentication of the component attached to the other end of that link. It is important to note that the authenticator’s functionality is independent of the actual authentication method. It simply acts as a pass-through for the authentication server.
- **AS**: This is a component that provides an authentication service to an authenticator. It determines whether a supplicant is authorized to access the services by the authenticator based on the supplicant’s credentials.
It is possible to authenticate using just the AP only, although in practice all authentication should be carried out by the AS. It is more desirable to implement an AAA server (in this case a RADIUS server) to centrally manage access control. In such situations, the authenticator is expected to act as an AAA client.

### 40.5.2 EAP

An EAP authentication protocol allows greater flexibility and scalability for future authentication support without the need to change the AP or the NIC. Authentication and key exchange can be upgraded without hardware modifications, avoiding limitations commonly associated with WEP.

Authentication processes can be performed using a username/password combination or digital certificate. A certificate is issued by a trusted authority such as a PKI to provide a strong one-to-one relationship. Furthermore, EAP authentication methods can support encryption key generation to protect the information transferred between the supplicant and the AS. Major EAP types include:

- **EAP-SRP** (secure remote password) assumes that both the client and the AS are authenticated using a password supplied by the client (ORiNOCO, 2002; Wu, 2000). Clients are not required to store or manage any long-term keys, which eliminate the reusable password problem. Encryption keys are generated during the exchange.

- **EAP-MD5** is equivalent to CHAP (Simpson, 1996). The client is authenticated by the AS using the password supplied by the client. No mutual authentication can be performed, as the client cannot authenticate the AS. There are no encryption keys generated during the authentication process.

- **EAP-TLS** (Aboba and Simon, 1999) provides mutual authentication of the client and the AS, and is carried out using digital certificates. The AS requires access to the certificate repository, and encryption keys are generated during the exchange. Certificates may be replaced by smartcards; Windows 2000 platform supports such an authentication process (Aboba and Simon, 1999).

- **EAP-TTLS** is a Funk proprietary (Funk and Blake-Wilson, 2002; ORiNOCO, 2002) authentication mechanism. It combines EAP-TLS and traditional password-based methods (ORiNOCO, 2002) such as CHAP, and one time passwords (OTP). The client does not need a digital certificate, but can be authenticated using a password. The client authenticates the server via an X.509 certificate, while the server authenticates the client by its encrypted password. Encryption keys are generated during the exchange.

- **PEAP** is a more recent open standard (proposed by Microsoft and CISCO) very similar to the (proprietary) TTLS. PEAP securely transports authentication data, including passwords by using tunneling between PEAP clients and the authentication server. PEAP makes it possible to authenticate wireless LAN clients without requiring them to have certificates. PEAP provides an improvement over EAP-MD5 (Wireless CHAP) that was vulnerable to a dictionary attack on the encrypted handshake.

EAP-TLS and EAP-MD5 protocols are the most common authentication methods associated with 802.1X deployments. The performance studies described in Section 40.7 evaluate these two EAP methods.

### 40.5.3 802.1X over 802.11

Applying the 802.1X structure to the 802.11 network architecture (Figure 40.8) provides a controlled wireless network with user identification, centralized authentication, and key management. Dynamic key management in an 802.1X framework rectifies the limitations in the WEP security mechanism by deploying per-user session keys.

802.1X authentication is carried out after an 802.11 association. Prior to authentication, the AP filters all non-802.1X traffic to and from the client. Only after the AS has successfully authenticated the client, can it be allowed to access the network. The Internet Engineering Task Force Network Working Group presented a draft on 802.1X RADIUS usage (Congdon et al., 2002), supporting a RADIUS server as the backend AS. Keys derived between the client and the RADIUS server are transferred from the RADIUS server to the client.
server to the AP after successful authentication. The secret shared between the RADIUS server and its client will be used to encrypt the attribute containing the keys, in order to avoid eavesdropping.

One session key can be derived for each user per session. However, if global keys (multicast/WEP keys) are used, then the session key (unicast key) sent from the AS to the AP is only used to encrypt the global key, providing per-packet authentication and integrity. An EAPOL-key packet is used for the global keys.

The 802.1X standard also supports per-station session keys, but most practical implementations only support global keys. This is because if global keys are supported, the session key is only used to encrypt the global key. The problem associated with global keys (that secrets shared among many people can lead to compromise of the secret), is solved by deploying the 802.1X per-session user keys.

Windows XP (Microsoft, 2002) is an example of a supplicant that has integrated support for the 802.1X protocol. Its authentication types support EAP-MD5 and EAP-TLS.

40.5.3.1 EAP-MD5
The EAP-MD5 authentication method provides one-way password-based authentication of the client performed by the AS. It is popular due to its easy deployment of passwords and usernames. However, it provides limited security, and no encryption keys are generated during the exchange. EAP-MD5 can be useful in public areas if encryption is provided at the application layer. The process is illustrated in Figure 40.9.

40.5.3.2 EAP-TLS
EAP-TLS is the most commonly implemented EAP type for WLANs. Its authentication is based on PKI support using X.509 certificates. Both the AS and clients must possess certificates validated by a trusted authority, which ensures explicit mutual authentication. After the authentication exchange, a shared session key is generated between the AS and the client. After the AS supplies the secret key to the AP via a secured link (using EAP over RADIUS), the AS and the client can use it to bootstrap their per-packet
authentiated and secured communication. Deploying EAP-TLS is complicated; thus, depending on the scale of an organization’s network, administrative burdens might outweigh the security advantages. Figure 40.10 illustrates the process.

### 40.6 VPN

VPN technology is a rapidly growing security solution that provides secure data transmission over shared or public networks such as the Internet. Data is transmitted over the network by creating an encrypted, virtual, point-to-point connection between the client and a gateway VPN server (which may also be a firewall) that resides in a private network (Figure 40.11). VPNs provide organizations with a range of security tools to protect their internal infrastructures from external compromises (Hansen, 2001; Maier, 2000). Electronic-commerce (e-commerce) deployment (Maier, 2000), for example, requires a VPN or some other extranet security protection.

VPNs can be implemented on wireless LANs in a similar manner. Several options are associated with WLAN placement:

- Placing the WLAN outside an organization’s firewall and employing a VPN to “obviate” the need for link-layer security and provide extra access control. This method might be derived from the same method used for Internet access (Maier, 2000) — treating wireless deployment as an extranet access. This approach may be expensive depending on an organization’s needs.
- Other literature (Convery and Miller, 2001; InterLink Networks, 2001; Seng, 2002) suggests enhancing the VPN with the IPSec protocol by overlaying it on clear text 802.11 wireless traffic.
- Alternatively, an organization can set up a wireless demilitarized zone (WDMZ) (Enterasys Network, 2002) inside the organization’s network to filter out unauthorized access. This alternative ensures end-to-end security and prevents threats such as replay and traffic analysis attacks.
FIGURE 40.10  EAP-TLS authentication process. (Adapted from ORiNOCO [2002] ORiNOCO Technical Bulletin 048/B, Lucent, April.)

FIGURE 40.11  Typical VPN implementation.
Rincon (2002) provided a secured WLAN for home and small-to-medium enterprise (SME) users with an IPSec-based VPN. As a result of this, he proposed a prototype to automate an IPSec configuration and provide nomadic mobility for users roaming between multiple WLANs. All the WLAN clients are secured from a single workstation acting as a gateway. Caballero and Malmkvist (2002) also suggested using IPSec combined with application level access control for public WLANs.

The first two points earlier are illustrated in the VPN structure shown in Figure 40.11 and were central to much of this study.

### 40.6.1 VPN Techniques

VPNs employ a variety of security mechanisms, including cryptographic techniques and device- or user-based authentication. Tunneling offers encapsulation (of one protocol packet inside another) for encrypted VPN traffic, so that third parties cannot view the contents of packets transported over the network.

From a technology perspective, two categories of VPN can be identified based upon whether they operate across Layer 2 or Layer 3 network in the OSI Model. The common implementations of these two layers include the point-to-point tunneling protocol (PPTP) and layer 2 tunneling protocol (L2TP) at Layer 2 and the IPSec at Layer 3 (Halpern et al., 2001). Depending on the scale of an organization's network, and how much it values its data, both VPN security technologies can be applied. Most VPNs today make use of the IPSec protocol suite, as it ensures stronger protection against attacks. Figure 40.12 demonstrates how IPSec interacts with a WLAN.

### 40.6.2 Layer 2 VPNs — PPTP and L2TP

As indicated above, there are two types of Layer 2 VPN technology: PPTP and L2TP.

#### 40.6.2.1 PPTP

PPTP RFC 2637 (Davies, 2001; Hamzeh et al., 1999) uses a username and password to provide authenticated and encrypted communications between a client and a gateway or between two gateways, without PKI support. PPTP uses a TCP connection for tunnel maintenance and generic routing encapsulation (GRE) encapsulated PPP frames for tunneled data. The payloads of the encapsulated PPP frames can be encrypted and/or compressed using Microsoft's proprietary encryption mechanism, MPPE based on RC4. Authentication methods include CHAP, PAP, and MS-CHAPv2. The use of PPP provides the ability to negotiate authentication, encryption, IP address assignment, and a variety of other operational characteristics for various protocols.

#### 40.6.2.2 L2TP

L2TP (RFC 2661; Townsley et al., 1999) encapsulates PPP frames to be sent over a wide range of communication types, such as IP, frame relay, or ATM networks. When configured to use IP as its transport, L2TP can be used as a VPN tunneling protocol over the Internet. It uses UDP to send L2TP control messages for tunnel maintenance and L2TP-encapsulated PPP frames as the tunneled data on UDP port 1701. The encapsulated PPP frames can be encrypted or compressed.
Through its use of PPP, L2TP gains multi-protocol support and provides a wide range of user authentication options, including CHAP, MS-CHAP, MS-CHAPv2, and EAP.

### 40.6.3 Layer 3 VPN — IPSec

IPSec, defined in RFC 2401 and 2411 (Kent and Atkinson, 1998; Rodgers, 2001; Thayer et al., 1998), provides integrity protection, authentication, and (optional) privacy and replay protection services for IP traffic. IPSec is currently the most popular protocol due to perceived security and its ability to use a single technology for both remote and Intranet/Extranet applications. IPSec sets up security associations (SAs), to negotiate security services between two points during the session. These SAs can be nested, allowing different IPSec relationships to be active on the same link, such as quick mode and main mode. In order to establish an SA, IPSec relies on the Internet security association and key management protocol (ISAKMP, RFC 2408; Maughan et al., 1998) and internet key exchange (IKE, RFC 2409; Harkins and Carrel, 1998; Maughan et al., 1998), which define protocol formats and procedures for security negotiations, such as authentication type, encryption method, key lifetime, etc.

The IPSec protocol suite specifies cryptographic support of the data encryption standard (DES) and triple DES (3DES). Hashing functions can be selected from: HMAC-MD5 or HMAC-SHA1; HMAC-SHA1 is computationally more expensive than HMAC-MD5.

IPSec supports two main architectures (and corresponding packet types):

- **Encapsulating security payload** (ESP header), which provides privacy, authenticity, and integrity.
- **Authentication header** (AH), which provides only integrity and authenticity for packets, but not privacy.

Two operational modes are provided in IPSec (see Figure 40.13):

- **Transport mode** secures an existing IP packet from source to destination. This mode allows end-to-end points to communicate over a secured tunnel.
- **Tunnel mode** puts an existing IP packet inside a new IP packet that is sent to a tunnel end point in the IPSec format, typically between a pair of firewalls/security gateways over an untrusted network.

---

6 Microsoft Windows XP provides an IPSec monitor to view these SAs.
Both transport and tunnel modes can be encapsulated in ESP or AH headers. IPSec transport mode was designed to provide end-to-end security for IP traffic between two communicating systems (e.g., to secure a TCP connection or a UDP datagram). IPSec tunnel mode was designed primarily for network edge nodes, such as routers, or gateways, to secure other IP traffic inside an IPSec tunnel that connects one private IP network to another private IP network over a public or untrusted IP network. In both cases, the IKE negotiates secret keys and secured communication parameters to be used between two parties.

### 40.6.3.1 Device Authentication

This is also known as the machine-level authentication, which authenticates the device, not the user. The authentication methods include preshared secret key, and PKI certificates for mutual authentication. Kerberos may be used if the software provides the functionality, for example, Microsoft Windows 2000-based networks.

The preshared secret key method does not scale well as the size of a network grows. PKI provides scalability but can be complicated to deploy. However PKI is a good method for device authentication as it is supported with EAP-TLS and is included in the performance tests described in Section 40.7.

### 40.6.3.2 L2TP/IPSec Interworking

L2TP/IPSec have been defined to interwork in RFC 3193 (Patel et al., 2001), and the IPSec protocol suite is used to protect L2TP traffic over IP networks. By placing L2TP (see Section 40.6.2.2) as the payload within an IPsec packet, communications benefit from the standards-based encryption and authenticity of IPsec, as well as the interoperability to accomplish user authentication, tunnel address assignment, multi-protocol support, and multicast support using PPP. The combination, L2TP/IPSec, offers an IPSec solution to interoperable client-to-gateway VPN scenarios.

Due to incompatibilities between the IKE protocol and network address translation (NAT), it is currently not possible to support L2TP/IPsec or IPSec transport mode through a NAT device such as a firewall. Thus the deployment of IPSec transport mode should consider the requirements for NAT and scalability of access control (PKI is desirable in large scale networks).

### 40.6.4 Protocol Comparison

A comparison of the tunneling technologies is presented in Table 40.2.

### 40.7 Performance Issues with Security Architectures

Implementation of any security system necessarily has some impact on performance. In this section we test the basic security architectures discussed in the previous sections, thus quantifying the effect on throughput and response time for typical applications. These results are useful as they assist network engineers in quantifying the effect of implementing a selected security architecture that might be specified by the security policy for the operation of the WLAN. These tests are carried out on lightly loaded networks and do not address conditions of saturation and overload (Baghaei and Hunt, 2004). Further, only basic applications such as transaction-based HTTP systems and file transfer were evaluated. The range of security configurations for both 802.1X and VPNs are detailed in the following section.

### 40.7.1 Security Configuration Levels

Table 40.3 shows the different 802.1X and VPN security options that were evaluated. They range from level one (lowest level of security) to level ten (highest level of security) and include a combination of authentication, authorization, and encryption mechanisms.
TABLE 40.2  Network Security Protocol Differences (Microsoft, 1999a)

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>PPTP/PPP</th>
<th>L2TP/PPP</th>
<th>L2TP/IPSec</th>
<th>IPSec Tunnel</th>
</tr>
</thead>
<tbody>
<tr>
<td>User authentication</td>
<td>Can authenticate the user that is initiating the communications</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Work in Progress (WIP)</td>
</tr>
<tr>
<td>Machine authentication</td>
<td>Authenticated the machines involved in the communications</td>
<td>Ye s</td>
<td>Ye s</td>
<td>Ye s</td>
<td>Yes</td>
</tr>
<tr>
<td>NAT capable</td>
<td>Can pass through Network Address Translators to hide one or both end-points of the communications</td>
<td>Yes</td>
<td>Ye s</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Multi-protocol support</td>
<td>Defines a standard method for carrying IP and non-IP traffic</td>
<td>Yes</td>
<td>Ye s</td>
<td>Ye s</td>
<td>WIP</td>
</tr>
<tr>
<td>Dynamic tunnel</td>
<td>Defines a standard way to negotiate an IP address for the tunneled part of the communications. Important so that returned packets are routed back through the same session rather than through a non-tunneled and unsecured path and to eliminate static, manual end-system configuration</td>
<td>Yes</td>
<td>Ye s</td>
<td>Ye s</td>
<td>WIP</td>
</tr>
<tr>
<td>Encryption</td>
<td>Can encrypt traffic it carries</td>
<td>Ye s</td>
<td>Ye s</td>
<td>Ye s</td>
<td>Ye s</td>
</tr>
<tr>
<td>Uses PKI</td>
<td>Can use PKI to implement encryption and/or authentication</td>
<td>Ye s</td>
<td>Ye s</td>
<td>Ye s</td>
<td>Ye s</td>
</tr>
<tr>
<td>Packet authenticity</td>
<td>Provides an authenticity method to ensure packet content is not changed in transit</td>
<td>No</td>
<td>No</td>
<td>Ye s</td>
<td>Yes</td>
</tr>
<tr>
<td>Multicast support</td>
<td>Can carry IP multicast traffic in addition to IP unicast traffic</td>
<td>Yes</td>
<td>Ye s</td>
<td>Ye s</td>
<td>Yes</td>
</tr>
</tbody>
</table>

* When used as a client VPN connection, machine-based authentication authenticates the user, not the computer. When used as a gateway-to-gateway connection, the computer is assigned a user ID and is authenticated.

TABLE 40.3  Security Levels

<table>
<thead>
<tr>
<th>Level</th>
<th>802.1X Model</th>
<th>VPN Model (using firewall)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No Security (Default Installation)</td>
<td>PPTP Tunneling &amp; CHAP</td>
</tr>
<tr>
<td>2</td>
<td>MAC authentication</td>
<td>IPSec Tunneling &amp; CHAP</td>
</tr>
<tr>
<td>3</td>
<td>WEP authentication</td>
<td>PPTP &amp; CHAP</td>
</tr>
<tr>
<td>4</td>
<td>WEP (40 bit) authentication &amp; encryption</td>
<td>IPSec &amp; CHAP</td>
</tr>
<tr>
<td>5</td>
<td>WEP (128 bit) authentication &amp; encryption</td>
<td>IPSec &amp; EAP-TLS</td>
</tr>
<tr>
<td>6</td>
<td>IEEE 802.1X EAP-MD5</td>
<td>IPSec &amp; EAP-TLS</td>
</tr>
<tr>
<td>7</td>
<td>IEEE 802.1X EAP-TLS</td>
<td>IPSec &amp; CHAP &amp; DES</td>
</tr>
<tr>
<td>8</td>
<td>IEEE 802.1X EAP-MD5 &amp; WEP encryption</td>
<td>IPSec &amp; EAP-TLS &amp; DES</td>
</tr>
<tr>
<td>9</td>
<td>IEEE 802.1X EAP-TLS &amp; WEP encryption</td>
<td>IPSec &amp; CHAP &amp; 3DES</td>
</tr>
<tr>
<td>10</td>
<td>—</td>
<td>IPSec &amp; EAP-TLS &amp; 3DES</td>
</tr>
</tbody>
</table>

40.7.2  802.1X Model

There are nine security levels available from both 802.11 and 802.1X standards which are:

- **Level 1 No security**: This is the default security setting provided by vendors. There is no security mechanism activated with default configuration.
• **Level 2 MAC address authentication**: This level provides MAC address authentication carried out at the AP.
• **Level 3 WEP authentication**: The shared key authentication method specified in the 802.11 standard is used.
• **Level 4 WEP authentication with 40-bit WEP encryption**: This level combines the encryption algorithm to provide data privacy.
• **Level 5 WEP authentication with 128-bit WEP encryption**: The 128-bit shared key used is proprietary-based (in the case of Lucent).
• **Level 6 EAP-MD5 authentication**: This is one of the 802.1X standard's authentication methods, using password/username.
• **Level 7 EAP-TLS authentication**: This is the PKI-based authentication method supported by 802.1X.
• **Level 8 EAP-MD5 with 128-bit WEP encryption**: The combined effect of these tools provides strong data protection.
• **Level 9 EAP-TLS with 128-bit WEP encryption**: The combined effect of these tools provides the strongest level of encryption and authentication using per-session keys.

The Security Levels 2 to 5 of the 802.1X model are consistent with the 802.11 standard. Security Levels 6 to 9 are provided by the 802.1X standard.

### 40.7.3 VPN Model

The **VPN Model** is based upon the IPSec tunneling protocol suite. Tunneling is achieved by operating L2TP/IPSec (transport mode option of IPSec) and we refer to this as the IPSec tunneling technology. This is the end-to-end IPSec solution provided by Microsoft. There are two types of authentication methods deployed in the experiments:

- Device authentication using PKI with X.509 certificates
- User authentication based on open-standards — CHAP and EAP-TLS

These two methods provide direct comparison with the authentication methods deployed in the 802.1X model. PPTP has been selected to provide a performance comparison with tunneling techniques. Rincón (2002) observed in his research that L2TP/IPSec tunneling produced greater performance overheads than PPTP.

The **ten** security levels available from the VPN/IPSec model are:

- **Level 1 No security**: This is the default security setting. Both the 802.1X and VPN models have this in common.
- **Level 2 PPTP tunneling with CHAP**: Authenticated tunnel provided using PPTP tunneling and CHAP authentication.
- **Level 3 IPSec tunneling with CHAP**: Authenticated tunnel using IPSec tunnel and CHAP authentication.
- **Level 4 Firewall with PPTP and CHAP**: Introducing a firewall into the architecture to filter the network traffic.
- **Level 5 Firewall with IPSec and CHAP**: A firewall is introduced into an IPSec-based network. From this level onward, all the security levels will be based on IPSec design.
- **Level 6 Firewall with IPSec and EAP-TLS**: Applying user-based PKI with device-based certificate authentication.
- **Level 7 IPSec with CHAP and DES**: Provides DES encryption to IPSec with CHAP user authentication.
- **Level 8 IPSec with EAP-TLS and DES**: Applies DES encryption to EAP-TLS user authentication.
- **Level 9 IPSec with CHAP and 3DES**: Provides strongest encryption (3DES) with CHAP.
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The VPN model can be grouped into two parts; Security Levels 2 to 4 require authentication and tunneling using either PPTP or L2TP/IPSec before and after the firewall. Security Levels 5 to 10 require the IPSec protocol suite with a firewall to carry out authentication and encryption.

### 40.7.4 802.1X Model Implementation

The 802.1X model consists of the 802.11 access mechanism using open and shared key authentication, WEP encryption, and the 802.1X port-based authentication. By combining 802.1X with 802.11 protocols (as security Levels 6 to 9 in Table 40.3), the model provides a controlled wireless network with user identification, centralized authentication, and dynamic key management.

The 802.11 access mechanism was tested for security Levels 2 to 5. Static key management and basic network access was facilitated by the access point. For security Levels 6 to 9, the integration of 802.1X and 802.11 provides a dynamic key management and centralized authentication by the RADIUS server (Figure 40.14). Authentication methods chosen for the experiment were the EAP-MD5 and EAP-TLS; other proprietary authentication methods such as EAP-TTLS were not considered. This model did not support end-to-end security, because privacy and confidentiality were only ensured on the wireless link by WEP, but not enforced on the wired counterparts.

Wireless users were treated as if they existed in one subnet in an organization’s intranet. A specific IP address was assigned to the wireless user, AP, and different components of the server. RADIUS server and certificate authorities were added to the basic network structure to provide the 802.1X authentication support (Figure 40.15). The RADIUS server supports wireless user sign-on, and a certificate authority was used to issue certificates to users for EAP-TLS authentication.

#### 40.7.4.1 Remote Access Policies

In the 802.1X model, the RADIUS server and its client, AP-2000, performed the policy check and authentication. Policies are effective after the activation of the RADIUS server. The 802.1X standard specifies the use
of a RADIUS server for enhanced user authentication. In the 802.1X model, a RADIUS server was activated after security Level 5 (see Section 40.7.3). The following remote access policies are based on this point:

1. General wireless access to the Intranet.
2. Wireless user groups can access the organization's intranet via IEEE 802.11 wireless transmission based upon the following two criteria:
   - Wireless access control using EAP-MD5:
     • Access is granted to an organization’s intranet if the wireless user possesses the right username and password.
   - Wireless access control using EAP-TLS:
     • Access is granted to an organization’s intranet if the wireless user possesses the correct X.509 digital certificate.

40.7.5 VPN Model Implementation

The VPN model deployed the IPSec mechanism to support an end-to-end secured communication from wireless to wired links. Tunneling protocols used were IPSec and PPTP. Most of the testing was based on the IPSec mechanism. However, as PPTP is a popular VPN tunneling choice used by organizations, we tested the effect of using PPTP tunneling against IPSec at the early stage of the model. PKI was selected over preshared keys to identify a user, and X.509 certificates were used for distributing and authenticating the keys. User authentication alternatives elected were CHAP and EAP-TLS. Section 40.4.1.1 explained that CHAP authentication is equivalent to EAP-MD5 authentication.

User authentication and tunneling options were tested before and after the firewall installation in security Levels 2 to 5. From there onwards, IPSec was the sole security protocol used with different user authentication alternatives. Security Level 3 and Levels 5 to 10 provided both user and device authentication. Encryption mechanisms such as DES and 3DES were used to ensure end-to-end data protection. The network was divided into subnetworks and treated the wireless subnetwork as an extranet (Figure 40.16).

40.7.5.1 Additional Components

In the VPN model, additional components were introduced into the network: RADIUS server, VPN server, certificate authority, and a firewall (Figure 40.17). The RADIUS server and certificate authority

![Figure 40.15 802.1X model implementation.](image-url)
were installed during the 802.1X model experiment; thus, only a VPN server and a firewall were newly implemented.

We configured the VPN server to be the RADIUS client and a firewall was set up between the access point and the VPN server.

### 40.8 Performance Test Results (Hunt et al., 2003)

#### 40.8.1 HTTP and FTP Testing Scenarios

At the higher security levels (Table 40.3), the general trend is increased response times and decreased throughputs. The graphs shown in Figure 40.18 to Figure 40.21 present overviews of the security mechanisms’ impacts on performance. The 802.1X model provides better response times and throughputs than the VPN model; the IPSec-based VPN model provides end-to-end security that results in higher performance overheads. We found that File Transfer Protocol performed better than HTTP because the later requires more interaction between the server and the client. However, some security mechanisms impacted FTP transactions more than they did HTTP-based applications.\(^7\) Providing the same data file sizes for both traffic types represents a better measurement for HTTP.

\(^7\)For example, EAP-MD5 authentication has less impact on HTTP performance than does WEP.
**FIGURE 40.18** FTP mean response times for 802.1X and VPN models.

**FIGURE 40.19** HTTP mean response times for 802.1X and VPN models.

**FIGURE 40.20** FTP mean throughputs for 802.1X and VPN models.
40.8.2 802.1X Model Test Results

Deploying the 802.1X infrastructure causes increased performance degradation compared to the 802.11 standard.

40.8.2.1 Authentication

MAC address authentication produces no performance overheads when compared to the default security setting, and thus should be used at all times. The 802.11 standard’s WEP (shared key) authentication creates a minor positive effect on FTP throughput but decreases HTTP throughput by 7.5%. Since the effect is small, WEP authentication should also be deployed.

The result of deploying AAA architecture for authentication imposes significant performance degradation. Using 802.1X authentication methods degraded network performance significantly compared to WEP authentication. Furthermore, EAP-TLS produced greater performance impacts than EAP-MD5, as it provides mutual authentication and key management.

40.8.2.2 Encryption

WEP encryption improved the network performance slightly (approximately 5% for HTTP, although again this may be as a result of vendors’ implementation). However, longer key lengths of 128 bits impacted FTP performance by less than 20%. Thus depending on the nature of traffic transmission, the strongest key length should be deployed.

Use of WEP encryption in conjunction with 802.1X authentication (EAP-MD5) resulted in significant degradation — 100% increase in response times and 50% decreases in throughputs for both traffic types. Certificate-based authentication with WEP encryption provided similar results.

40.8.2.3 Interaction Between Authentication and Encryption

When comparing the combined effects of authentication and encryption, the overall degradation was severe. For FTP, the response time increased by more than 268% and throughput reduced by 73%. HTTP experienced similar results at a smaller rate. These results indicate that encrypting traffic can pose a substantial burden on performance, but it depends upon the type of authentication deployed. Only a minimal performance impact difference of 3% was found between EAP-MD5 and EAP-TLS.

An inverse relationship was found in both the 802.1X and VPN models between response time and throughput; as response time increased throughput decreased. See Figure 40.18 and Figure 40.20 for FTP traffic and Figure 40.19 and Figure 40.21 for HTTP traffic.

Vendors’ implementation of these security architectures does create minor differences in performance.
40.8.3 VPN Model Test Results

Implementing a VPN model provides stronger protection as a result of its complex cryptographic methods, as well as providing improved key management.

40.8.3.1 Tunneling

An authenticated tunnel creates a dramatic response time delay of more than 245% for FTP and 113% for HTTP. Throughputs were reduced by more than 50%. The latency was greater than Rodgers’ finding of 85%, but his study did not observe any impact on throughput. This may be due to the transaction size or the transmission medium differences. Different tunneling technologies impacted only the response time of the traffic, with HTTP traffic affected slightly. Certificate-based authentication (EAP-TLS) generates more than 20% delay and reduces throughput by 17% for all traffic types.

40.8.3.2 Encryption

Encryption poses a substantially greater burden than merely tunneling the traffic. Certain cryptographic methods produced definite performance degradation on FTP traffic, but HTTP performance improved. Deploying DES encryption created more than a 130% delay and 50% reduction in throughput for CHAP and EAP-TLS authentication methods. For stronger encryption only FTP traffic was degraded regardless of which authentication methods were used. Mixed results were found on traffic response time, with 8.1% increase for FTP and 13.4% improvement for HTTP accompanying CHAP authentication. FTP throughput decreased by 7.9%, and HTTP throughput improved by 16%. The type of user authentication chosen also played a role when interacting with the encryption algorithm; when using digital certificates, there was no difference between encryption methods chosen.

40.8.3.3 Interaction of Authentication and Encryption

Combining different authentication and encryption methods produced significant impacts on performance. Keeping the encryption algorithm constant, the choice of user authentication methods created substantial performance overheads and longer response times regardless of the encryption algorithm used. For DES, FTP is affected more than double the HTTP effect resulting in a 35.8% delay and 31.3% drop in throughput. But for 3DES, using CHAP or EAP-TLS authentication produced similar effects.

40.8.4 Overall Performance

These results are limited to a single cell WLAN. Integrating these models with a backbone network would provide further information on the effect of different traffic types and loads transferred over the network. The two measured indicators of performance, throughput and response time were affected by the security mechanisms deployed. We can generalize our findings as follows (for more details, see Table 40.4):

1. Deploying MAC and WEP authentication created no overheads.
2. Different authentication methods created different levels of performance overhead; EAP-TLS generated the longest delay and decreased throughput. A comparison of the authentication mechanisms can be summarized as follows:
   - EAP-TLS > EAP-MD5/CHAP > WEP > MAC
3. Tunneling produced large overheads; IPSec overheads > PPTP overheads.
4. WEP encryption impact on performance varied; key length affected only response times. However, when WEP encryption was used in conjunction with 802.1X-based authentication, network performance was dramatically degraded.
5. Deploying DES cryptographic methods introduced large overheads, however, there was not much difference between 3DES and DES, especially when used with a certificate-based authentication.
6. The interaction of authentication and encryption generated different results from those resulting from adding encryption to the same authentication methods for FTP and HTTP traffic. EAP-TLS produced the most adverse impact.
TABLE 40.4 Summary of Security Impact on Performance

<table>
<thead>
<tr>
<th>Security Impact on Performance (significant % change)</th>
<th>802.1X Model</th>
<th>VPN Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FTP</td>
<td>HTTP</td>
</tr>
<tr>
<td>Authentication</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAC</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>WEP</td>
<td>0</td>
<td>&lt;10</td>
</tr>
<tr>
<td>EAP-MD5 &gt; WEP</td>
<td>&gt;100</td>
<td>&lt;50</td>
</tr>
<tr>
<td>EAP-TLS &gt; MD5/CHAP</td>
<td>&lt;50</td>
<td>&lt;10</td>
</tr>
<tr>
<td>Tunneling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPTP</td>
<td>&gt;100</td>
<td>&gt;100</td>
</tr>
<tr>
<td>IPSec &gt; PPTP</td>
<td>&lt;10</td>
<td>&lt;10</td>
</tr>
<tr>
<td>Encryption</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WEP (40-bit)</td>
<td>0</td>
<td>Imp.</td>
</tr>
<tr>
<td>WEP 40-bit versus 128-bit</td>
<td>&lt;50</td>
<td>0</td>
</tr>
<tr>
<td>EAP-MD5 with WEP</td>
<td>&lt;100</td>
<td>&lt;100</td>
</tr>
<tr>
<td>EAP-TLS with WEP</td>
<td>&lt;100</td>
<td>&lt;100</td>
</tr>
<tr>
<td>CHAP with DES</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TLS with DES</td>
<td>&gt;100</td>
<td>&gt;100</td>
</tr>
<tr>
<td>3DES &gt; DES with CHAP</td>
<td>&lt;10</td>
<td>Imp</td>
</tr>
<tr>
<td>3DES &gt; DES with TLS</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Integrated Authentication &amp; Encryption</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WEP versus MD5 with WEP</td>
<td>&gt;100</td>
<td>&gt;100</td>
</tr>
<tr>
<td>TLS-WEp versus MD5 WEP</td>
<td>&lt;10</td>
<td>0</td>
</tr>
<tr>
<td>TLS &gt; CHAP with DES</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TLS &gt; CHAP with 3DES</td>
<td>&lt;50</td>
<td>&lt;50</td>
</tr>
</tbody>
</table>

Imp. = improves the network performance.

TABLE 40.5 OSI Model and Security Mechanisms

<table>
<thead>
<tr>
<th>OSI Layer</th>
<th>Name</th>
<th>Security Mechanism</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Application</td>
<td>PKI, RADIUS, Kerberos, IPSec (IKE)</td>
</tr>
<tr>
<td>6</td>
<td>Presentation</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Session</td>
<td>SSL/TLS/SSH</td>
</tr>
<tr>
<td>4</td>
<td>Transport</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Network</td>
<td>IPSec (AH &amp; ESP), PPTP</td>
</tr>
<tr>
<td>2</td>
<td>Link</td>
<td>802.1X, L2TP, CHAP</td>
</tr>
<tr>
<td>1</td>
<td>Physical</td>
<td>WEP</td>
</tr>
</tbody>
</table>


40.9 Summary

WLAN systems are beginning to incorporate a variety of new security architectures. It is important that an appropriate security mechanism is selected in order to comply with an organization's business policy. The security mechanisms discussed in this section are summarized showing their respective layers in the OSI model (Table 40.5).
Policies and resources developed for remote dial-up users may be helpful because of the similarity between a wireless and a dial-up client. Both are unknown users that must be authenticated before network access is granted, and the use of an untrusted network means that strong encryption is required.

Our experimental evaluation investigated the performance impact incurred with various security mechanisms, and found that the more secured a network became, the higher the performance impact. The VPN model incurred greater performance degradation than the 802.1X model as we expected; the VPN model provides end-to-end security with double authentication (device and user), a stronger encryption method, as well as better key management and tunneling technology. The general pattern for various application protocols carried over a network also followed our expectation that request-reply (HTTP) applications created more performance overheads than the FTP, as the interaction between two endpoints increased due to security negotiation and management. Our evaluation of different security levels showed that the higher the security level the greater the performance impact. There were exceptions however, and adding MAC address authentication, WEP authentication and encryption (40-bit), and 3DES encryption in the VPN model actually created minimal impact and yet provided at least a basic level of security.

Further research would be required to investigate different traffic characteristics for different cryptographic methods, the effects of multiple clients with resulting contention, use of 802.11g as well as 802.11b interfaces, new developments from the 802.11i working group (WPA2, AES, RSN etc.), as well as the performance resulting from secure handoff between WLAN (802.11) and Wireless Wide Area Network (cdma) networks.
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The last few years have seen a tremendous growth in the telecommunications world, aiming to provide “anywhere, anytime” communication services to people in every location on the surface of the earth. With the advent of wireless transmission, people are no longer bounded by the harness of wired networks and are able to access and share information on a global scale. Due to the increasing availability of many lightweight, compact, portable computing devices, like laptops, personal digital assistants (PDAs), cellular phones, and electronic organizers, various wireless transmission paradigms have been developed, some of which are already in daily use for business as well as personal applications.

Wireless local area networks (WLANs) have gained in usefulness and acceptability in providing a wider range of coverage and increased transfer rates. The most well-known representatives of WLANs are based on standards like IEEE 802.11, HiperLAN, and their variants. Recently, a new type of WLAN called the wireless ad hoc networks has emerged. A wireless ad hoc network is formed without the support of any fixed infrastructure, with functions based on the collaborative efforts of multiple self-organizing mobile nodes. The underlying infrastructureless property makes it different from traditional WLANs and also provides an extremely flexible method for establishing communications in situations where geographical or terrestrial constraints demand a totally distributed network system. A set of applications, such as military tracking, hazardous environment exploration, reconnaissance surveillance, and instant conference setup, is the key motivation for the recent research efforts in this area.
While the inherent characteristics of an ad hoc network make it useful for many applications, they also bring in a lot of research challenges. One such important issue is the security; the problem becomes more serious in these applications where security is a critical factor. Recent research have shown that wireless ad hoc networks are more vulnerable than their traditional counterparts, and the conventional security approaches adopted for traditional networks are not directly applicable to wireless ad hoc networks. Designing an efficient security mechanism faces several new challenges. A distributed and light-weight security scheme is necessary due to its infrastructure-less nature and low resource availability. Recently, a lot of research efforts have been made with special focus on enhancing the security of wireless ad hoc networks.

This chapter provides a general understanding of the security issues in wireless ad hoc networks. Beginning with a brief introduction on an ad hoc networking environment and its wide applications, we highlight the associated security threats and challenges that are now facing wireless ad hoc networks. We also describe some basic network security concepts and strategies, and then present a detailed overview of the existing security schemes.

### 41.1 Why Is Security an Issue?

This section introduces the basic characteristics of a wireless ad hoc network environment, describes its various existing and further applications, and highlights its security vulnerabilities and threats to address why security is an important issue in wireless ad hoc networks.

#### 41.1.1 Wireless Ad Hoc Networking Environment

Wireless local area networks support two types of architectures by offering two modes of operation: client–server mode and ad hoc mode. The client–server mode (Figure 41.1[a]) is chosen in architectures where individual network devices connect to a wired network via a dedicated infrastructure (known as access point) that serves as a bridge between the wireless mobile devices and the wired network. This type of connection can be compared with the centralized local area network (LAN) architecture that has servers offering services and clients accessing them. A larger area can be covered by installing several access points, with overlapping access areas as in cellular structure. In the ad hoc (also known as peer-to-peer) mode (Figure 41.1[b]), the connections between two or more devices are established in an instantaneous manner without the support of a central controller. These two architectures are commonly referred to as the infrastructure-based and the infrastructure-less (or ad hoc) networks.

The idea behind wireless ad hoc networking is to mitigate the requirement of a wireless system with a fixed permanent infrastructure as its backbone by allowing out-of-range communication through a multi-hop fashion, thereby forming a network when needed, even in specific situations where building a fixed infrastructure is difficult due to geographical, terrestrial, time, or feasibility constraints. Wireless
Security in Wireless Ad Hoc Networks

An ad hoc network is considered to be a collection of wireless mobile nodes, forming a multi-hop packet radio network without the support of any established infrastructure or centralized administration [1]. The mobile nodes in ad hoc networks are not bound to any centralized control like base stations or mobile switching centers. Each node acts not only as a host, but also as a router, forwarding packets for those nodes that are not in direct transmission range to another. This feature offers unrestricted mobility and dynamically changing connectivity to the nodes of an ad hoc network, while requiring the nodes to cooperate with each other in maintaining links and routing information to each other. By nature, ad hoc networks are highly dynamic and self-organizing with few channels. They generally have the following characteristics:

1. “By air” transmission: There is no physical link between the nodes of an ad hoc network and, therefore, the users transmit information through the “air.” Using wireless transmission brings with it unlimited freedom and “anytime, anywhere” services to its mobile users.
2. Absence of a fixed infrastructure: In contrast to the well-known infrastructure, wireless ad hoc networks do not have any a priori fixed infrastructure. Not relying on any such support, all the mobile nodes have equal functionality and perform the network operations (packet forwarding and routing) in a distributed way.
3. Dynamic network topology: Wireless nodes roam independently and are capable of moving freely at an arbitrary speed and direction. Thus, the topology of the network may change in a frequently random fashion.
4. Constrained network bandwidth: The use of wireless communication typically implies a lower bandwidth than that of traditional wired networks. Moreover, achievable throughput of wireless communications take into account the effects of multiple access, fading, noise, interference conditions, and so on, and is often much less than the maximum transmission rate of a radio.
5. Energy constrained nodes: To support mobility, almost all the mobile nodes in ad hoc networks have batteries or other exhaustible means as their energy source; hence they are considered as energy constrained mobile hosts. Moreover, they are also resource-constraint in terms of storage memory, computational capability, weight, and size.

41.1.2 Applications of Ad Hoc Networks

The infrastructure-less and self-configurable properties make ad hoc networks a natural option for many problems that require a totally distributed system. When properly combined with satellite-based information delivery, some new safety/rescue scenarios of ad hoc networks can be developed. As more advanced features of wireless mobile systems are being developed, including support for multimedia data rates, global roaming capabilities, and integration among different network structures, various new applications are expected to emerge. Here, we summarize some possible applications, although many are still in the early phase of exploration.

Military tactical networks: is the most critical application of ad hoc networks. Since it is impractical to have a prebuilt infrastructure in a battlefield, ad hoc networking can instantaneously provide anywhere and anytime communications between military units. As an inherent benefit of decentralized network, the loss of any one unit does not disrupt the network operation, as long as there are other units that can still provide the network services. Examples of military applications are the Tactical Internet [2] and the Saab NetDefense concept [3].

Personal area network: is a simple application of ad hoc networks that works by interconnecting different devices of an individual, for example, desktop computers, notebooks, PDAs, cellular phones, and the like. This enables a wireless network of mobile and static devices to communicate with each other without any centralized administration.

Instant network: allows multiple mobile users to dynamically set up a network to share data and documents without the support of an external LAN or Internet connection. This may be the most intuitive
application of ad hoc networks because the mobile users may not have a prior relationship and these devices may also have different capabilities in terms of power source, CPU performance, and memory size.

Disaster area network: is another potential application of ad hoc networks that can be used to allow communication among rescue workers and other personnel, thereby supporting relief efforts in areas where a fixed infrastructure may not be present or may have been destroyed by natural disasters like wildfire, earthquake, flooding, oil spill, gas leak, toxic material spill, volcanic eruption, and so on. For example, telemmedicine is an application by which a victim of a traffic accident in a remote location can be assisted either by providing emergency video conference assistance from a surgeon or by accessing the medical records in a hospital.

Sensor network: is a special class of ad hoc networks with very little or no mobility. It may consist of hundreds or thousands of communication-enabled sensor nodes, with each node containing one or more sensors to measure movement, texture, sound, gas, light, contaminants, or temperature. Such a network differs significantly from the other types of ad hoc networks in terms of extremely limited processing power and resources of the sensor nodes, and can be used in both military and nonmilitary domains, such as surveillance and environmental monitoring as illustrated in Figure 41.2 and Figure 41.3.
41.1.3 Vulnerabilities of Ad Hoc Networks

While ad hoc networks provide great flexibility in establishing on-the-fly communication links, they also bring a lot of research challenges at the same time. As mentioned earlier, one important issue is security.

The truth is that the underlying characteristics of wireless ad hoc networks make them highly vulnerable. First, the use of wireless communication and the freedom of mobility place the network nodes at a greater risk of being captured, compromised or hijacked physically than their wired counterparts. Second, lack of a predefined infrastructure means that there is no centralized control for the network services. The network functions in a distributed fashion by cooperative participation of all nodes. The decentralized decision making is prone to attacks that are designed to break the cooperative algorithms. Third, dynamically changing topology aids the attackers to update routing information maliciously by pretending to be legitimate topological changes. Fourth, a constrained network bandwidth may limit the number and size of the message transmitted during a protocol execution. Fifth, energy- and resource-constrained mobile nodes are sensitive to the use of computationally complex algorithms. Finally, node selfishness is a security issue specific to ad hoc network. Since routing and network management are carried by all the available nodes in ad hoc networks, some nodes may selfishly deny the routing request from other nodes to save their own resources (e.g., battery power, memory, CPU).

Based on the fundamental vulnerabilities of wireless ad hoc networks, various potential attacks have been widely exploited [4–7] and can be classified into passive attacks or active attacks, depending on the nature of the attack. Figure 41.4 shows a categorization of the attacks.

**Passive attack**: is a kind of attack that listens to the routing traffic, aiming to gather valuable information, such as network connectivity, location, traffic distribution, and so on. The main goal of a passive attack is to create a threat against network privacy, rather than disrupt the operation of the routing protocol. Since passive attackers do not involve any alteration of transmitted message or disruption of the network activity, they are very difficult to prevent and detect.

**Active attack**: is an attempt to improperly modify routing message, inject erroneous messages, or impersonate a node in order to confuse the routing procedure and degrade the network performance. Depending up on the purpose of the attackers, active attacks can be further categorized into routing disruption attacks and resource consumption attacks. In the former the attacker attempts to route legitimate packets in a malicious way, whereas in the later the attacker aims to consume valuable network resources, for example, bandwidth, limited memory space of other nodes, and computational power.

The following are several common attack subcategories, depending on the actions taken by an attacker.

**Eavesdropping**: This is a type of a passive attack that can be performed easily in a wireless environment. An attacker can obtain direct knowledge of the network by intercepting the transmitted data packets. Passive eavesdropping can be prevented by various encryption schemes to protect the privacy of data transmission.
Traffic analysis: An attack may not only collect information by passive eavesdropping, but it may also extract valuable information from the characteristics of the transmission like identity of the source and destination nodes, the number of data packets transmitted, and frequency of data transmission, and the like. The extracted information may allow the attacker to do a further analysis and deduce some sensitive knowledge. This type of attack is especially useful when encryption schemes are used in data transmission. Passive traffic analysis can be considered as one of the most difficult attacks to deal with.

Packet dropping: An attacker can hide itself from other communicating nodes by simply destroying or discarding all the packets it receives. This type of attack, also called ignorance attack, has limited impact on network performance for as long as there are multiple routes between the source and the destination nodes. Furthermore, an attacker can launch a black hole attack by sending forged routing packets, so that it can route all the packets to some destinations to itself, and then discard them. As a special case, an attacker can choose to selectively drop packets instead of all the packets, thus creating a gray hole attack. This type of attack can be easily deployed by impersonating the destination nodes. Moreover, impersonation may also happen to the source node or any other nodes in the network.

Modification: This attack maliciously modifies the message during transmission between the communicating nodes, implying that the communicating nodes do not share the same view of the transmitted packet. An example could be that of an attacker trying to shorten or lengthen the node list of the routing packet transmitted in the source routing protocol.

IP spoofing: An attacker can send a packet containing its own message authentication code (MAC) address and a victim's IP address, thereby usurping the IP-to-MAC address binding of the victim from the other neighbor's address resolution protocol (ARP) cache. This causes the attacker to receive the packets intended for the victim.

Tunneling attack: An attacker can also create another type of routing disruption, named tunneling attack [6], using a pair of malicious nodes linked together via a private network connection. Every packet that node A receives from the ad hoc network it forwards to node B using a private network connection, and then node B forwards this packet normally; similarly, node B may forward all the packets received to node A. Such an attack potentially disrupts routing by short-circuiting the normal flow of routing packets.

Denial of service: It can be caused by any malfunction of the packet forwarding service. An attacker can mount a replay attack by sending some old messages to a node, aiming to overload the network and deplete the node's resources. More seriously, an attack can create a rushing attack by sending many routing request packets with high frequency, in an attempt to keep other nodes busy with the route discovery process, so the network service cannot be achieved by other legitimate nodes. Replay attack and rushing attack are also considered as resource consumption attacks.

We note that all the attacks discussed above can be generated either by an outside intruder or by an inside intruder. The attacks caused by the nodes that do not belong to the network are considered as external attacks, while the attacks created by the compromised internal nodes are called internal attacks. Internal attacks usually have a more serious effect in degrading network performance, since the compromised node would have access to all the cryptographic keys of the network and it may also cooperate with other adversaries or compromised nodes.

Therefore, we have emphasized again that ad hoc network presents a large security problem and securing ad hoc networks is critical in the development of any real application of wireless ad hoc networks.

41.2 Security Challenges

This section describes the challenges encountered in designing an efficient security protocol in wireless ad hoc networks.
41.2.1 Security Goals

Similar to traditional networks, the goals of securing an ad hoc network can be characterized by the following attributes [8]: availability, confidentiality, integrity, authentication, and non-repudiation:

1. **Availability** ensures that the intended network services are available to the intended parties whenever needed.
2. **Confidentiality** ensures that the transmitted information can be accessed only by the intended receivers and is never disclosed to unauthorized entities. It protects the information from threats based on eavesdropping.
3. **Authentication** allows a node to validate the identity of the peer node it is communicating with. It guards messages against impersonation, substitution, or spoofing. Without authentication, an adversary can masquerade as a node, thus gaining unauthorized access to resource and sensitive information and interfering with the operation of other nodes.
4. **Integrity** guarantees that information is never corrupted during transmission. Only the authorized parties are able to modify the information. It ensures that any modification of the messages will be detected. Message modification includes writing, changing, deleting, creating, and delaying, or replaying of a transmitted message.
5. **Non-repudiation** ensures that an entity can prove the transmission or reception of information by another entity, that is, a sender/receiver cannot falsely deny having received or sent certain data.

41.2.2 Security Requirements

Besides these basic security goals, designing an efficient security scheme to protect ad hoc networks faces several new challenges.

First, the critical issue concerning the design of security service in ad hoc networks is not to rely on any centralized entity, and the security management should be implemented in a distributed fashion. An ad hoc network is a distributed network in which each node has equal functionality. There are no dedicated service nodes that can work as a trusted authority to generate and distribute the network keys or provide certificates to the nodes, as the certificate authority (CA) does in the traditional public key infrastructure (PKI) [9,10] supported approach. Even if a service node can be defined, ensuring the availability of the service node to all the nodes in such a dynamic network is not an easy task. Moreover, with limited physical protection, the service node is prone to a single point of failure, that is, by just damaging the service node, it is possible to paralyze the whole network. Thus, the two commonly used architectures in regular wired and wireless networks — centralized and hierarchical architectures — are vulnerable to the loss of the central controlling node and are not suitable for ad hoc networks. Instead, distributed strategies are often preferred and have shown significance in recent research.

Second, the low resource availability necessitates its efficient utilization and prevents the use of complex authentication and encryption algorithms. Light-weight authentication and encryption schemes with resource awareness are required. Traditional public key cryptography-based authentication and encryption mechanisms are fully developed in securing networks. Unfortunately, generation and verification of digital signatures are relatively expensive, which limits its wide application to ad hoc networks. Symmetric cryptography is more efficient than public key-based asymmetric primitives as it requires both the sender and the receiver to share a secret. In ad hoc networks, the problem is how to distribute the shared secret safely so that only the two parties (correct sender and receiver) receive it and not anyone else. It is thus challenging to define some new efficient cryptography mechanisms for designing a light-weight authentication and encryption scheme.

Third, an integrated security scheme that combines intrusion prevention and intrusion detection mechanism is necessary. Intrusion prevention implies developing secured protocols or modifying the logic of existing protocols to make them secure. Most of the key-based security protocols belong to this type. Intrusion prevention approach, usually as a first line of defense, can provide a certain level of security to wireless ad hoc networks, but it is far from being sufficient. Developing a system that is absolutely secure
is generally impossible. There are always some weak links by which attackers can get access to the network and damage the information system. However, while encryption and authentication mechanisms can efficiently prevent intrusion, they cannot totally eliminate it, especially those initiated from inside. For example, any compromised node can easily launch an ignorance attack or create a rushing attack, since the encryption and authentication mechanisms become meaningless for them as they owe the keys for encryption and authentication. To mitigate the problem, intrusion detection is designed to protect ad hoc networks as a complementary mechanism. The two approaches are not independent of each other and should work together to provide security services. Intrusion prevention approaches can efficiently deal with the attacks from outsiders by constraining the network access control, and intrusion detection can efficiently detect some active attacks from inside the network. Therefore, a security scheme combining these two mechanisms is better suited to secure ad hoc networks.

Fourth, various ad hoc network applications exhibit numerous inconsistencies, and designing an efficient security scheme for a generalized ad hoc network makes the problem complex and more difficult to address. The level of security should depend on the type of network application under consideration. For example, all the devices in a personal area network can be considered to be a trusted entity and the network is usually operated in a friendly environment; thus, there is no need to spend time and consume limited network bandwidth on authentication. Encryption may be needed to protect secrecy. To secure the application type of instant conference, a totally distributed key management mechanism and a suitable encryption/decryption mechanism are required. There is a tradeoff between the network capabilities and security, as a very secure system may become too complex, slow, and difficult to administer. If the information transmitted is not critical and the network is used in a friendly environment, a lower level of security can be achieved using some simple security mechanisms. While the above two applications can be considered as the two extremes, military network stands in between. The military network, in general, is a planned network in which nodes usually have the same origin, for example, coming from a same military unit or control center; thus, it can perhaps be assumed that the nodes are supplied with some initial data structures such as certificates, passwords, user names, and the like. Moreover, the requirements of military networks are generally high from both safety and efficiency point of view.

Therefore, an efficient security scheme for ad hoc networks should be an integration of intrusion prevention and intrusion detection mechanisms, which must be implemented in a distributed fashion with resource awareness and a reasonable degree of security.

41.3 Security Technologies

To discuss the security strategies in ad hoc networks, we first need to familiarize ourselves with basic security technologies. This section covers some of the security concepts and strategies employed in ad hoc networks. Cryptography is one such strategy by which a sender can disguise data so that a receiver can recover the data from the disguised message, but an intruder cannot gain any information from intercepted data; digital signature and certificate provides authentication and nonrepudiation; message digest and hashing function ensures message integrity; threshold secret sharing presents an efficient method for group communication; and intrusion detection provides one more line of defense.

41.3.1 Symmetric Encryption

In its simplest form, symmetric encryption requires that the sender and receiver of a message use one value (key) to encrypt and decrypt the traffic, respectively. The process of symmetric key encryption is illustrated in Figure 41.5. A plain text message $m$ is encrypted using a shared key $k$, resulting in the cipher text $c = E_k(m)$. To recover the plain text message, the cipher text is decrypted using the same key. Since symmetric encryption involves a single key to encrypt and decrypt, the shared key must be distributed over a secured communication channel.

The Data Encryption Standard (DES) [11] is an example of symmetric cryptography algorithms. DES was established in conjunction with IBM and published in 1977 as the first standardized cryptography
algorithm for the industry. DES utilizes a key of 64 bits, of which 56 are used directly for encryption and decryption and 8 are used for parity checking. The encryption and decryption algorithms are identical, and each operates on a block of 64 bits. DES performs 16 rounds of confusion and diffusion iteratively on each group of 8 plain text letters. DES has been in use for many years and is widely available in both hardware and software versions. However, the 56-bit key in DES is not considered to be long enough for many applications. To thwart the exhaustive search attack on the key space, triple DES increases the key length to 112 bits and performs three times encryptions with the DES using two different keys. That is, data is encrypted via DES three times, the first time by the first key, the second time by the second key, and the third time by the first key again.

There are also some new symmetric key encryption algorithms that have been developed, such as the fast encryption algorithm (FEAL) [12], International Data Encryption Algorithm (IDEA) [13], RC6 [14], Rijndael [15], Serpent [16], and so on. Among these, RC6, Rijndael, and Serpent were submitted as candidates for the Advanced Encryption Standard (AES) competition in 1998. Finally, the Rijndael algorithm won and is currently proposed to be the new encryption standard designed to protect sensitive information in the next century. AES was adopted by the federal government in 2001 and will replace the aging DES to encrypt information.

### 41.3.2 Public Key Encryption

Instead of using a shared key between the communicating parties, public key encryption relies on the use of two different but mathematically related keys, called public/private key pair. The public key is related to the private key, but the private key cannot be derived from it without additional information. Public key is used for encryption and private key for decryption. The process of public key encryption is illustrated in Figure 41.6.

If an entity A wishes to transmit an encrypted message to another entity B, A first needs to obtain B’s public key $PK_B$. This public key must be authenticated so that A can be assured that the public key it believes really belongs to B. Once A has B’s authentic public key, it encrypts the message using it. When B receives the encrypted message, B decrypts it using its private key $SK_B$. The security of public key encryption relies on the fact that it is infeasible to determine the private key, even if the public key is known, and also that it is infeasible to determine the plain text without the private key, even when the cipher text is given.
The framework of public key cryptography was proposed by Diffie and Hellman in 1976 [9]. The Rivest, Shamir, and Adleman (RSA) [10] and ElGamal [17] cryptosystems are two of the most popular public key designs. The RSA system applies the integer factorization problem to construct a public key cryptosystem, relying on the fact that factoring a big integer is intractable with the current factoring algorithm. The ElGamal system uses the difficulty of a discrete logarithm problem to design a public key cryptosystem. The discrete logarithm problem for a fixed prime number \( p \) can be stated as given an integer \( g \) between 0 and \( p - 1 \) and an exponential relation \( y = g^x \pmod{p} \) for some \( x \), determine the integer \( x \). Currently there is no known efficient algorithm to solve the discrete logarithm problem. The ElGamal cryptosystem has been used as the U.S. government’s digital signature algorithm (DSA).

In 1985, Koblitz and Miller, mathematicians, proposed a public key system called the elliptic curve cryptosystem (ECC) that used groups of points on an elliptic curve [18,19]. The work utilized a discrete logarithm problem over the points on an elliptic curve with an advantage that the cryptographic keys used by the elliptic curve system are shorter. Later in 1991, Koyama et al. [20] presented an implementation of RSA using elliptic curves and Menezes and Vanstone [21] also implemented the elliptic variant of the ElGamal cryptosystem in 1993. These systems are relatively new, but there is a common belief that the cryptosystems based on elliptic curves provide stronger security since the elliptic curve discrete logarithm problem is believed to be harder than both the integer factorization problem and the discrete logarithm problem. In offering similar levels of security, the 160-bit ECC is comparable with the 1024-bit RSA and DSA.

Compared with symmetric encryption, public key encryption only requires an authenticated channel as opposed to a secure channel for the distribution of keys. However, public key encryption requires much more computational resources than symmetric key encryption and is therefore relatively slower in terms of performance. Public key encryption is typically only used to encrypt small amounts of data, for example, symmetric encryption keys.

### 41.3.3 Hashing Function

Public key encryption is generally much slower when compared to symmetric key encryption methods. Hashing function was thus invented to produce a relatively short fingerprint of a much longer message in order to make symmetric key signing and authentication more efficient. The fingerprint is also called a message digest. Hashing function can be divided into keyed and nonkeyed functions. Nonkeyed hashing function is a process by which messages of arbitrary lengths are compressed into digests (known as message integrity code, MIC) of fixed length without using any keys as input, while keyed hashing function combines a message and a secret key to generate a message digest, also known as MAC.

Secure Hash Algorithm (SHA-1) is the hashing standard currently recommended by the U.S. National Institute of Standards and Technology (NIST). SHA-1 is considered secure because it is computationally infeasible to recover a message corresponding to a given message digest or to find two different messages that hash to the same message digest value.

### 41.3.4 Digital Signature and Certificate

In public key cryptography, a digital signature is used to validate the identity of the sender. Figure 41.7 illustrates how a digital signature is used. An entity A wishes to send a message to another entity B. A wants the message transmitted without any modification and B wants to make sure that the message really comes from A. What A does is generate its signature by hashing digest of the message and encrypting it with its private key \( SK_A \). A sends both the message and its signature to B. B can verify the signature by computing the hash digest of the message it received and compares it with the digest it gets when decrypting the signature using A’s public key \( PK_A \).

As we discussed earlier, in public key encryption, the sender needs to obtain an authentic public key of the receiver B to encrypt the message, otherwise if the public key belongs to an attacker, the message intended for B can be decrypted and read by the attacker. Digital certificate is used to provide this service.
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The digital certificate is a statement issued by some trusted party, named CA, indicating that it verifies that the public key \( PK_A \) in fact belongs to \( A \). The CA digitally signs this statement and therefore anyone with the public key of the CA can decrypt the signature and verify the public key.

### 41.3.5 Identity-Based Cryptography

Identity-based cryptosystem was proposed by Shamir \[22\] with the original motivation of simplifying certificate management in e-mail system, thus avoiding the high cost of the public key management and signature authentication in PKI-supported cryptosystem. The basic idea is to find an approach in which each entity’s public key can be defined by an arbitrary string. In other words, users may use some well-known information, such as an e-mail address, IP address, or identity as their public key; thus, there is no need to propagate this common information through the network. The idea remained a theoretical concept until the first practical identity-based encryption scheme was proposed by Boneh and Franklin \[23\]. Since then several other identity-based cryptography schemes \[24–28\] have been proposed.

For such a system to work, there is a **private key generator** (PKG), which generates the system parameters, and the master public/private key pair, with the master public key known to everyone, but the master private key kept only to itself. PKG is also responsible for generating private keys corresponding to the defined public keys for the network user by employing the master private key and the user’s public key. There are four algorithms in the identity-based encryption scheme: Setup, Extract, Encrypt, and Decrypt:

- **Setup**: Generates the master public/private key pair and the common system parameters.
- **Extract**: Given an arbitrary string as a public key, this algorithm generates the corresponding private key.
- **Encrypt**: Takes a message and encrypts it using the public key.
- **Decrypt**: Decrypts a message using the corresponding private key.

### 41.3.6 Threshold Secret Sharing Scheme

The secret sharing scheme allows a group of users (also called shareholders) to share a secret in such a way that no single user can deduce the secret from his share alone. To construct the secret, one needs to combine a sufficient number of shares. A \((k, n)\) threshold secret sharing represents a secret distributed to \( n \) shareholders, and any \( k \) out of the \( n \) shareholders can reconstruct the secret, but any collection of less than \( k \) partial shares cannot get any information about the secret. Here, \( k \) is the threshold parameter such that \( 1 \leq k \leq n \).

A classical \((k, n)\) secret sharing algorithm was proposed by Adi Shamir \[29\] in 1979, which is based on polynomial interpolation. To distribute a secret \( x \) among \( n \) users, a trust authority chooses a large prime \( q \), and randomly selects a polynomial \( f(z) \) over \( \mathbb{Z}_q \) of degree \( k - 1 \), such that \( f(0) = x \). The trust authority computes each user’s share using \( S_i = f(i) \mod q \) and securely sends the share \( S_i \) to
user $i$. Then any $k$ shareholders can reconstruct the secret using the Lagrange interpolation by $f(z) = \sum_{i=1}^{k} S_i l_i(z) \pmod{q}$, where $l_i(z) = \prod_{j=1, j \neq i}^{k} ((z - j)/(i - j)) \pmod{q}$ is the Lagrange coefficient. Then, the secret reconstructed is $f(z)_{z=0}$. Shamir’s secret sharing scheme suffers from a lack of trust authority and share verification, for which many developments have been proposed. Also, work has been done on the issues related to verifiable secret sharing [30] and verifiable secret redistribution [31].

41.3.7 Intrusion Detection

The idea of intrusion detection is to set user characteristics as normal behavior within the network in terms of a set of relevant system features. Once the set of system features is selected, the classification model is built to detect the anomalies from its normal behavior. Intrusion detection has been an active area of research since its proposal by Denning in 1987 [32], and many intrusion detection systems have been developed to protect conventional networks, employing methods from various branches of science such as mathematics, statistics, and machine learning. A survey of these techniques can be found in [33]. Here we categorize different intrusion detection techniques.

41.3.7.1 Misuse and Anomaly Detection

From the perspective of analytical techniques, intrusion detection can also be defined either as misuse or as anomaly detection. Misuse detection techniques [34–36], or signature recognition techniques as they are often called, use the signature of known attacks (i.e., the patterns of an attacker’s behavior) to identify the matched activity as an attack. Although they can accurately and efficiently detect instances of known attacks, they lack the ability to detect new types of attacks since it is impossible to anticipate all the different attacks that could occur. Anomaly detection techniques [37,38] detect intrusions by finding deviations from established user profiles, based on the assumptions that certain functionality performed by each user within the network is observable and does not change substantially over time. The main advantage of anomaly detection is that it can detect both novel and known attacks if they demonstrate large differences from the normal profile. Since anomaly detection techniques models all anomalies as intrusions, higher false alarm rates are expected when anomalies are caused by behavioral irregularity, instead of intrusions.

41.3.7.2 Supervised and Unsupervised Intrusion Detection

From the perspective of the classifier that is used to actually detect intrusions, intrusion detection can be classified as supervised or unsupervised. The supervised method of detecting intrusion relies on the presence of a set of examples corresponding to normal usage and malicious activity. Labeling to generate the training data is time consuming and is prone to errors. Moreover, the volume of data corresponding to intrusions is much smaller when compared to data corresponding to normal usage, which leads to an imbalanced dataset wherein normal behavior is very well characterized while intrusions are characterized by a rather limited set. Unsupervised intrusion detection (also known as anomaly detection over noisy data) is better capable of discovering buried detections [38,39]. While unsupervised intrusion detection has some preferred practical properties as compared to supervised intrusion detection, a higher rate of false alarm may limit its applicability. It is conceivable that an intrusion detection system, in which a combination of supervised and unsupervised learning is used, could provide improved detection accuracy.

41.4 Current Countermeasures

In recent research on security of wireless ad hoc networks, several good security approaches have been proposed, which generally fall into three categories: secure routing, trust and key management, and service availability protection.
41.4.1 Secure Routing

Establishing the correct route between communicating nodes in an ad hoc network is a prerequisite for guaranteeing that messages are delivered in a timely manner. If routing is misdirected, the entire network can be paralyzed. As the function of route discovery is performed by routing protocols, securing routing protocols has warranted more attention. The routing protocols designed for ad hoc networks [40,41] assume that all the nodes within the network behave properly according to the routing protocols and no malicious nodes exist in the network. Obviously this assumption is too strong to be practical. Current research efforts toward the design of secure routing protocols (SRPs) include symmetric key-based schemes, asymmetric schemes, and intrusion detection [42–49].

41.4.1.1 Symmetric Schemes

Researchers have proposed the use of symmetric key cryptography for authenticating ad hoc routing protocols, based on the assumption that a security association (a shared key $K_{ST}$) between the source node $S$ and the destination node $T$ exists.

41.4.1.1.1 Secure Routing Protocol

The SRP [42] is proposed as an extension of a variety of existing reactive routing protocols. SRP makes efficient use of the security association ($K_{ST}$) between the two communicating nodes $S$ and $T$ and can combat attacks that disrupt the route discovery process and guarantees the acquisition of correct connectivity information.

In SRP, source node $S$ not only maintains a monotonically increased Query sequence number $Q_{seq}$ for each destination, but it also generates a random Query identifier $Q_{ID}$ that is used by intermediate nodes as a means to identify the request. The random Query identifier is unpredictable by an adversary with limited computational power; thus, it can combat the attack where malicious nodes simply broadcast fabricated requests only to cause subsequent legitimate queries to be dropped.

The security association $K_{ST}$ is used to generate a MAC in routing request message by a keyed hash algorithm with the input of an entire IP header, the basic protocol RREQ packet, and the shared key $K_{ST}$. SRP uses the computed MAC to authenticate the communicating nodes. Upon receipt of a routing request (RREQ), the destination node verifies the integrity and authenticity of the RREQ by calculating keyed hash of the request fields and comparing them with the MAC contained in the SRP header. The source node performs a similar operation when receiving route reply (RREP) message to verify the destination node.

41.4.1.1.2 Secure Efficient Ad Hoc Distance Vector Routing Protocol

The secure efficient ad hoc distance (SEAD) vector routing protocol [43] is presented as a proactive SRP based on the design of the distance-sequenced distance vector (DSDV) protocol. The essential idea of SEAD is to authenticate the sequence number and metric in a routing update entry using one-way hash chain elements, thus preventing any node from advertising a route to some destination claiming a greater sequence number than that destination's own current sequence number. SEAD assumes some mechanism for a node to distribute an authentic element of the hash chain that can be used to authenticate all the other elements of the chain.

To create a one-way hash chain, a node chooses a random initial value $x \in \{0, 1\}^\rho$, where $\rho$ is the length in bits of the output of the hash function, and computes the list of values $h_0, h_1, h_2, \ldots, h_n$, where $h_0 = x$, and $h_i = Hash(h_{i-1})$ for $0 < i < n$. The node at initialization generates the elements of its hash chain from "left to right" and then uses certain (authentic) elements of the chain to secure its routing updates. Based on its authentic element, it is possible to verify the next element in the sequence and within the chain. For an example, given an authenticated $h_i$ value, a node can authenticate $h_{i-3}$ by recursively computing the hash function three times on the value of $h_{i-3}$.

In SEAD, two mechanisms of TELSA [44] and MAC are also presented to authenticate the source address of each routing update message so that an attacker creating routing loops through the impersonation attack can be prevented.
41.4.1.3 ARIADNE

Another approach called the ARIADNE [45] was proposed by the same authors as SEAD to secure DSR [40] routing protocol. ARIADNE can provide security against one compromised node and arbitrary active attackers relying on a highly efficient symmetric cryptography. Like the SRP protocol, ARIADNE assumes some mechanism to bootstrap the authentic keys required by the protocol. In other words, a shared secret key ($K_{ST}$) between the source node $S$ and the destination node $T$, an authentic TESLA [44] key for each node in the network, and an authentic element from the route discovery chain of every node initiating route discoveries are required.

In the design of ARIADNE, the target node of a route discovery process authenticates the initiator; the initiator can then authenticate each intermediate node on the path in RREP message and no immediate node can be removed from the node list of the RREQ or RREP during the route discovery process. For point-to-point authentication of a message, MAC (e.g., HMAC) and a shared key between the two parties are used. For authentication of a broadcast packet such as RREQ, a TESLA broadcast authentication protocol is used. Moreover, one-way hashing is used to verify that no intermediate node was omitted from the path in RREQ.

41.4.1.2 Asymmetric Schemes

Symmetric encryption is suitable for ad hoc networks due to its comparatively lower resource consumption. The problem is how to generate and distribute the symmetric keys in the first place, such that only the correct sender and receiver keep them. To mitigate this problem, several asymmetric-based schemes have also been proposed. Authenticated routing for ad hoc network (ARAN) [46] and Secure ad hoc on-demand distance vector (SAODV) [47] are considered as asymmetric-based security approaches.

41.4.1.2.1 Authenticated Routing for Ad Hoc Network

Authenticated routing for ad hoc network (ARAN) [46] is used to detect and protect against malicious actions carried out by third parties and peer nodes in the ad hoc network environment. ARAN employs cryptographic certificates to provide authentication, message integrity, and non-repudiation as part of a minimal security policy. A trusted certificate server is required in ARAN to distribute the certificates to all the nodes in the network.

The basic idea of ARAN is that every node forwarding a route request and route reply message must sign it. For example, suppose source node $S$ would like to send a message to destination node $T$. If nodes $A$ and $B$ are the intermediate nodes along the path of route discovery packet, that is, $S \rightarrow A \rightarrow B \rightarrow T$. $S$ first initializes the route discovery process by broadcasting a route discovery packet named PDP, and the packets exchanged between the nodes are shown in Figure 41.8.

The routing request packet includes a packet type identifier ("RDP"), the IP address of the destination node ($IP_T$), certificate of source node $S$ ($cert_S$), a random value (called nonce) $N_S$, the current time $t$, and the signature of $S$ generated using its private key ($SK_S$). The neighbor node of the source node signs the contents to the message, adds its certificate, and forwards the message to its neighbors. Upon receiving the broadcast, the neighbor node validates the signature with the given certificate, removes the previous node’s signature, signs the message again using its private key and rebroadcasts the RDP.

\[ S \rightarrow *: \langle RDP, IP_T, cert_S, N_S, t \rangle_{SK_S} \]
\[ A \rightarrow *: \langle [RDP, IP_T, cert_S, N_S, t]_{SK_S}, cert_A \rangle_{SK_A} \]
\[ B \rightarrow *: \langle [RDP, IP_T, cert_S, N_S, t]_{SK_S}, cert_B \rangle_{SK_B} \]

\[ T \rightarrow B: \langle REP, IP_S, cert_T, N_S, t \rangle_{SK_T} \]
\[ B \rightarrow A: \langle [REP, IP_S, cert_T, N_S, t]_{SK_T}, cert_B \rangle_{SK_B} \]
\[ A \rightarrow S: \langle [REP, IP_S, cert_T, N_S, t]_{SK_T}, cert_A \rangle_{SK_A} \]

**FIGURE 41.8** Packets exchanged between nodes in ARAN.
Eventually, the message is received by the destination node $T$, who replies to the first RDP that it receives for a source and a given nonce. The destination node $T$ verifies the RDP packet and then unicasts a Reply (REP) packet back along the reverse path to the source in the same way. When the source node receives the REP, it verifies whether the correct nonce was returned by the destination node along with its signature.

The ARAN protocol is capable of providing strong security against modification, fabrication, and impersonation, but performing a digital signature on every routing packet could become the performance bottleneck both on the bandwidth requirement and the amount of computation.

### 41.4.1.2.2 Secure Ad Hoc On-Demand Distance Vector Routing Protocol

The SAODV routing protocol [47] is designed to be a secure extension of the existing ad hoc on-demand distance vector (AODV) routing protocol [41]. SAODV mainly addresses authentication and integrity by using digital signature and hash chains. The basic idea of SAODV is to first separate the routing messages transmitted to mutable and nonmutable types, and then use digital signatures to authenticate the nonmutable fields of the messages, and hash chains to secure the mutable fields.

In the AODV RREQ and RREP messages, the only mutable information is hop count. SAODV protects the $Hop\_Count$ information by applying one-way hash functions recursively in each node to ensure that the $Hop\_Count$ has not been decremented by an attacker. Every time a node originates an RREQ or an RREP message, it performs the following operations:

- Generate a random number ($seed$).
- Set the $Max\_Hop\_Count$ field: $Max\_Hop\_Count = TimeToLive$.
- Set the $Hash$ field: $Hash = seed$.
- Calculate the $Top\_Hash$: $Top\_Hash = h^{Max\_Hop\_Count}(seed)$, where $h$ is a hash function, $h^i(x)$ is the result of applying the function $h$ to $x$ $i$ times.

Every time a node receives an RREQ or an RREP message, it performs the following operations in order to verify the hop count:

- Verify the $Top\_Hash$ field: $Top\_Hash = h^{Max\_Hop\_Count-Hop\_Count}(Hash)$.
- Apply the hash function to the $Hash$ value in the Signature Extension: $Hash = h(Hash)$.
- Reprobcast the RREQ or forward the RREP.

In SAODV, using digital signatures provides end-to-end authentication and applying one-way hash chains obtains a certain type of protection to mutable information with less expensive computation. However, the effectiveness of SAODV is sensitive to tunneling attacks. A novel distributed routing protocol for ad hoc networks called SDAR has been introduced in [50] that guarantees security, anonymity, and high reliability of the established route. This is done by letting all trustworthy intermediate nodes construct the path while maintaining their anonymity. Moreover, malicious nodes are identified and are avoided in forming reliable paths.

### 41.4.1.3 Intrusion Detection

All previously introduced symmetric and asymmetric approaches belong to intrusion prevention technique. Several intrusion detection schemes are designed to enhance the security of ad hoc networks.

Zhang and Lee [48] present a distributed intrusion detection and response architecture that provides an excellent guide on designing intrusion detection system in wireless ad hoc networks. Figure 41.9(a) shows the proposed completely distributed intrusion detection model, in which every node in the network participates in the process of intrusion detection. Each node is responsible for detecting intrusion locally and independently based on the data collected. When a malicious node is found by the local detector, it is broadcasted to the entire network. Each node also makes a final decision based on the detection reports from other nodes. In [49], a distributed hierarchical detection model (Figure 41.9[b]) is proposed and the intrusion detection can be performed in a supervised or unsupervised way depending on the availability of attack data. The distributed hierarchical detection model consists of two layers, cluster member layer and cluster head layer. The whole network is logically divided into several clusters, each of which consists
of one special node as the cluster head and several normal nodes as the cluster members. The functions of local data collection and local intrusion detection are preformed on the cluster head layer. The cluster head also collects detection results from other cluster heads. The final decision is based on a cooperative rule for detecting reports at the cluster heads.

Marti et al. [7] introduced the Watchdog and Pathrater techniques that improve throughput in an ad hoc network by identifying misbehaving nodes that agree to forward the packets but never do so. The Watchdog can be considered as a simpler version of the intrusion detection agent to identify misbehaving nodes, and the Pathrater works as the response agent to help routing protocols avoid these nodes. However, the Watchdog can only detect the nodes that do not forward the packets, and the method works only on the source routing protocol since 2-hop routing information is needed.

The main problems of the intrusion detection approach are: first, not all malicious behaviors are detectable, in particular, the dynamically changing topology in ad hoc networks makes detection more difficult; second, even if some attacks can be detected, a high false alarm rate is still expected to be present. Therefore, intrusion detection usually works as a complementary approach to provide a second line of defense to the network.

### 41.4.2 Trust and Key Management

Most of the intrusion prevention approaches discussed above make an assumption that efficient key distribution and management has been implemented by some kind of a key distribution center, or by a CA to sign certificates binding public keys to nodes. The CA has the power to keep connecting to the network and cannot be compromised; however, to maintain the server safely and keep it available when needed is another major issue that cannot be easily solved. To mitigate this problem, the concept of threshold secret sharing is introduced and there are three proposed approaches.

#### 41.4.2.1 Partially Distributed Certificate Authority

Zhou and Hass [51] present a partially distributed CA scheme by adopting the PKI and threshold secret sharing. In this approach, the certificate generation service, as a whole, has a public/private key pair. The service is distributed to a group of special nodes in a \((k, n)\) threshold secret sharing fashion such that the service private key is shared by \(n\) special nodes. Any special service node can generate a partial certificate using its share of the service private key. All nodes in the system know the public key of the service and trust any partial certificates generated by the special service node. By combining any \(k\) partial certificates, the complete certificate can be recovered.

This scheme is one of the first to introduce the threshold scheme into security protocols in ad hoc networks and provides an excellent guide to the following work. However, the approach requires an administrative infrastructure to be available to distribute the shares to the special nodes and issue public/private key pairs to all the nodes. How to keep the \(n\) special nodes available when needed and how the normal nodes know how to locate the server nodes makes system maintenance difficult.
41.4.2.2 Fully Distributed Certificate Authority

In [52], Kong et al. proposed another threshold cryptography-based scheme in which certification services like issuing, renewal, and revocation of certificates are distributed among all the nodes in the network, and a single node holds just a share of the complete certificate signing key. Any coalition of $k$ nodes can serve as the CA and jointly provide certification services for a requesting mobile user. The authors also localized the trust model to make it scalable to large ad hoc wireless networks. A mobile user is trusted if any $k$ neighboring nodes of the user claim so and a locally trusted user is globally accepted over the network. The fully localized and widely available features provide ubiquitous availability for mobile users since any mobile user can easily obtain the CA service by contacting $k$ neighbors. We consider it as having a fully distributed CA, in which the capabilities of CA are distributed to all the nodes and any operations requiring the CA's private key can only be performed by a coalition of $k$ or more nodes.

This solution has more advantage than the partial distributed CA scheme in the sense that it is easier for a node to locate $k$ neighbor nodes and request the CA service since all nodes are part of the CA service. However, it requires a set of complex maintenance protocols. Also, the scheme requires a bootstrapping phase where a trusted dealer has to distribute the certificates to and share secrets with each mobile user.

41.4.2.3 Identity-Based Key Management

The traditional PKI-based key management is well known for its expensive computation. In order to achieve better efficiency, an identity-based key management mechanism is proposed [53]. In this approach, the PKG service is controlled by a pair of master public/private key and is distributed to all the nodes in the network in such a way that the master public key is well known to all the nodes in the network, and the master private key is shared by all of them in a $(k, n)$ threshold fashion. Each user in the network uses the identity as its public key, and needs to obtain its personal private key corresponding to its identity before utilizing any network service. The private key is obtained by contacting at least $k$ PKG service nodes and each PKG service node replies by sending the sub-share of the private key of the requesting node.

One advantage of this approach is that it does not need the support of a trusted third party to safely compute a master key, separate it into multiple pieces (sharing), and then distribute the shares to shareholders. Instead, the master key pair is computed collaboratively by the initial network nodes without constructing the master private key at any single node. Moreover, since the personal public key is derived from the node's identity, which is well-known information, there is no need for certificate generation, propagation, and storage. Therefore, the approach can obtain similar security with the conventional PKI-based approaches, but with reduced computational consumption and communicational overhead.

41.4.3 Service Availability Protection

As there is no infrastructure in wireless ad hoc networks, the mobile nodes have to cooperate in order to communicate. Intentional nonoperation can be caused by malicious nodes that are intent on attacking the network, and it can also be caused by a few selfish nodes that are keen on saving computational resources (power, CPU, memory, etc.). These selfish nodes tend to use services provided by other nodes, but not to provide services to the community. Selfishness can cause serious damage in terms of global network throughput and delay, which is shown by the simulation study on the DSR routing protocol [54]. The problem of selfishness has only recently been addressed and few mechanisms are proposed to protect the network from the problem of service unavailability due to the existence of selfish nodes. Generally, there are two types of solutions: reputation-based solutions and monitoring solutions. The reputation-based approach uses some forms of reputation like digital cash, credit, or rating as an incentive for cooperation, and the monitoring approach employs neighborhood watching based on the principle that misbehaving nodes will be detected through the shared observation information of a majority of legitimate nodes.
41.4.3.1 CONFIDANT

Buchegger and Boudec presented a technique called cooperation of nodes, fairness in dynamic ad hoc networks (CONFIDANT) [55] that aimed at detecting and isolating misbehaving nodes, thus making it unattractive to deny cooperation. Trust relationships and routing decisions are based on experienced, observed, or reported routing and forwarding behavior of other nodes. CONFIDANT is designed as an extension to the DSR routing protocol, and consists of four components: the monitor, the reputation system, the path manager, and the trust manager. The monitor is equivalent to a neighborhood watch, where nodes locally look for deviating nodes by either listening to the transmission of the next node (so-called passive acknowledgement) or by observing route protocol behavior. The reputation records for first-hand or trusted second-hand observations about routing and forwarding behavior of other nodes. The trust manager controls trust given to ALARM messages and the path manager adapts the behavior of the local node according to its reputation and takes actions against malicious nodes.

41.4.3.2 Collaborative Reputation Mechanism

Another approach called the collaborative reputation (CORE) mechanism [56] was proposed, in which node cooperation is stimulated by a collaborative monitoring and a reputation mechanism. Each network user keeps track of other users’ collaboration using a technique called reputation. The reputation metric is calculated based on data monitored by the local users and some information provided by other nodes involved in each operation. Based on the collected observations, each node computes a reputation value for every neighbor using an aggregate reputation mechanism instead of simply using subjective reputation (observations), indirect reputation (positive reports by others), and functional reputation (task-specific behavior). The reputation mechanism allows the nodes of networks to gradually isolate the selfish nodes. For example, when the reputation of a node decreases below a predefined threshold, service provision to the misbehaving node will be avoided. In CORE, since there is no incentive for a node to maliciously spread negative information about other nodes, simple denial of service attacks using collaborative technique itself is prevented.

41.5 Conclusions

We have discussed in this chapter the various security issues faced by wireless ad hoc technology. By analyzing various security threats, we find that wireless ad hoc networks are vulnerable due to their underlying characteristics. We have described several existing countermeasures to secure wireless ad hoc networks. However, we have seen that many security solutions have been proposed to secure wireless ad hoc networks, but none can claim that it can address all or even most, of the security problems. Many security problems such as tunneling attack, packet dropping, and node selfishness are expected to be solved. In essence, secure wireless ad hoc networks would be a long-term ongoing research topic.

With increasing maturity of wireless ad hoc networks, more comprehensive security solutions are expected to appear that could take care of all the prevalent issues such as tunneling attack handling strategies, combination of intrusion prevention and intrusion detection, integrated network security, more efficient key management and cooperation enforcement mechanisms, and the like.
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Field-Based Motion Coordination in Pervasive Computing Scenarios

42.1 Introduction .............................................. 42-959

As computing is becoming pervasive, autonomous computer-based systems are going to be embedded in all everyday objects and in the physical environment. In such a scenario, mobility too, in different forms, will be pervasive. Mobile users, mobile devices, computer-enabled vehicles, as well as mobile software components, define an open and dynamic networked world that will be the stage of near-future software applications.

Traditionally, software applications have always been built by adopting programming paradigms rooted on non-autonomous components coupled at design time by fixed interaction patterns. Although simple in principle, this approach seems inadequate to deal with the dynamism of the above sketched application scenario and it is likely to lead to even-more brittle and fragile applications.

42-959
Only in recent years, the research on software agents has fostered new programming paradigms based on autonomous components (i.e., components with a separated thread of execution and control) interacting to realize an application [3, 6, 25]. In this chapter, the term agent can refer not only to software components, but also to any autonomous real-world entity with computing and networking capability (e.g., a user carrying on a Wi-Fi PDA, a robot, or a modern car). Autonomous interacting components are intrinsically robust, in that, for example, if a component breaks down or goes out of the wireless network, the others can autonomously and dynamically reorganize their interaction patterns to account for such a problem. The key element leading to such robust, scalable, and flexible behaviors is coordination: the agents’ fundamental capability to dynamically decide on their own actions in the context of their dynamic operational environment. Autonomous components, in fact, must be able to coordinate their activities’ patterns to achieve goals, that possibly exceed their capabilities as singles, despite — and possibly taking advantage — of environment dynamics and unexpected situations [24, 31].

Unfortunately, general and widely applicable approaches to program and manage these autonomous interacting systems are unknown. The main conceptual difficulty is that it is possible to apply a direct engineered control only on the single agents’ activities, while the application task is often expressed at the global-ensemble scale [4, 24]. Bridging the gap between single and global activities is not nearly easy, but it is although possible: distributed algorithms for autonomous sensor networks have been proposed and successfully verified [9], routing protocols in mobile ad hoc network (MANET) (in which devices coordinate to let packets flow from sources to destinations) have been already widely used [26]. The problem is still that the above successful approaches are ad hoc to a specific application domain and it is very difficult to generalize them to other scenarios. There is a great need for general, widely applicable engineering methodologies, middleware, and APIs to embed, support, and control coordination in multi-agent systems [1, 17, 27, 32].

A significant application scenario related to the above general problem is distributed motion coordination. Here the task is of coordinating the movements of a large set of autonomous agents in a distributed environment. The goals of agents’ coordinated movements can be various: letting them meet somewhere, distribute themselves accordingly to specific spatial patterns, or simply move in the environment without interfering with each other and avoiding the emergence of traffic jams.

With this regard, protocols based on the concept of force fields (field-based coordination) [15, 16, 18] suit well the needs of distributed motion coordination. These approaches are inspired by the physical world, that is, from the way masses and particles in the universe move and globally self-organize driven by gravitational and electromagnetic fields.

In these protocols, the agents’ operation environment is abstracted and described by means of fields capable of expressing forces driving agents’ activities. Agents can locally perceive these fields and decide where to go on the basis of which fields they sense and their magnitudes.

Specifically, on the one hand, it is possible to assume that each agent can generate application-specific fields, conveying some information about the local environment and about itself. Fields will be propagated in the environment according to field-specific laws and to be possibly composed with other fields. On the other hand, agents can perceive these fields and move accordingly (or, if the agent is a program running on a mobile device, it can suggest its user how to move), for example, by following a field gradient downhill or uphill. Since agents’ movements are simply driven by these abstract force fields, without any central controller, the global coordination emerges in a self-organized way from the interrelated effects of agents following the fields’ shape and of dynamic fields re-shaping due to agents’ movements.

Engineering a coordination protocol within a field-based approach is basically a bottom-up approach and consists in specifying how agents generate fields, how these fields are propagated, and how agents subscribe and react to the fields. The result is a robust specification that automatically adapts to changing environmental conditions that require limited computational efforts by agents, and only strictly local communication efforts. The analogy of field-based protocols and physical laws carries on a further advantage: field-based coordination activities can be effectively modeled in dynamical systems terms, that is, via differential equations that can be easily numerically integrated for the sake of rapid verification.
Further, this chapter is structured as follows: Section 42.2 describes the problem of motion coordination along with its possible applications and its main requirements. Section 42.3 presents field-based solutions, surveying systems that exploited this approach. Section 42.4 shows how field-based coordination can be modeled, in terms of a dynamical system formalism. Section 42.5 deals with programming field-based approaches, presenting a reference middleware and programming model. Finally, Section 42.6 outlines open issues and research directions.

42.2 Adaptive Motion Coordination: Applications, Issues, and Requirements

Enabling a set of agents to coordinate their movements in an environment and engineering a coordination protocol accordingly is not a problem if (i) agents know each other; (ii) they have a global knowledge about the environment in which they situate; (iii) they are not resource constrained. In these cases, it is possible to define and optimize any needed protocol to orchestrate agents’ movements, and it is possible for agents to communicate with each other and to exploit environment knowledge as needed to implement such protocol. Unfortunately, the above assumptions cannot be made in the design and development of the software support for a mobile and wireless computing scenario, where (i) the number and the identities of agents, together with their operational environment are likely to vary in time, and the software systems must be engineered so as to adaptively deal with these situations; (ii) the need for scalability forbids a global perception of the environment and instead calls for a strictly local view, enabling the system to scale linearly with its size; (iii) agents are likely to be executed on resource-limited devices. This implies the need for cost-effective solutions that should not require the execution of complex algorithmic tasks or of complex communication protocols.

The challenge of identifying adaptive and effective protocols for the engineering of motion coordination activities in mobile computing scenarios is strictly tied to the problems of having agents be “context-aware.” Coordination, by its own nature, requires some sort of context awareness: an agent can coordinate with other agents only if it is aware of “what is around.” In mobile computing scenarios, however, such contextual information must be dynamically obtained by agents, so as to enable adaptivity; simple and cheap to be obtained and expressive enough to facilitate the definition of coordination activities and their execution by agents.

It is worth noting that the focus is not on how contextual information can be produced (e.g., it is possible to assume that localization mechanisms are available [11]), but how and in which form it can be made available to agents.

The following of this section introduces a simple case study and show that current coordination models are, from a software engineering point of view, inadequate to effectively address motion coordination problems.

42.2.1 A Case Study Scenario

The presented case study involves the problem of providing support for tourists visiting a museum. Specifically, it focuses on how tourists can be supported in planning their movements across a possibly large and unfamiliar museum and in coordinating such movements with other, possible unknown, tourists. It is possible to assume that each tourist is provided with a wireless-enabled computer assistant (e.g., a PDA) providing support for motion coordination (i.e., suggests the user on where to go). The kind of coordination activities involved may include:

- Scheduling attendance at specific exhibitions occurring at specific times. Here the application goal is simply to route tourists across the museum to let them reach the right place on time.
- Having a group of students split in the museum according to teacher-specific laws. Also in this case, the application goal is to guide the students to let them visit relevant rooms accordingly to a specified schedule.
• Letting a group of agents (e.g., museum security guards) to move maintaining a formation. Here the PDAs could instruct guards to maintain a specified distance from each other so as to improve museum coverage.

• Helping a tourist to avoid crowd or queues while visiting the museum. Here the PDA can route the tourist to avoid a crowded corridor, or can change the visit schedule so as to postpone rooms that are overcrowded at the moment.

• Support a group of users to meet in the museum: meet in a specific room, join a specific person, meet in the most convenient room, accordingly to the participants’ actual location. Here the PDA would lead the user to the meeting location.

• In case of emergency, the system can enforce an evacuation plan, guiding tourists to nearby emergency exits, while avoiding crowds.

Accordingly with the assumptions made before, it is possible to assume that (i) the museum environment is unknown and dynamic: the museum floor-plan may be unknown, agents can enter and leave the museum at will and they are free to roam across the building. Agents are enabled to interact one another either directly or via an embedded infrastructure, possibly installed in the building. Since agents are not provided with any a priori information on the museum floor-plan or crowd condition, they have to acquire relevant information dynamically in-place, by interacting with other agents or with available services. (ii) They are able to perceive only a local view on the museum. This is both to support the scalability of the system, and (iii) not to overload the resource-limited PDAs with large amount of information.

It is worth noting that the above scenario and the associated motion coordination problems are of a very general nature, being isomorphic to scenarios such as, traffic management and forklifts activity in a warehouse, where navigators’ equipped vehicles hint their pilots on where to go, or software agents exploring the Web, where mobile software agents can coordinate distributed researches by moving on various Web-sites. Therefore, also all the considerations presented in this chapter are of a more general validity, besides the addressed case study.

42.2.2 Inadequacy of Traditional Approaches

Most coordination models and middleware used so far in the development of distributed applications appear inadequate in supporting coordination activities in mobile and wireless computing scenarios.

In the following paragraphs will be presented various coordination models and middleware to illustrate their inadequacies form a software engineering perspective. The analysis will be mainly focused on evaluating how those middleware provide agents with contextual information and whether if the information provided is suitable for the motion coordination task.

Models based on direct communication promote designing a distributed application by means of a group of components that are in charge to communicate with each other in a direct and explicit way. Systems like Jini [13] and FIPA-based agent systems [3] are examples of middleware infrastructures rooted on a direct communication model. The problem of this approach is that agents are placed in a “void” space: the model, per se, does not provide any contextual information. Agents can only perceive and interact with other components/agents, and the middleware support is mostly reduced to helping in finding communication partners. Thus, each agent has to “manually” become context aware by discovering and explicitly interacting with the other entities in the environment. For instance, in the case study, an agent would have to explicitly retrieve and communicate with some services to gain the museum map, it would have to discover which other tourists are currently populating the museum, and explicitly negotiate with them to agree on a specific motion coordination policy (e.g., to move avoiding the formation of queues or to meet each other at a suitable place). From a software engineering perspective, this imposes a notable burden in the agent code and typically ends up with ad hoc, not scalable, and not adaptable solutions.

Models based on shared data-spaces support inter-agent interactions through shared localized data structures. These data structures can be hosted in some data-space (e.g., tuple space), as in EventHeap [14], JavaSpaces [10], or they can be carried on by agents themselves and dynamically merged to enable
interactions, as in Lime [25] or XMiddle [21]. In these cases, agents are no longer placed in a totally void space, but live in an environment that can be modeled and described in terms of the information stored in the data spaces. Such information, typically referring to local conditions, can provide some sort of context-awareness to agents without forcing them to directly communicate with each other. For instance, in the case study, one can assume to have, at each room and corridor, a local data-space storing both local map information and messages left by the other agents about their presence and possibly about their intended next position. Still, to enforce a specific motion coordination pattern, agents may have to access several data-spaces to access all the required information (e.g., which agents are in which rooms), to build an internal representation of the current situation (e.g., where crowds and queues are), and then decide the next movements by (again) negotiating with other agents or accordingly to a predefined, nonadaptable, set of rules. The result is again that lots of code and computational effort is required to “understand” and exploit the contextual information for the achievement of a specific motion coordination task. This makes also this approach ineffective from a software engineering perspective.

Event-based models relying on publish/subscribe mechanisms make agents interact with each other by generating events and by reacting to events of interest, without having them to interact explicitly with each other. Typical infrastructures rooted on this model are: Jedi [8] and Siena [7]. Without doubt, event-based model promotes stronger context-awareness, in that components can be considered as embedded in an active environment able of notifying them about what is happening around, freeing agents from the need of explicitly querying other agents or the environment (as in direct-communication and data-space models) to discover what’s happening. For instance, in the case study, a possible use of this approach would be to let each agent notify its movements across the museum, update (accordingly to other agents’ notified movements) its internal representation of the crowd distribution in the museum (i.e., context-awareness) and then move properly by continuously adapting its plans accordingly to the newly received events. However, from a software engineering perspective, the information conveyed by events tends to be too low-level to be effectively used by agents, forcing them to catch and analyze a possibly large number of inter-related events to achieve a specific motion coordination pattern. This process is of course a big burden in the agent code, making also such kind of middleware unsuitable from a software engineering point of view.

### 42.3 Field-Based Approach to Motion Coordination

The common general problem, of the above interaction models, is that they are typically used to gather/communicate only a general purpose, not expressive, description of the context. This general purpose representation tends to be strongly separated from its usage by the agents, typically forcing them to execute complex algorithms to elaborate, interpret, and decide what to do with that information. In the above mentioned meeting application, for example, agents could be provided with the museum floor-plan and the position of other agents in the meeting group. Still, even if that information is a complete representation of their operational environment, agents will have to execute complex algorithms to decide and negotiate where to meet and how to go there.

On the contrary, if the context would have been represented expressively to facilitate agents in the achievement of a specific task, agents would trivially use that information to decide what to do. For example, in the above meeting application, if the agents would be able to perceive in their environment something like a “red carpet” leading to the meeting room, it would be trivial for them to exploit the information: just walk on the red carpet.

So the point is: how is it possible to create the “red carpet”? How to effectively represent context for the sake of motion coordination?

An intriguing possibility is to take inspiration from the physical world, and in particular from the way masses and physical particles move and globally self-organize their movements accordingly to that local contextual information that is represented by gravitational and electro-magnetic fields. These fields are sorts of “red carpets”: particles achieve their tasks simply by following the fields.
This is the basis of the field-based approach. Following this approach, agents achieve their goals not because of their capabilities as single individuals, but because they are part of an (auto)organized system that leads them to the goals achievement. Such characteristics also imply that agents’ activities are automatically adapted to the environmental dynamic, which is reflected in a changing view of the environment, without forcing agents to re-adapt themselves.

### 42.3.1 Key Concepts in the Field-Based Approach

Field-based approach is mainly driven by the above analysis and aims at providing agents with abstract — simple yet effective — representations of the context. To this end, the field-based approach delegates to a middleware infrastructure or to the agents themselves (connected in a peer-to-peer mobile ad hoc network) the task of constructing and automatically updating an essential distributed “view” of the system situation — possibly tailored to application-specific motion coordination problems — that “tells” agents what to do (i.e., how to move to implement a specific motion coordination patterns). Agents are simply let with the decision of whether to follow such a suggestion or not. Operatively, the key points of the field-approach can be schematized in the following four points:

1. The environment is represented and abstracted by “computational fields,” spread by agents or by the infrastructure. These fields convey useful information for the agents’ coordination tasks and provide agents with strong coordination-task-tailored context awareness.
2. The coordination protocol is realized by letting agents move following the “waveform” of these fields.
3. Environmental dynamics and agents’ movements induce changes in the fields’ surface, composing a feedback cycle that influences agents’ movement (point 2).
4. This feedback cycle let the system (agents, environment, and infrastructure) auto-organize, so that the coordination task is eventually achieved.

A computational field can be considered a sort of distributed data structure characterized by a unique identifier, a location-dependent numeric value. Fields are locally accessible by agents depending on their location, providing them and a local perspective of the global situation of the system. For instance, with reference to the case study, the guide of the museum can spread in the environment a computational field whose value monotonically increase as it gets farther from his/her (see Figure 42.1), and thus implicitly enabling an agent, from wherever, of “sensing” how distant the guide is and where (in which direction) (s)he is.

Fields can be generated by the agents or by the environment, and their existence must be supported by a proper infrastructure. From the agent point of view, it does not matter if the infrastructure is implemented in some external servers accessed by the agent, or is part of the agent itself. What that matters is that it provide an up-to-date, local, field-based representation of the environment.

In field-based protocols, the simple principle to enforce motion coordination is by having agents move following the local shape of specific fields. For instance, a tourist looking for a guide can simply follow downhill the corresponding computational field.

Dynamic changes in the environment and agents’ movements induce changes in the fields’ surface, producing a feedback cycle that consequently influences agents’ movement. For instance, should the museum guide be moving around in the museum, the field-supporting infrastructure would automatically update the corresponding computational field and would, consequently, have any agent looking for a guide re-adapt its movement accordingly. Should there be multiple guides in the museum, they could decide to sense each other’s fields so as to stay as far as possible from each other to improve their reachability by tourists, and possibly dynamically re-shaping their formation when a guide, for contingent problems, has to move or go away.

Further examples follow later on. Here, it is worth noting that a field-based system — following its physical inspiration — can be considered as a simple dynamical system: agents are seen as balls rolling...
FIGURE 42.1 The tourist Y senses the field generated by the tourist guide X (increasing with the distance from the source, as the numeric values in each room indicates). (a) Y agent follows the field downhill to approach X; (b) Y follows the field uphill to get farther from X. In this figure, agent Y uses the field generated by X directly as an application-specific coordination field.

upon a surface, and complex movements are achieved not because of the agents will, but because of dynamic re-shaping of this surface.

In a given environment, several different types of fields can exist and be propagated by agents and by the infrastructure, accordingly to field-specific laws. Of course, the agents and the infrastructure can decide to propagate any type of application-specific fields, accordingly to propagation rules that can facilitate the achievement of application-specific problems.

The achievement of an application-specific coordination task, however, is rarely relying on the evaluation, as it is, of an existing computational field (as in the case of a tourist looking for a guide and simply following the specific field of that guide). Rather, in most cases, an application-specific task relies on the evaluation of an application-specific coordination field, as a combination (e.g., linear) of some of the locally perceived fields. The coordination field is a new field in itself, and it is built with the goal of encoding in its shape the agent’s coordination task. Once a proper coordination field is computed, agents can achieve their coordination task by simply following (deterministically or with some probabilistic rule) the shape of their coordination field uphill, downhill, or along its equipotential lines (depending on the specific problem) as if they were walking upon the coordination field associated surface (see Figure 42.1). For instance, in the case study, for guides to stay as far as possible from each other, they have to follow uphill a coordination field resulting from the combination of all the computational fields of each guide.

In the following, the coordination field will be referred as the only field (eventually computed by the agent) driving the agent movements.

42.3.2 The State of the Art in Field-Based Coordination

Several proposals addressing the problem of distributed motion coordination with field-based protocols have been proposed in the last few years. The basic idea to implement the concept of a field is to rely on distributed data structure actually spread in the environment. Such distributed data structures must be supported by a distributed infrastructure. Specifically, a field would be injected in the network from a specific node. Then it will be propagated across the infrastructure hop-by-hop. During propagation the field’s value would be changed so as to let the field assume the intended shape.

In the case study, it is possible to assume the presence, in the museum, of a densely distributed network of computer-based devices, associated with rooms, corridors, art pieces, alarm systems, climate conditioning systems, etc. All these devices will be capable of communicating with each other and with the mobile devices located in their proximity via the use of a short-range wireless link. Moreover, it is important to make the following two assumptions (i) devices are provided with localization mechanisms enabling them to know neighbors’ coordinates in a private local coordinate frame [11]. (ii) The rough topology
of the ad hoc network being formed by computer-based devices resemble the museum's topology (i.e., floor-plan). This means in particular that there are not network links between physical barriers (like walls). Several mechanism may be employed to achieve this property, it can be assumed that either the devices are able to detect and drop those network links crossing physical barriers (e.g., relying on signal strength attenuation or some other sensor installed on the device) or that the museum building is pre-installed with a network backbone — reflecting its floor-plan topology — and that all the nodes can connect only to the backbone. These two properties are needed to assure that the fields are propagated coherently with the museum floor-plan (i.e., agents can follow fields without stumbling into walls).

Co-Fields [18] is the model developed by the authors of this chapter and is the one that closely targets the application scenario described so far. This model has been implemented upon the Tuples On The Air (TOTA) [20] middleware infrastructure. The TOTA middleware would be installed on a large number of the above devices, that will connect in an ad hoc network suitable to support distributed data structures implementing the field abstraction. Agents would connect to this infrastructure, inject field-like data structures that propagate hop-by-hop across the infrastructure, sense locally the stored data structures and move accordingly.

Similar to Co-Fields is the multi-layered multi-agent situated system (MMASS) formal model for multi-agent coordination, described in Reference 2. This model represents the environment as a multi-layered graph in which agents can spread abstract fields representing different kinds of stimuli through the nodes of this graph. The agents' behavior is then influenced by the stimuli they perceive in their location. In fact agents can associate reactions to these stimuli, like in an event-based model, with the add-on of the location-dependency that is associated to events and reactions. The main application scenarios of this model is quite different from the one discussed in this chapter since it focuses on simulation of artificial societies and social phenomena. For this reason MMASS lacks of an implemented infrastructure supporting the model and it is only realized via simulation based on cellular automata.

An area in which the problem of achieving effective context-awareness and adaptive coordination has been addressed via a field-based approach is Amorphous Computing [5,23]. The particles constituting an amorphous computer have the basic capabilities of propagating sorts of abstract computational fields in the network, and to sense and react to such fields. In particular, particles can transfer an activity state towards directions described by fields' gradients, so as to make coordinated patterns of activities emerge in the system independently of the specific structure of the network. Such mechanism can be used, among other possibilities, to drive particles' movements and let the amorphous computer self-assemble in a specific shape.

A very similar approach to self-assembly has been proposed in the area of modular robots [28]. A modular robot is a collection of simple autonomous actuators with few degrees of freedom connected with each other. A distributed control algorithm is executed by all the actuators that coordinate to let the robot assume a global coherent shape or a global coherent motion pattern (i.e., gait). Currently proposed approaches [28] adopts the biologically inspired idea of hormones to control such a robot. Hormone signals are similar to fields in that: they propagate through the network without specific destinations, their content can be modified during propagation and they may trigger different actions for different receivers.

Shifting from physical to virtual movements, the popular videogame “The Sims” [29] exploits sorts of computational fields, called “happiness landscapes” and spread in the virtual city in which characters live, to drive the movements of nonplayer characters. In particular, nonplayer characters autonomously move in the virtual Sims city with the goal of increasing their happiness by climbing the gradients of specific computational fields. For instance, if a character is hungry, it perceives and follows a happiness landscape whose peaks correspond to places where food can be found, that is, a fridge. After having eaten, a new landscape will be followed by the character depending on its needs.

It is interesting to report that there are also systems that adopt a field-based approach, without requiring the presence of any needed distributed infrastructure. The field-based representation, in fact, is computed internally by the agents by exploiting data coming from sensors (typically a camera) installed on the agents themselves. For example, an agent seeing an obstacle through its camera would represent the obstacle as a repealing field. The main advantage of this approach is that it does not require any communication
between the agents. The drawback is the need of complex sensors to be mounted on agents (e.g., the camera) and the need for complex algorithms mapping images into fields. Examples of this kind of approach can be found in robotics.

The idea of fields driving robots movement is not new [16]. For instance, one of the most recent re-issue of this idea, the electric field approach (EFA) [15], has been exploited in the control of a team of Sony Aibo legged robots in the RoboCup domain. Following this approach, each Aibo robot builds a field-based representation of the environment from the images captured by its head mounted cameras (stereo-vision), and decides its movements by examining the fields’ gradients of this representation.

Apart from the presented differences, the modeling of the field-based approach in both the earlier two kinds of models is rather similar and it basically consists in representing the environment by means of the fields and having each agent to follow the gradient of a \textit{coordination field} computed by combining fields relevant for its application task.

### 42.4 Modeling Field-Based Coordination

The physical inspiration of the field-based approach invites modeling field-based protocols in terms of a dynamical system. Specifically, this implies modeling fields as continuous functions and writing the differential equations governing the motion of a point (the agent) driven by the gradient of a specific \textit{coordination field} (the field driving agents movements, evaluated by the agent, by locally combining other fields in the environment). Once the analytical shape of the \textit{coordination field} is defined, writing and solving numerically the differential equations of the system is rather simple. This provides an effective way to simulate the system, and it can be regarded as a tool to make experiments, to quickly verify that a \textit{coordination field} correctly expresses a coordination task, and to tune coefficients.

More in detail, it is rather easy to see that considering the agent \(i\), denoting its coordinates (for sake of notation simplicity restricted to the two-dimensional case) as \((x_i(t), y_i(t))\) and its \textit{coordination field} as \(CF_i(x, y, t)\), the differential equations governing \(i\) behavior are in the form:

\[
\frac{dx_i}{dt} = v \frac{\partial CF_i(x, y, t)}{\partial x}(x, y, t) \\
\frac{dy_i}{dt} = v \frac{\partial CF_i(x, y, t)}{\partial y}(x, y, t)
\]

If \(i\) follows uphill the \textit{coordination field}. They are

\[
\frac{dx_i}{dt} = -v \frac{\partial CF_i(x, y, t)}{\partial x}(x, y, t) \\
\frac{dy_i}{dt} = -v \frac{\partial CF_i(x, y, t)}{\partial y}(x, y, t)
\]

If \(i\) follows downhill the \textit{coordination field}.

This is because the direction of the gradient of the agent’s \textit{coordination field}, evaluated toward the spatial coordinates, points to the direction in which the \textit{coordination field} increases. So the agent \(i\) will follow this gradient or will go in the opposite direction depending on if it wants to follow its \textit{coordination field} uphill or downhill. \(v\) is a term that can model the speed of an agent.

The case in which the agent follows an equipotential line of the coordination space, is slightly more complicated, because if the space dimension is greater than 2, it is not possible to talk about an equipotential line, but only about an equipotential hyper-surface. This hyper surface will be the one orthogonal to the gradient of the \textit{coordination field} evaluated only toward the space coordinates, which will be thus a function.
of the time:

\[
\nabla C F_i(x_1, x_2, \ldots, x_n)(t)
\]

So the only dynamical equation it is possible to write in this case, is the one that specifies that the agent’s movements belong to this hyper surface:

\[
\left(\frac{dx_1}{dt}, \frac{dx_2}{dt}, \ldots, \frac{dx_n}{dt}\right) \cdot \nabla C F_i(x_1, x_2, \ldots, x_n)(t) = 0
\]

where the dot stands for the classical scalar product.

In the following of this section field-based protocols and the dynamical system formalism will be applied to a number of motion coordination problems. Before proceeding, it is worth noting that, considering those situations in which agent movements do not occur in an open space but are constrained by some environmental conditions, the dynamical system description become more complex. The definition of “constrained” equations would involve either some artificial force fields to constrain agents to stay within the building plan or a domain not based on $\mathbb{R}^n$, but on a more general and complex manifold. Due to the complexities involved in the description of such equations, this chapter considers and discusses field-based protocols only in open, unconstrained spaces, an approach which is anyway valuable to evaluate the correctness of a coordination protocol.

However, to overcome this limitation, a multi-agent simulation of the museum application has been used to complement the dynamical system description. Such simulation has been developed using the Swarm toolkit [30] and enables to model: any required spatial environment (e.g., a specific museum map); the presence in such environment of any needed number of fields; and the presence of any needed number of agents each its own goals (e.g., number of tourists each with a specific plan of visit to the museum).

### 42.4.1 Flock Field: Moving while Maintaining a Formation

Consider the case study of having agents distribute according to specific geometrical patterns (flocks), and to let them preserve such patterns while moving. More specifically, agents can represent security guards (or security robots) in charge of cooperatively monitor a building by spreading in the building so as to stay at specified distances from each other [12]. To this end, it is possible to take inspiration from the work done in the swarm intelligence research [4]: flocks of birds stay together, coordinate turns, and avoid each other, by following a very simple swarm algorithm. Their coordinated behavior can be explained by assuming that each bird tries to maintain a specified separation from the nearest birds and to match nearby birds’ velocity. To implement such a coordinated behavior with a field-based protocol and apply it to the case study, each agent can generate a field (flock-field) whose magnitude assumes the minimal value at specific distance from the source, distance expressing the intended spatial separation between agents. The final shape of this field approaches the function depicted in Figure 42.2(a). Fields are always updated to reflect peers’ movements. To coordinate movements, peers have simply to locally perceive the generated fields, and to follow downhill the gradient of the fields. The result is a globally coordinated movement in which peers maintain an almost regular grid formation (see Figure 42.2(b)).

Analytically, the (flock-field) generated by an agent $i$ located at $(X^i_P, Y^i_P)$ can be simply described as follows:

\[
d = \sqrt{(x - X^i_P)^2 + (y - Y^i_P)^2}
\]

\[
FLOCK_i(x, y, t) = d^4 - 2a^2 d^2
\]

where $a$ is again the distance at which agents must stay away from each other. Starting from these simple equations, one can write, for each of the agents in the set, the differential equations ruling the dynamic
behavior of the system, that is, expressing that agents follow downhill the minimum of the \((\text{flock-field})\). These have the form:

\[
\begin{align*}
\frac{dx_i}{dt} &= -v \frac{\partial \text{CF}_i(x, y, t)}{\partial x}(x_i, y_i) & i = 1, 2, \ldots, n \\
\frac{dy_i}{dt} &= -v \frac{\partial \text{CF}_i(x, y, t)}{\partial y}(x_i, y_i) & i = 1, 2, \ldots, n \\
\frac{dx_i}{dt} &= -v \frac{\partial \min(\text{FLOCK}_1, \text{FLOCK}_2, \ldots, \text{FLOCK}_n)}{\partial x}(x_i, y_i) & i = 1, 2, \ldots, n \\
\frac{dy_i}{dt} &= -v \frac{\partial \min(\text{FLOCK}_1, \text{FLOCK}_2, \ldots, \text{FLOCK}_n)}{\partial y}(x_i, y_i) & i = 1, 2, \ldots, n
\end{align*}
\]

Such equations can be numerically integrated by making use of any suitable mathematical software. In this study, the Mathematica package [22] has been used. Figure 42.3(a) shows the results obtained by integrating the above equations, for different initial conditions, and for a system composed by four agents. The figure shows an \(x-y\) plane with the trajectories of the agents of the system (i.e., the solutions of \((x_i(t), y_i(t))\) evaluated for a certain time interval) while moving in an open space. It is rather easy to see that the four agents maintain a formation, trying to maintain specified distances form each other. Figure 42.3(b) shows the result of the motion coordination in the simulated environment. Specifically, a simple museum map has been drawn, with three agents (the white dots) moving in it. The formation consists in having the agents remain in adjacent rooms from each other.

### 42.4.2 Person Presence Field: Surrounding a Prey

The aim of this coordination task is to allow a group of agents ("predators") moving in the building to surround and eventually capture another agent ("prey"). As an example, one may think at a group of security guards in charge of searching and catching a child that got lost in a big building and that is frightened by those big military men. This task of surrounding a prey relies on a field that must be generated by every agent in the building. This field will be referred as the \(\text{person presence}\) field to stress the fact it represent the presence of a person in the building. The \(\text{person presence}\) field simply has value that increases monotonically as the distance from the person increases. The analytical description of this field is straightforward. If the agent \(i\) is at the coordinates \((X_i, Y_i)\), then it generates a \(\text{person presence}\) field
FIGURE 42.3 (a) Solutions of the flock fields' differential equations, for different initial conditions. (b) Flocking: from left to right, different stages in the movement of a group of agents through the building and coordinating with each other so as to stay always in neighbor rooms.

FIGURE 42.4 Person presence fields in a building.

whose equation is (see Figure 42.4):

\[ \text{PRES}_i(x, y, t) = 1 + k_p e^{-k_p(x-X_i)^2+(y-Y_i)^2)} \]

\[ k_p, h_p > 0; \quad 1 + k_p e^{-2h_p} \approx 1 \]

Now, considering the prey's coordination field consisting in the linear combination of all the predators' fields, by following the decrease of the resulting field, the prey runs away from the predators.

\[ \text{CF}_{\text{prey}}(x, y, t) = \sum_{i=1}^{n} -\text{PRES}_{\text{pred}}^i(x, y, t) \]

\[ \text{PRES}_{\text{pred}}^i \] is the person presence field of the predator agent \( i \). Similarly, considering each predator's coordination field consisting of the linear combination between the prey's field and all the other predators'
fields a predator is directed toward the prey, but avoids other predators.

\[
C_{i}^{\text{pred}}(x, y, t) = \text{PRES}^{\text{prey}}(x, y, t) + \sum_{j=1,j\neq i}^{n} -\text{PRESpred}^{j}(x, y, t)
\]

\[
\text{PRES}^{\text{prey}}\text{ is the person presence field of the prey agent. Obtaining the differential equations governing the system is now just a matter of substituting the fields' analytical description together with the coordination field's description in the differential equations describing the field-based protocol. The substitution will be reported just for this first example.}
\]

\[
\frac{dx_{\text{prey}}}{dt} = -v_{\text{prey}} \frac{\partial C_{i}^{\text{pred}}(x, y, t)}{\partial x}(x_{\text{prey}}, y_{\text{prey}})
\]

\[
\frac{dy_{\text{prey}}}{dt} = -v_{\text{prey}} \frac{\partial C_{i}^{\text{pred}}(x, y, t)}{\partial y}(x_{\text{prey}}, y_{\text{prey}})
\]

\[
\frac{dx_{i}^{\text{pred}}}{dt} = -v_{\text{pred}} \frac{\partial C_{i}^{\text{pred}}(x, y, t)}{\partial x}(x_{i}^{\text{pred}}, y_{i}^{\text{pred}}) \quad i = 1, 2, \ldots, n
\]

\[
\frac{dy_{i}^{\text{pred}}}{dt} = -v_{\text{pred}} \frac{\partial C_{i}^{\text{pred}}(x, y, t)}{\partial y}(x_{i}^{\text{pred}}, y_{i}^{\text{pred}}) \quad i = 1, 2, \ldots, n
\]

The results of the numerical integration of these equations in the case of three predators and one prey are displayed in Figure 42.5(a), which shows a common \(x-y\) plane with the trajectories of the elements of the system (i.e., the solutions of \((x_{i}(t), y_{i}(t))\) evaluated for a certain time interval). Here it is possible to notice (Figure 42.5(a)-left) that if the predators do not repeal one another they are not able to surround the prey and all reach the prey from the same direction. On the contrary (Figure 42.5(a)-right), if they repeal each other, they reach the prey from different directions, surrounding it. Figure 42.5(b) shows the

**FIGURE 42.5** (a) Surrounding a prey: predators that simply follow the prey without enacting any coordination strategy are not able to surround the prey (top); predators being repulsed by other predators’ fields are able to surround the prey (bottom). (b) surrounding in the simulator.
result of the motion coordination in the simulated environment. Maintaining a certain distance from each other, predator agents surround the prey without leaving any escape path.

42.4.3 Room Field and Crowd Field: Load Balancing

The aim of this coordination task is to allow the users to avoid queues while visiting the museum. For this reason their agents will drive them to visit the rooms in their schedule trying to avoid crowded areas. At the global scale, this realize a load balancing policy between users and museum's rooms. To this end other two fields need to be introduced: the room field and the crowd field. The room field is generated by every building's room, it has a value that increases with the distance from the source. The analytical description of this field is straightforward: considering the room $i$ to be located — the center of the room is taken as a reference — at the coordinates $(X_i^R, Y_i^R)$, then it is possible to describe its room field by the following equation (see Figure 42.6-top):

$$RF_i(x, y, t) = 1 + k_r - k_r e^{-h_r((x-X_i^R)^2+(y-Y_i^R)^2)}$$

The crowd field measures the amount of crowd in a room. It is evaluated by the infrastructure manipulating the person presence fields of the people in the building. The analytical description of this field is a bit more complicated than the previous ones, because it tries to abstract an entity that is strictly coupled with the discrete nature of the space considered by means of a continuous field.

The crowd field, in fact, should in principle have a constant value in the area of a room and drop to zero (or to another value) outside that area. However, in order to avoid discontinuities, the crowd field, generated by the room $i$ at the coordinates $(X_i^R, Y_i^R)$, can be modeled by means of the following function (see Figure 42.6-bottom):

$$CWF_i(x, y, t) = k_c e^{-h_c((x-X_i^R)^2+(y-Y_i^R)^2)}$$

where $h_c$ is chosen so as the magnitude of the field outside the room is almost 0, while $k_c > 0$ is a coefficient that represents how much crowded the room is. It is important to understand, that because of
its role, $k_i^j$ cannot be a fixed coefficient, but it must vary over time to reflect the different crowd conditions, so in general $k_i^j = k_i^j(t) \cdot k_i^j(t)$ is simply given by the number of people present in room $i$ at time $t$ (whose coordinates are within the room's perimeter) normalized to the dimension of the room. It is clear that the $k_i^j(t)$ defined in this way is an effective measure of how much a room is crowded. Finally the global crowd field will be defined by means of the sum of the rooms' crowd fields:

$$CWF(x, y, t) = \sum_{i \in \text{rooms}} CWF_i(x, y, t)$$

Let us start considering the load balancing coordination protocol, whose aim is to help a user to avoid crowds or lines while roaming through the building. Basically, each user specifies his/her path through the building by selecting the rooms he/she wants to visit. This can be accomplished by letting the users' agents evaluate their coordination field as a minimum combination (fields are combined by taking in each point the minimum one) of the room fields (RF) to which their users are interested.

$$CF(x, y, t) = \min(\text{RF}_i(x, y, t): i = 1, 2, \ldots, n)$$

The coordination field produced models a surface having minimum points in correspondence of the rooms the user wants to visit. The user follows greedily the decrease of the coordination field and thus visiting the associated rooms. In order not to get trapped in a minimum, when the user completed the visit of a room, the corresponding field is removed from the combination and so it does not represent a minimum anymore. To take into consideration the load balancing service, the crowd field (CWF) has to be taken into account and for this purpose the combination computed by the agent can become:

$$CF(x, y, t) = \min(\text{RF}_i(x, y, t): i = 1, 2, \ldots, n) + \mu CWF(x, y, t)$$

The term $\mu CWF(x, y, t)$ with $\mu \geq 0$ is a field that has its maximum points where the crowd is particularly intense, as depicted in Figure 42.6-bottom. This term manages the load balancing policy: in fact when this term is added to the minimum combination it changes the steepness of the coordination field in the crowded zones. In particular a crowded zone tends to be a peak in the coordination field and thus it tends to repulse the income of other agents. It is easy in fact to understand that the agent will follow the “greed path” — the one indicated by $\min(\text{RF}_i(x, y, t): i = 1, 2, \ldots, n)$ — only if CF decreases toward the same direction indicated by $\min(\text{RF}_i(x, y, t): i = 1, 2, \ldots, n)$. Indicating this direction with $v$, this condition can be restated as:

$$\nabla \min(\text{RF}_i(x, y, t): i = 1, 2, \ldots, n) + \mu CWF(v) \leq 0 \Rightarrow \mu \leq -\frac{\nabla \min(\text{RF}_i(x, y, t): i = 1, 2, \ldots, n)(v)}{\nabla CWF(v)}$$

Observe that $\nabla \min(\text{RF}_i(x, y, t): i = 1, 2, \ldots, n)(v) \leq 0$ and thus the condition $\mu \geq 0$ can be satisfied. For this reason $\mu$ can be regarded as a term specifying the relevance of the crowd field. If $\mu$ is too high the agent will suggest the user to follow alternative (possibly longer) uncrowned paths toward the destination whenever the “greed” one will be a bit crowded. If $\mu$ is too low the agent will accept always to remain in the “greed” path disregarding the traffic conditions. The result of the numerical integration of the differential equations is depicted in Figure 42.7(a). Here an agent is willing to proceed from (0, 0) to (10, 0). If it does not consider crowd (Figure 42.7[a]-left) it follows a straight line form source to destination (eventually queuing in the middle). Otherwise, it is able to avoid the crowded area in the middle, by walking around it (Figure 42.7[a]-right). Figure 42.7(b) shows the result of the motion coordination in two different simulated environments. On the left the crowd is not considered in the agents’ coordination field and thus crowds and queues arise. On the right the crowd term is considered and thus crowds are avoided.
42.4.4 Room Field and Crowd Field: Meetings

Let us turn the attention to a “meeting” protocol whose aim is to help a group of users to dynamically find and move toward the most suitable room for a meeting.

The definition of this coordination protocol can rely on the previously introduced field by changing the coordination field perceived by agents. Also, this coordination protocol can be built upon the previous coordination protocol so as to retain the load-balanced movements also when agents are moving to meet each other. Several different protocols can be though related to how a group of agents should meet:

1. The group of users wants to meet in a particular room \( x \). This is the simplest case and each of the user has to compute the following coordination field:

\[
CF(x, y, t) = RF_x(x, y, t) + \mu CWF(x, y, t)
\]

In this way every agent is directed to the minimum of that leads to the meeting room. The crowd field term enforces the load balancing policy also in this case.

2. The group of users wants to meet in the room where person \( x \) is located. This is very simple as well: each of the user has to compute the following coordination field:

\[
CF(x, y, t) = PRES_x(x, y, t) + \mu CWF(x, y, t)
\]

where \( PRES_x \) is the field generated by person \( x \). In this way every agent is directed to the minimum of \( PRES_x \) that leads to the meeting room (where person \( x \) is located). It is interesting to notice that
this approach works even if person $x$ moves after the meeting has been scheduled. The meeting will be automatically rescheduled in the new minimum of $\text{PRES}_x$.

3. The group of users wants to meet in the room that is between them (their “barycenter”). To this purpose each user $i$ can compose its coordination field by combining the fields of all the other users:

$$\text{CF}(x, y, t) = \sum_{i \neq x} \text{PRES}_x(x, y, t) + \mu \text{CWF}(x, y, t)$$

In this way all the users “fall” toward each other, and they meet in the room that is in the middle. It is interesting to notice, that this “middle room” is evaluated dynamically and the process takes into consideration the crowd. So if a room is overcrowded it will not be chosen, even if it is the room, which is physically in the middle of the users. For the same reason if some users encounter a crowd in their path to the meeting room, the meeting room is automatically changed to one closer to these unlucky users. The strength of this approach is that it is fully integrated with the field concept and that the meeting room is chosen to encounter the difficulties found by the user in real time.

By considering the third of the above three possibilities, the dynamical system description for this problem is straightforward and the integration of the differential equations is depicted in Figure 42.8(a), showing how agents effectively converge to each other in the barycenter in an open space. Specifically, it depicts the $x$–$y$ plane where agents live, with the trajectories of the agents of the system (i.e. the solutions of $(x_i(t), y_i(t))$ evaluated for a certain time interval). Figure 42.8(b) shows the various stages in the meeting process in two different simulated environments.

![Diagram](image)

**FIGURE 42.8** (a) Meeting: solutions of the system's differential equations, for different initial conditions. (b) From left to right different stages in the meeting process, showing that agents converge toward each other.
42.5 Programming Motion Coordination Protocols

Turning the discussion more concrete: what software architecture is required to support field-based protocols? How can be implemented? How can be programmed?

The following of this section will focus on field-based protocols implemented through distributed data structures actually spread in the environment.

42.5.1 Architecture and Implementation of a Field-Based System

The middleware considered in this section, to support field-based coordination is Tuples On The Air (TOTA) [19]. TOTA proposes relying on distributed tuples to represent fields. Tuples are not associated to a specific node (or to a specific data space). Instead, tuples are injected in the network and can autonomously propagate and diffuse across the network accordingly to a specified pattern. Thus, TOTA tuples form spatially distributed data structures suitable to represent fields. To support this idea, TOTA is composed by a peer-to-peer network of possibly mobile nodes, each running a local version of the TOTA middleware. Upon the distributed space identified by the dynamic network of TOTA nodes, each component is capable of locally storing tuples and letting them diffuse through the network. Tuples are injected in the system from a particular node, and spread hop-by-hop accordingly to their propagation rule. In fact, a TOTA tuple is defined in terms of a “content” and a “propagation rule.”

\[ T = (C, P) \]

The content \( C \) is an ordered set of typed fields representing the information carried on by the tuple. The propagation rule \( P \) determines how the tuple should be distributed and propagated across the network. This includes determining the “scope” of the tuple (i.e., the distance at which such tuple should be propagated and possibly the spatial direction of propagation) and how such propagation can be affected by the presence or the absence of other tuples in the system. In addition, the propagation rule can determine how the tuple's content should change while it is propagated.

The spatial structures created by tuples propagation must be maintained coherent despite network dynamism. To this end, the TOTA middleware supports tuples propagation actively and adaptively: by constantly monitoring the network local topology and the income of new tuples, the middleware automatically re-propagates tuples as soon as appropriate conditions occur. For instance, when new nodes get in touch with a network, TOTA automatically checks the propagation rules of the already stored tuples and eventually propagates the tuples to the new nodes. Similarly, when the topology changes due to nodes' movements, the distributed tuples automatically change to reflect the new topology (see Figure 42.9).

From the architecture point of view, each TOTA middleware is constituted by three main parts (see Figure 42.10): (i) the TOTA API, is the main interface to access the middleware. It provides functionalities to let the application to inject new tuples in the system (inject method), to read tuples both from the local tuple space and from the node's one-hop neighborhood, either via pattern matching or via key-access to a tuple's unique id (read, readOneHop, keyrd, keyrdOneHop methods), to delete tuples from the local middleware (delete method), or to place and remove subscriptions in the event interface (subscribe, unsubscribe methods). Moreover, two methods allow tuples to be actually stored in he local tuple space or to be propagated to neighboring nodes (store, move methods). (ii) The EVENT INTERFACE is the component in charge of asynchronously notifying the application about subscribed events. Basically upon a matching event, the middleware invokes on the subscribed components a react method to handle the event. (iii) The TOTA ENGINE is the core of TOTA: it is in charge of maintaining the TOTA network by storing the references to neighboring nodes and to manage tuples' propagation by executing their propagation methods and by sending and receiving tuples. Within this component is located the tuple space in which to store TOTA tuples.

From an implementation point of view, a first prototype of TOTA running on Laptops and on Compaq IPAQs equipped with 802.11b, Familiar LINUX and J2ME-CDC (Personal Profile) has been developed.
FIGURE 42.9 (a) $P_x$ propagates a tuple that increases its value by one at every hop. (b) When the tuple source $P_x$ moves, all tuples are updated to take into account the new topology.

FIGURE 42.10 The TOTA middleware architecture.

IPAQs connect locally in the MANET mode (i.e., without requiring access points) creating the skeleton of the TOTA network. Tuples are being propagated through multicast sockets to all the nodes in the one-hop neighborhood. The use of multicast sockets has been chosen to improve the communication speed by avoiding 802.11b unicast handshake. By considering the way in which tuples are propagated, TOTA is very well suited for this kind of broadcast communication. This is a very important feature, because it could allow implementing TOTA also on really simple devices (e.g., micro sensors) that cannot be provided with sophisticated (unicast enabled) communication mechanisms. Other than this communication mechanism, at the core of the TOTA middleware there is a simple event-based engine, that monitors network reconfigurations and the income of new tuples and react either by triggering propagation of already stored tuples or by generating an event directed to the event interface.

42.5.2 Specifying Tuples and Agents

Relying on an object oriented methodology, TOTA tuples are actually objects: the object state models the tuple content, while the tuple’s propagation has been encoded by means of a specific $propagate$ method.

When a tuple is injected in the network, it receives a reference to the local instance of the TOTA middleware, then its code is actually executed (the middleware invokes the tuple’s $propagate$ method).
If during the tuple's execution, the middleware `move` method is called, the tuple is actually sent to all the one-hop neighbors, where it will be executed recursively. During migration, the object state (i.e., tuple content) is properly serialized to be preserved and rebuilt upon the arrival in the new host.

Following this schema, it is possible to define an abstract class `TotaTuple`, that provides a general framework for tuples programming. The code of this class is in the following:

```java
abstract class TotaTuple {
    protected TotaInterface tota;
    /**
     * the state is the tuple content */
    /** this method inits the tuple, by giving a reference to the current TOTA middleware */
    public void init(TotaInterface tota) {
        this.tota = tota;
    }
    /** this method codes the tuple actual actions */
    public abstract void propagate();
    /** this method enables the tuple to react to happening events... see later in the article */
    public void react(String reaction, String event)
    }
}
```

It is worth noting that in TOTA, a tuple does not own a thread, but it is actually executed by the middleware that runs the tuple's `init` and `propagate` methods. Tuples, however, must remain active even after the middleware has run their code. This is fundamental because their self-maintenance algorithm, for example, must be executed whenever the right condition appears (e.g., when a new node connects to the network, the tuples must propagate to this newly arrived node). To this end, tuples can place subscriptions as provided by the standard TOTA API. These subscriptions let the tuples remain “alive,” being able to execute upon triggering conditions.

A programmer can obtain new tuples by subclassing the `TotaTuple` class. Moreover, to facilitate the creation of tuples, a tuples' class hierarch from which the programmer can inherit has been developed. The class hierarchy enable a programmer to create custom tuples without worrying about the intricacies of dealing with tuple propagation and maintenance (a piece of the hierarchy is depicted in Figure 42.11). More detailed information about the complete class hierarchy can be found in Reference 20.

The class `HopTuple` inherits from `TotaTuple`. This class is a template to create self-maintained distributed data structures over the network. Specifically, it implements the superclass method `propagate`, as shown in the following:

```java
public final void propagate() {
    if(decideEnter()) {
        boolean prop = decidePropagate();
        changeTupleContent();
        this.makeSubscriptions();
        tota.store(this);
        if(prop)
            tota.move(this);
    }
}
```
In particular, this propagation method is realized by executing a sequence of other specific methods: `decideEnter`, `decidePropagate`, `changeTupleContent`, and `makeSubscriptions` so as to realize a breadth first, expanding ring propagation. The result is simply a tuple that floods the network without changing its content:

1. When a tuple arrives in a node (either because it has been injected or it has been sent from a neighbor node) the middleware executes the `decideEnter` method that returns true if the tuple can enter the middleware and actually execute there, false otherwise. The standard implementation returns true if the middleware does not already contain that tuple.
2. If the tuple is allowed to enter the method `decidePropagate` is run. It returns true if the tuple has to be further propagated, false otherwise. The standard implementation of this method returns always true, realizing a tuple's that floods the network being recursively propagated to all the peers.
3. The method `changeTupleContent` changes the content of the tuple. The standard implementation of this method does not change the tuple content.
4. The method `makeSubscriptions` allows the tuple to place subscriptions in the TOTA middleware. As stated before, in this way the tuple can react to events even when they happen after the tuple completes its execution. The standard implementation does not subscribe to anything.
5. After that, the tuple is inserted in the TOTA tuple space by executing `tota.store(this)`.
6. Then, if the `decidePropagate` method returned true, the tuple is propagated to all the neighbors via the command `tota.move(this)`. The tuple will eventually reach neighboring nodes, where it will be executed again. It is worth noting that the tuple will arrive in the neighboring nodes with the content changed by the last run of the `changeTupleContent` method.

Programming a TOTA tuple to create a distributed data structure basically reduces at inheriting from the above class and overloading the above four methods to customize the tuple behavior. Here, in the following, two examples (Gradient and Flock tuples) are presented to clarify the TOTA framework.

A Gradient tuple creates a tuple that floods the network in a breadth-first way and have an integer hop-counter that is incremented by one at every hop. Flock tuple are slightly more complicated in that they overload the `changeTupleContent` method to create the flocking shape. The actual code of these tuples is in the following:

```java
public class Gradient extends HopTuple {
    public String name;
    public int val = 0;

    protected void changeTupleContent() {
        /∗ The correct hop value is maintained in the superclass HopBasedTuple ∗/
        super.changeTupleContent();
        val = hop;
    }
}

public class FlockTuple extends HopTuple {
    public String peerName;
    public int val = 2;
    /∗ always propagate ∗/
    public HopBasedTuple changeTupleContent() {
        super.changeTupleContent();
        /∗ The correct hop value is maintained in the superclass HopBasedTuple ∗/
        if(hop <= 2) val--;
        else if(hop >2) val++;
        return this;
    }
}
```

It is rather easy now to program the agents required in the case study. Let us focus the attention on the meeting coordination protocol described in Section 42.4.4, in the case in which agents are going to meet in their barycenter room. With this regard, the algorithm followed by meeting agents is very
42.6 Open Issues and Research Directions

This chapter presented the field-based approach to coordinate the movements of a large number of autonomous agents in a wireless and mobile computing scenario. At the moment the main weakness of this approach is the lack of a general methodology to help identifying, given a specific motion pattern to be enforced, which fields have to be defined, how they should be propagated, and how they should be combined in a coordination field. Nevertheless, the immediate applicability of field-based protocols is guaranteed by the possibility of getting inspiration from (and of reverse engineering) a wide variety of motion patterns present in nature. Phenomena such as diffusion, birds’ flocking, ants’ foraging, bee dances [4], to mention a few examples, can all be easily modeled with fields (i.e., in terms of agents climbing/descending a coordination field obtained as the composition of some computational fields), and all have practical application in mobile computing scenarios. However, it is likely that a complete general methodology could be found in the future and it would allow to develop sound engineering procedures to develop field-based protocols. In pursuing this long-term goal, deployment of applications will definitely help identifying current shortcomings and directions of improvement. With this regard, particularly significant results can possibly be obtained by understanding how the field approach could encode coordination tasks that do not deal with physical movements, but with other kind of actions. In these cases, a coordination field can be thought as spread in an abstract coordination space to encode any kind of coordination actions. Agents would be driven by the fields, not by moving from one place to another, but by making other kind of activities. In this direction, in the next future it will be interesting to apply the field-based model, in the development of new applications for sensor networks with a particular interest in those algorithms exploiting ideas taken from manifold geometry [31].
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Technical Solutions for Mobile Commerce

43.1 Introduction

In the last few years, mobile commerce has attracted significant attention among users, service providers, vendors, content developers, businesses, and researchers [1]. However, there are several challenges that must be overcome before m-commerce could become a major success. These challenges include identifying suitable applications and services, designing and utilizing infrastructure support, providing support for transactions, addressing security and privacy concerns, providing support for mobile payments, and implementing new business models. These important issues are not necessarily independent, for example, security and privacy relate to m-payments, while infrastructure limitations directly affect applications and services. There has been some work on addressing these challenges including introduction and m-commerce framework [1], wireless networking requirements [2,3], services and discovery [4–7], security [8], group-oriented m-commerce services [9,10], location-based services [11], mobile payments [12], database [13], and usability issues [14].
In this chapter, we address several technical challenges in mobile commerce including infrastructure issues, location management, transactions support, and also present several interesting research problems. Some of the proposed technical solutions are described in terms of algorithms and protocols. The chapter is organized as follows: mobile commerce applications in Section 43.2, a wireless architecture and infrastructure requirements in Section 43.3, location management in Section 43.4, transaction support in Section 43.5, m-commerce modeling in Section 43.6, open research problems in Section 43.7, and some conclusions in Section 43.8.

### 43.2 Mobile Commerce Applications and Environment

Several m-commerce applications have been proposed [1–7], however, only few of these including mobile financial applications, mobile advertising, and location-based services have been initiated by wireless service providers.

**Mobile Financial Applications** consist of mobile banking and brokerage services, mobile money transfer, and mobile payments. These could lead to the evolution of mobile devices into highly personalized assistants, replacing bank, ATM, and credit cards by allowing financial transactions using mobile money. In the near future, the number of users making mobile payments will reach to several millions in Western Europe, Asia, and North America. Many banks in Europe are supporting basic mobile financial applications to reach to a large base of mobile and wireless users.

**Location and user-sensitive advertising** is another m-commerce application in progress. By combining user’s purchasing habits, specified preferences, and its current location, a highly targeted advertising can be performed. In one possible scenario, he/she could be informed about various ongoing specials in his/her close vicinity or a selected area of interest. These messages can be sent to all users who are currently in a certain area (identified by advertisers or even by users) or to certain users in all locations. Depending on interests and personality types of individual users, advertisers could decide whether “push” or “pull” form of advertising is more suitable. It should be noted that there are issues of privacy and sharing of user information with other providers. It is likely that an “opt-in” approach would be implemented where explicit user permission is obtained before “pushing” any advertising contents.

**Location-based services** utilize location information to provide specialized contents to m-commerce users. These contents could include information on desired restaurants, devices, users, and products. A user could be interested in knowing availability and waiting time at one or more restaurants close to his/her current location (pull). Another user would like to be alerted when one of his/her friends is in the same general area (push). Location information of fixed entities can be kept in separate databases for each area, while location tracking of mobile and portable entities could be performed as and when needed (on-demand). When a user enters a designated area, user information from previous networks and locations will be accessed. This will also allow a determination of location-aware services the user has subscribed to or is authorized to access. Currently, there are a few examples of location-based services, not necessarily personalized or user-specific. These include mapping, routing, and list of places in users’ vicinity [5]. Although not m-commerce offerings have become instant successes, there is considerable interest among users and businesses.

In addition to the basic versions of these applications, more sophisticated applications involving increased user personalization and context awareness must be offered. Mobile games, personalized contents, entertainment services, mobile auction and trading, and product recommendation systems could be widely deployed and used. The mobile and multiparty games are likely to become major drivers of m-commerce, especially if group connectivity for wireless users can be maintained. Entertainment applications will also attract some users especially if the contents can be tailored to different user groups and interests. Applications such as mobile office, mobile distance education, and wireless data center (application where a large amount of stored data to be made available to mobile users for making “intelligent” decisions) could add value to m-commerce services [3].
43.3 Infrastructure Requirements for Mobile Commerce

m-Commerce can be visualized as a multi-layer system with a set of functions for multiple players including users, wireless providers, and content providers [1]. One problem with layering of functions is the amount of communications that occur between neighboring layers. Another way to visualize m-commerce is to show functions and roles of different players in m-commerce on the same level. Three major entities in m-commerce are:

1. Users and user infrastructure such as devices and applications
2. Network infrastructure and multiple service providers
3. Content providers and third party service providers

As shown in Figure 43.1, the infrastructure for m-commerce includes devices and user interface, wireless networks, mobile middleware, servers, and databases [11]. Here a typical m-commerce transaction could involve several components as the request is forwarded to a transaction server, which checks with an authentication server. Then the preference and pricing databases are accessed. Also, to locate other users and servers, a location database is contacted. If the transaction requires a group session, then a multicast server is contacted [10].

![Diagram of m-commerce infrastructure](image)

**FIGURE 43.1** An architecture and basic protocol for mobile commerce.

1. Identify APP_REQ
2. If TRANS_SUPPORT = YES
   Locate TRANS_SERVER
3. IF PERSONALIZATION_LEVEL = HIGH
   Download USER_PREFERENCE
4. IF LOC_SUPPORT = YES, Locate LOC_SERVER
5. IF NUM_USER > 2, Locate MCAST_SERVER
6. IF OTHER_SERVICES = YES, Locate 3rd PARTY_SERVER

W-LAN: Wireless local area network; PCS: Personal communications systems; GSM: Global systems for mobile
43.3.1 Infrastructure Requirements for m-Commerce

One major challenge is how to support diverse requirements of m-commerce applications by using the functionalities and capabilities of wireless infrastructure. The first step is to derive specific infrastructure requirements of m-commerce applications, and then match these to specific capabilities of current and emerging mobile and wireless networks. From a detailed analysis of several m-commerce applications, some important m-commerce requirements have been derived [3]. In this chapter, we discuss location management, wireless dependability, multicast, and interoperability and scalability requirements. These requirements are shown in Table 43.1 and possible wireless networks are included and discussed [15].

Many m-commerce applications require location information of users, devices, servers, products, and services. Additionally, these applications have widely different location precision, response time, and scalability requirements. In addition to supporting these requirements, more work is necessary for location coordination among multiple wireless networks, location negotiation protocols for m-commerce, and, prioritization of location requests using applications requirements, context (emergency, anxiety etc), and processing delays.

M-commerce applications would be significantly affected by the dependability problems of existing wireless networks. The situation will be even more complex in the emerging "3rd generation and beyond" wireless networks as increased heterogeneity and inter-carrier roaming will increase the vulnerability of wireless infrastructure and a higher impact of increased fault propagation. Additionally, these emerging wireless networks will support group-oriented m-commerce applications; thus impact of dependability problems could propagate to multiple locations serving wireless users. One way to address the dependability of wireless networks for m-commerce transactions is to deploy fault-tolerant architectures to isolate and bypass failures. The cost of deployment for fault-tolerant architectures could be reduced by a more "selective" fault-tolerant design.

Some m-commerce applications such as mobile auction and interactive mobile games would require continued group connectivity. This could be achieved by using wireless multicast connecting a group of users where information sharing is supported by efficient routing in wireless networks. The challenge in wireless multicast for m-commerce is in maintaining group communications with user mobility and under variable quality of wireless links. This combined with brief-disconnectivity or intermittent connectivity could lead to a loss of user input, thus affecting the outcome of applications such as mobile auction [3].

There are several existing and emerging wireless networks that can be used for m-commerce including global system for mobile communications (GSM), DoCoMo’s iMode service, and enhanced data rates for GSM evolution (EDGE), and general packet radio service (GPRS). Also, proprietary wireless WANs, wireless LANs, satellite systems, and wireless local loops are access choices for m-commerce. Since these networks differ considerably, interoperability becomes a major challenge.

TABLE 43.1 Specific Wireless Infrastructure Requirements

<table>
<thead>
<tr>
<th>Requirements</th>
<th>Attributes</th>
<th>Candidate networks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location management</td>
<td>Location accuracy and</td>
<td>Satellite-based network (higher accuracy, slow response time). Cellular</td>
</tr>
<tr>
<td></td>
<td>response time</td>
<td>and PCS networks (location support not available everywhere). Wireless LANs (low</td>
</tr>
<tr>
<td></td>
<td></td>
<td>accuracy but better response time)</td>
</tr>
<tr>
<td>Wireless dependability</td>
<td>Availability and</td>
<td>Current wireless networks support availability between 90 and 98%. Increased</td>
</tr>
<tr>
<td></td>
<td>survivability</td>
<td>dependability is possible using fault-tolerance and backup components in wireless</td>
</tr>
<tr>
<td></td>
<td></td>
<td>networks</td>
</tr>
<tr>
<td>Multicast</td>
<td>Group membership and</td>
<td>Satellite-based networks can support multicast using broadcast technologies. Cellular</td>
</tr>
<tr>
<td></td>
<td>connectivity</td>
<td>and PCS systems do not support network or physical-layer multicast. M-commerce</td>
</tr>
<tr>
<td></td>
<td></td>
<td>application could support multicast at application layer</td>
</tr>
<tr>
<td>Interoperability</td>
<td>Ability to use multiple</td>
<td>Difficult to achieve as most wireless networks differ considerably in protocols,</td>
</tr>
<tr>
<td></td>
<td>networks</td>
<td>frequencies, power and interface requirements. Multi-network access possible by</td>
</tr>
<tr>
<td></td>
<td></td>
<td>using several interface cards</td>
</tr>
</tbody>
</table>
43.3.2 A Dependable, Interoperable, and Secure Wireless Solution for m-Commerce

Secure and dependable wireless solutions must be designed and implemented before mission-critical data can be put on wireless infrastructure. A possible network architecture for m-commerce is shown in Figure 43.2. An increased dependability is achieved by fault-tolerance or “added” redundancy in wireless infrastructure. The fault-tolerance allows m-commerce transactions to be executed even when there are one or more failures. This network and access redundancy would also allow overcoming or at least alleviating denial of service attacks. If an attack occurs at device, access, network, or server levels, the redundancy would allow switching to another network, server, or device interface. The architecture is also scalable in terms of number of users, transactions, and network size [15].

43.4 Location Management Support for Mobile Commerce

Depending on the network architecture, all location requests from m-commerce applications go to a location server. The middleware negotiates or requests specific requirements (precision, response time, etc.) from multiple networks or schemes (Figure 43.3). The middleware can translate application’s...
43.5 Support for Mobile Commerce Transactions

In general, a transaction can be defined as a series of steps that should be executed in a certain sequence. m-Commerce is likely to be transaction-oriented due to applications such as mobile auction, mobile...
entertainment services, wireless data center, mobile financial services, mobile advertising and shopping, and location-based services. Also, the transactions are likely to exhibit a high level of diversity in terms of the number of entities involved, resource requirements, and the response time. The transactions could also be local or end-to-end, symmetric or asymmetric, requiring different levels of reliability, and could last from less than a second to minutes and even longer. The requirements for some mobile transactions could also include atomicity, so if a step fails due to user mobility or brief disconnectivity, the whole transaction must be aborted after a certain timeout, this would release some resources temporarily. However, additional resources would be necessary to support the transaction when re-attempted at a later instant. An m-commerce transaction can involve multiple heterogeneous wireless networks. The steps and resource requirements would vary from application to application and could also depend on “pull” or “push” transactions. Some of the steps will require little resources, however one or more steps could present significant resource requirements and quick response time. Although it is not clear what would be the precise characteristics of these transactions, we could attempt to derive several general characteristics in terms of the following attributes.

43.5.1 Unicast versus Multicast m-Commerce Transactions

Many of the m-commerce transactions would be unicast requiring involvement of single or two mobile users. Such transactions could still involve several other fixed entities. Unicast transactions are much easier to support, as group management and coordination of user inputs are not required. The multicast transactions would be much harder to support as managing interactions among mobile users who could be experiencing network connectivity problems (such as brief disconnectivity and intermittent connectivity) becomes a complex task.

43.5.2 Reliable m-Commerce Transactions

Some of the mobile commerce transactions would require reliability and even atomicity. For example, mobile commerce transactions for financial services would require that either all or none of the steps are executed. Such atomicity would require that an aborted transaction leads to the same state as was there in the beginning and then the whole transaction is retried. On the other hand, many transactions do not require strict reliability from the underlying infrastructure. The example of such transaction would be mobile advertising, where reaching to all the customers is desirable but not critical for the operation of the transaction.

43.5.3 Protocols for Group-Oriented m-Commerce Transactions

The group-oriented mobile services could include mobile auction, mobile games, mobile financial services, mobile and locational advertising, mobile entertainment services, mobile distance education, proactive service management, product recommendation systems, mobile inventory management, and product location and search [1]. The focus here is to derive the requirements of these mobile services by classifying services with similar requirements in a group. This classification would reduce the complexity of requirement analysis and will also help in modeling and performance evaluation. The criteria used were the type of communications, number of entities, response time, and connectivity requirements (Table 43.3). It should be noted here that this is not an exhaustive list of group-oriented mobile services, however any current and emerging mobile service can be added to this classification with little additional effort. We believe that by deriving general requirements of group-oriented mobile services, better protocols can be designed and deployed [10].

From Table 43.3, it is clear that group-oriented mobile services present diverse set of requirements where some services need real-time multicast while others could be supported well even if the delays were higher. Although the requirements of group-oriented mobile services could vary considerably, for a general case we assume a three-stage sequence: preprocessing, inputs from users, and postprocessing. The preprocessing stage could involve service advertisement and discovery, joining of members and setting
TABLE 43.3 Group-Oriented Mobile Services and Requirements

<table>
<thead>
<tr>
<th>Group-oriented mobile services</th>
<th>Description</th>
<th>Type of communication and number of entities</th>
<th>Multicast requirements and response time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile Auction, interactive games,</td>
<td>Users to buy or sell certain items, play multiparty games, conduct multi-party</td>
<td>Real-time multicast with active participation from multiple users</td>
<td>Very low delays. Continued connectivity required</td>
</tr>
<tr>
<td>financial services</td>
<td>financial transactions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobile and locational advertising</td>
<td>Applications turning the wireless devices into a powerful marketing medium</td>
<td>Asymmetric nonreal-time multicast involving hundreds or more devices</td>
<td>Higher delays can be tolerated. Intermittent connectivity or brief disconnectivity may be tolerated</td>
</tr>
<tr>
<td>Mobile entertainment services/mobile</td>
<td>Entertainment or distance education services to users on per event or subscription basis</td>
<td>Asymmetric real-time multicast involving multiple users</td>
<td>Large bandwidth and low delays. Intermittent connectivity or brief disconnectivity significantly affects the overall experience</td>
</tr>
<tr>
<td>distance education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proactive service management</td>
<td>Providing users the information they will need in very-near-future</td>
<td>Asymmetric nonreal-time multicast involving a few entities</td>
<td>Higher delays can be tolerated. Intermittent connectivity or brief disconnectivity can be tolerated</td>
</tr>
<tr>
<td>Product recommendation systems</td>
<td>To receive recommendation on products &amp; services from a third party or customers</td>
<td>Asymmetric nonreal-time multicast involving large number of entities</td>
<td>Higher delays can be tolerated. Intermittent connectivity or brief disconnectivity can be tolerated</td>
</tr>
<tr>
<td>Mobile inventory management/product</td>
<td>Reducing the inventory by managing in-house and inventory-on-move/to find the</td>
<td>Unicast/multicast involving few entities</td>
<td>Response time of few seconds. Intermittent connectivity or brief disconnectivity increases the delay</td>
</tr>
<tr>
<td>location</td>
<td>location</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE 43.4 Major Steps of Three Protocols

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Description</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: All users equal and UW</td>
<td>Derive Num_TranStages and Users_TranStages While Done_Stages &lt; Num_TranStages For Every User While (User_Input=False) and (User_LV=False) Wait Process Trans_Stage Increment Done_Stages</td>
<td>Simplest to implement and works well for transactions with tolerance for higher delays. Also, will have the least affect of brief disconnectivity or intermittent connectivity (highest probability of transaction completion)</td>
</tr>
<tr>
<td>2: All users equal and LW</td>
<td>Derive Num_TranStages, Req_Users_TranStages, and, TIMEOUT While Done_Stages &lt; Num_TranStages For Every ReqUser While (User_Input=False) If Wait-time &gt;= TIMEOUT Trans_Stage=TERMINATED Else Wait Process Trans_Stage Increment Done_Stages</td>
<td>Simple to implement and works well for transactions with lower delay requirement. Also, will have the effect of brief disconnectivity or intermittent connectivity (reasonable probability of transaction completion)</td>
</tr>
<tr>
<td>3: SBW</td>
<td>Derive Num_TranStages, Req_Users_TranStages, Members_Status, and, TIMEOUT_Status While Done_Stages &lt; Num_TranStages For Every ReqUser While (User_Input=False) If Wait-time &gt;= TIMEOUT_Status Trans_Stage=TERMINATED Else Wait Process Trans_Stage Increment Done_Stages</td>
<td>More complex to implement, but works well for transactions with lower delay requirement. It can lead to a more optimal combination of response time and transaction completion probability under intermittent connectivity</td>
</tr>
</tbody>
</table>

connectivity problem or have been permanently disconnected. This will also reduce the performance (speed) of mobile services for most users. To avoid these extremes, finding an optimal or near optimal time-out is necessary for achieving a high level of performance from mobile applications for most users. The value of time-outs could affect the transaction completion probability and transaction response time.

Three protocols for supporting transactions in group-oriented mobile services (Table 43.4) are named unlimited wait (UW) limited wait (LW), and status-based wait (SBW) using their basic operation technique [10]. The mobile services that could tolerate larger response time would work better with UW due to its simplicity and less overhead, although it has no upper bound on delays. The mobile services requiring lower delays will benefit from LW or SBW. These protocols result in different levels of transaction completion probabilities and response times.

For UW, the group is forced to wait until the user sends an input. LW involves waiting only for some time as determined by previous values and using information on brief disconnectivity. In SBW, the group waits for different time based on the type of user: passive listener, active listener, and active participant. For the first type, the user can be removed from the group and can join later without affecting the status of the group. For the second type, the group can wait for some time, however for the third type of users, the group should wait longer as the input from such users can affect the outcome of the group application.

The group-oriented mobile services can be modeled using multiple stages and participants (Figure 43.4). The number of stages and interdependency among these differ substantially among mobile applications. The lack of input from a certain user in a stage could affect one or more inputs in the next stage, thus resulting in a different outcome. Both the number and actual “critical” users whose response is needed for the correctness of application can be identified and waited differently. The number of stages can be determined by the total number of users, minimum and maximum number of users per stage, delay tolerance per stage, processing delay per stage, and the required transaction delay.
43.6 Modeling Mobile Commerce Applications

A possible simulation-oriented approach for designing and improving m-commerce applications is shown in Figure 43.5. It starts with a basic application framework and identifies all the steps involved in the application. Then, these steps are translated into the generic m-commerce application to compute the resource requirements. Then, certain steps with highest amount of resource requirements are identified and efforts are made to replace, remove, or reduce these steps. The proposed approach would allow to prototype new applications, test the user requirements, and compute the processing and communication requirements. The approach can also be used for testing the scalability of a new m-commerce application as the number of users or number of transactions per user increases. So this environment would allow to build, test, and implement current and emerging mobile commerce applications in an accelerated way.

43.6.1 Modeling a Generic m-Commerce Application

In modeling m-commerce applications, several steps have been identified (Figure 43.6). These steps are dependent on whether “push” or “pull” version is employed. In “push” version, the network or server initiates a transaction based on an event related to the current time (network pushes some information every hour), user’s current location (whenever the user comes within a mile of a store, network sends an advertising message), or a predetermined threshold.
43.6.2 Steps of the Simulation Model

1. Receive the number of steps involved in the application OR derive the minimum number of steps needed to perform the requested transaction.
2. Receive the number of users involved, application version (push or pull), maximum allowable wireless traffic, minimum capability of devices, number of databases involved, and their processing and storage capabilities.
3. Compute the amount of traffic generated for each step for the given number of users and compare this against the constraints provided in Step 2, if not possible, go to Step 5, else Step 6.
4. Compute the amount of processing needed in each step for the given number of users and compare this against the constraints provided in Step 2, if not possible, go to Step 5, else Step 6.
5. Re-compute the requirements with reduced number of users and reduced number (or size) of messages per step.
6. Output the results and the processing and communications requirements of the given application.

43.7 Open Research Problems in Mobile Commerce

There are several research problems in m-commerce and we are currently working on few of these problems:

1. Design and development of m-commerce applications: Certainly more work is needed in designing new m-commerce applications that are both suitable to users and can be supported by the current
and emerging wireless infrastructure. Using our proposed approach (or other approaches), processing and storage requirements of different applications can be estimated. This can also help in determining if an application can be scaled to an increased number of users and transactions.

2. Interoperability and integrated access for m-commerce: One major issue in m-commerce is the focus on personalization and not so much on the type of network access used. To ensure un-interrupted access to m-commerce applications, wireless networks should interoperate and provide an integrated access to users by supporting handoffs and information exchange among networks.

3. Design of algorithms and protocols: One important area of research is to design algorithms and protocols for supporting reliability, multicast and quality of service for m-commerce transactions. It should be noted that most m-commerce transactions could not be supported by traditional connection-level resource allocation due to varying nature of both arrival and duration of transactions. Some work is also necessary in designing protocols for user and location-specific service discovery. To support highly valued m-commerce transactions, more work is needed in either adapting existing security mechanisms or design new m-commerce specific security protocols.

4. Software and database support: In addition to networks and applications, the role of software and database is becoming important. The software for m-commerce applications must be able to deal with disconnected operations, while databases should be able to store and update a large amount of m-commerce data in a reliable way.

5. Performance evaluation of architectures, systems or networks for m-commerce: As most of the current architectures and networks are not designed with m-commerce requirements, more work is necessary in evaluating the effectiveness for m-commerce environment.

43.8 Conclusions and Future of Mobile Commerce

m-Commerce has the potential of utilizing instant access of devices, flexibility, and convenience of wireless networks, and personalization and location-awareness of mobile applications. These could lead to a new level of user-empowerment not seen or observed before. For fully realizing the potential of m-commerce, we believe one of the major challenges is the infrastructure support for location tracking, transaction-level QoS, and group transactions. To evaluate the requirements of m-commerce applications, the performance modeling is required. These can be facilitated by algorithms and protocols designed specifically for m-commerce. In this chapter, we discussed requirements of m-commerce applications and possible ways to support these by networking infrastructure. We believe that much more work is necessary in designing algorithms and protocols for m-commerce and also in the modeling for performance evaluation. Some efforts must also be spent toward devices and middleware, user interface design, and introduction of context-awareness in m-commerce applications.
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